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Y. Diboune, R. Hachelaf, D. Kouchih 
 

Effect of short-circuit in stator windings on the operation of doubly-fed induction generators 
operating in a wind power system 
 

Introduction. Wind energy has been a clean and renewable source of electricity in recent decades, making a significant addition to 
overall generation, and wind power is one of the most popular sources of renewable energy. Problem. Accurate modeling of wind 
turbine generators is critical to improve the efficiency of power systems. Doubly-fed induction generator (DFIG) stands out for its 
economic advantages associated with the use of frequency converters and induction machines. Increasing operating and maintenance 
costs of wind turbines highlight the need for early fault identification to optimize costs and ensure reliable operation. The goal of this 
work is to develop a simplified yet effective model for analyzing stator winding short-circuits in DFIGs operating in wind turbines. The 
model uses line-to-line voltages as inputs and explicitly considers the neutral-point voltage variation under fault conditions. 
Methodology. The problem was solved using spectral analysis, the model was implemented for 4 kW DFIG wind turbine in MATLAB to 
validate its effectiveness. Results. The simulation results confirm the effectiveness of the proposed approach for timely fault detection 
and analysis. It demonstrates computational simplicity by accurately capturing the main fault characteristics, which is preferable to 
traditional methods such as symmetrical components and FEM. The scientific novelty of the work lies in a methodology for modeling 
DFIG during stator short-circuits, integrating the effect of elevated neutral voltage during faults using line-to-line voltages in the base 
model. It also takes into account phenomena such as magnetic saturation, gap effects, and skin effects. The simplicity of the model makes 
it suitable for condition monitoring and validation of fault-tolerant control algorithms, which distinguishes it from more complex 
methods such as symmetrical components or the FEM. Practical value. The proposed model offers a pragmatic and reliable approach 
for monitoring and analyzing defects in DFIG wind turbines. Its versatility and efficiency improve the optimization of maintenance costs 
and reliability of renewable energy systems. References 27, tables 2, figures 8. 
Key words: doubly-fed induction generator, short-circuit fault, wind turbine. 
 

Вступ. Вітроенергетика є екологічно чистим та відновлюваним джерелом електроенергії в останні десятиліття, роблячи 
значний внесок у загальну генерацію енергії, і є одним із найпопулярніших джерел відновлюваної енергії. Проблема. Точне 
моделювання вітрогенераторів є критично важливим для підвищення ефективності енергосистем. Асинхронний генератор з 
подвійним живленням (DFIG) відрізняється економічними перевагами, пов’язаними з використанням перетворювачів частоти 
та асинхронних машин. Зростання витрат на експлуатацію та технічне обслуговування вітрогенераторів призводить до 
необхідності раннього виявлення несправностей для оптимізації витрат та забезпечення надійної роботи. Метою даної 
роботи є розробка спрощеної, але ефективної моделі для розрахунку короткого замикання обмотки статора DFIG, що 
працює у вітрогенераторі. Модель використовує значення лінійної напруги та враховує підвищення напруги в нейтральній 
точці у разі несправностей. Методика. Завдання вирішено за допомогою спектрального аналізу. Модель реалізована у 
MATLAB для вітрогенератора DFIG потужністю 4 кВт для підтвердження її ефективності. Результати моделювання 
підтверджують ефективність запропонованого підходу до своєчасного виявлення та аналізу несправностей. Модель 
демонструє обчислювальну простоту, точно фіксуючи основні характеристики несправностей, що краще традиційних 
методів, таких як симетричні компоненти та метод скінченних елементів (МСЕ). Наукова новизна роботи полягає в 
методології моделювання DFIG при коротких замиканнях статора, що враховує вплив підвищеної напруги нейтралі при 
коротких замиканнях з використанням лінійних напруг базової моделі. Модель також враховує такі явища, як магнітне 
насичення, вплив зазору та скін-ефект. Простота моделі робить її придатною для моніторингу стану та валідації 
алгоритмів стійкості до відмови, що відрізняє її від складніших методів, таких як симетричні компоненти або МСЕ. 
Практична значимість. Розроблена модель пропонує практичний та надійний підхід до моніторингу та аналізу дефектів у 
вітрових турбінах з DFIG. Її універсальність та ефективність сприяють оптимізації витрат на технічне обслуговування та 
підвищенню надійності систем відновлюваної енергетики. Бібл. 27, табл. 2, рис. 8. 
Ключові слова: асинхронний генератор з подвійним живленням, коротке замикання, вітрова турбіна. 
 

Introduction. Wind energy is recognized as one of 
the most efficient and resilient renewable energy sources. 
In modern power systems, the configuration of variable-
speed wind turbines is widely adopted to maximize 
energy capture and operational flexibility. Among the 
components of wind energy conversion systems, doubly-
fed induction generators (DFIGs) are preferred due to 
their capability for variable-speed constant-frequency 
operation and high system efficiency [1]. 

The stator windings of DFIGs are subjected to thermal, 
electrical, and mechanical stresses, which can affect the 
performance and reliability of the generator and associated 
components [2, 3]. Inter-turn short circuit faults in the stator 
windings are particularly critical because they disturb voltage 
and current symmetry, potentially destabilizing the entire 
system [4]. Compared to other generator types used in wind 
energy, squirrel-cage induction generators operate only at 
fixed speed and lack controllability [5], while permanent 
magnet synchronous generators offer high efficiency but 

require full-scale converters and are more expensive [6]. 
DFIGs remain a practical compromise for medium and high 
power applications due to their partial converter rating and 
grid compatibility. 

Several techniques have been developed for detecting 
inter-turn short-circuit faults in the stator windings of 
DFIG-based wind energy systems. Signal-based methods 
remain prevalent, where fault diagnosis is performed by 
monitoring deviations in physical quantities such as 
external leakage flux [7], wideband frequency response [8], 
flux density distribution [9], and vibration analysis [10]. 
However, selecting an appropriate monitoring signal 
remains a key challenge, especially in distinguishing stator 
asymmetries. Observer-based approaches have also been 
applied [11], yet they may suffer from parameter sensitivity 
and false positives. Recently, artificial intelligence methods 
including neural networks [12], deep learning [13] and 
decision trees [14] have shown potential for fault 
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classification, although they are often complex and 
require extensive training data. For modeling stator 
winding short-circuit faults, classical techniques such as 
the symmetrical components method [15] and finite 
element method (FEM) [16–18] are commonly used. 
However, both approaches tend to overlook the neutral-
point voltage rise during fault conditions and require 
considerable simulation time. 

This study focuses on small-scale wind energy systems 
using DFIGs rated at 4 kW [19], primarily designed for 
stand-alone applications or isolated consumers.  

The goal of this work is to develop a simplified yet 
effective model for analyzing stator winding short-circuits 
in DFIGs operating in wind turbines. The model uses line-
to-line voltages as inputs and explicitly considers the 
neutral-point voltage variation under fault conditions. 

This formulation enables efficient fault detection 
and analysis, supporting the development of condition 
monitoring strategies and fault-tolerant control schemes. 
Spectrum analysis is used to extract key harmonic 
indicators related to stator faults and validate the model 
through simulation on a 4 kW system. 

Turbine modeling. The blades of a wind turbine 
capture the kinetic energy of the wind and transmit it to the 
rotor of a DFIG via a gearbox [20]. The wind turbine’s 
power is calculated as: 

2

2

1
vSPv   ,                          (1) 

where Pv is the wind turbine’s power; S is the surface 
swept by the blades of the turbine;  is the air density; v is 
the wind speed. 

The wind turbine’s mechanical power is expressed 
as [21, 22]: 

3),(
2

1
vCSP pt   ,                 (2) 

where Pt is the mechanical power; Cp(,) is referred to 
as the power coefficient, indicating the turbine 
aerodynamic efficiency. It depends on the tip speed ratio 
λ, defined as the quotient of the blade tip speed to the 
wind speed, and the blade pitch angle β. 

The ratio λ can be articulated as [23, 24]: 
vR t  ,                             (3) 

where t is the rotational speed of the turbine; R is the 
blade radius. 

The function of the power coefficient is (4): 

   
 


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
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

23.034.14

1.0
sin20167.035.0),(


pC . (4) 

Aerodynamic torque Tt is produced when aerodynamic 
power is transformed into mechanical power [25]: 

3),(
2

1
vCS

P
T p

tt

t
t 


 


.         (5) 

The gearbox is a speed adapter from that of the 
turbine to that of the generator [26]: 

tmmt TTG  ,                    (6) 

where m is the mechanical speed; Tm is the mechanical 
torque. 

Finally applying the fundamental relation of the 
dynamic, the model is completed as: 

mvemm
m fTT
t

J 



d

d
,                (7) 

where J is the total inertia; Tem is the electromagnetic 
torque; fv is the viscous friction. 

DFIG modeling. Under asymmetrical conditions, 
the stator voltages are unknown and deviate from the 
network phase voltages due to fluctuations in the neutral 
point voltage. This effect entails utilizing line-to-line 
voltages as inputs in the state model of the DFIG [19]. 
Thus, the stator voltage is indicated as: 

       scscsc
sc iRU

Φ


td

d
,                  (8) 

where [sc] is the stator fluxes vector; [Usc] = [Uab, Ubc, Uca, 0]T 
is the line voltages vector; [isc] = [ias, ibs, ics, id]

T is the line 
currents vector; [Rsc] is the stator windings resistances matrix: 
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00
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A short-circuit between 2 distinct places in the stator 
windings creates an alternative short-circuited phase, 
designated as «d» [27]. The novel phase is represented as: 

0
d

d


t
ir d
dd


,                           (10) 

where rd, id, Фd are the resistance, the current and the 
magnetizing flux of the faulty phase. 

We determine the short-circuit factor kcc as: 

  %100% 
s

cc
cc N

n
k ,                          (11) 

where Ns is the number of stator-turns; ncc is the number 
of short-circuited turns. 

The stator fluxes matrix is: 
     scsc T   ,                             (12) 

with 
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         rsrscss iLiL s ,                  (14) 

where [Tc] is the transformation matrix; [Lss] is the matrix of 
the stator inductances; [Lsr] is the matrix of the stator and 
rotor mutual inductances; [ir] is the rotor currents vector. 

In the case of an inter-turn fault in phase A, the 
stator and mutual inductances are given as: 
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with 
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 afb  1 ;  lsmss LLL  ,               (19) 

where Lls is the leakage inductance of the stator windings; 
Lms is the stator magnetization inductance; Lsr is the 
maximum of the stator and rotor mutual inductances; fa is 
the short-circuit factor. 

The rotor voltages equation, based on equivalent 
rotor variables, is formulated as: 

       rrr
r iRV

Φ


td

d
,                    (20) 

where [Vr] is the rotor voltages vector; [Rr] is the rotor 
winding resistances matrix; [r] is the rotor fluxes vector: 

         rrrsrsr iLiLΦ  ,               (21) 

where [Lrs] = [Lsr]
T is the rotor and stator mutual 

inductances matrix; [Lrr] is the rotor inductances matrix.  
The stator currents vector comprises 4 interdependent 

values, with only 3 independent components required for its 
calculation. The current vector is defined with 3 
components: ias, ibs, and id yielding the following matrix 
representation: 

     abdsscsc iBi  .                         (22) 

The stator flux is represented by a vector consisting 
of 3 independent components, defined as follows: 

     sscabds ΦAΦ  ,                        (23) 

with 
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Using (15), (22) and (23), we obtain: 
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with 
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Based on (24), we get: 
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with 
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Finally, by using (7), (8), (20) and (26), we obtain 
the state model of DFIG: 
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The electromagnetic torque expression is: 

     r
sr

s i
L

i 






t

em pT ,                (29) 

where p is the pole pairs number; θ is the mechanical 
angle (angle of the body rotation due to torque Tem). 

Results. The simulations of the whole system were 
performed with MATLAB software. The wind turbine 
and DFIG parameters are given in Table 1, 2 with a short-
circuit factor of 5 % on phase A. The wind speed and 
mechanical speed are shown in Fig. 1, 2. Figures 3–5 
illustrate the stator currents, voltages and magnetic flux, 
while Fig. 6–8 show the spectrum analysis of the stator 
current Ias, voltage Vas and flux Фas. 

 
Table 1 

DFIG parameters 
Rated power Ps, kW 4 
Mutual inductance Lm, H 0.258 
Stator inductance Ls, H 0.274 
Rotor inductance Lr, H 0.303 
Stator resistance Rs, Ω 4.85 
Rotor resistance Rr, Ω 3.805 
Number of pole pairs p 2 
Moment of the inertia J, kgm2 0.045 
Viscous friction fv, kgm2s–1 0.0038

 
Table 2 

Wind turbine parameters 
Radius R, m 3 
Gear box ratio G 5.4 
Number of blades np  3 
Nominal wind speed v, m/s  12 m/s

 

t, s

V, m/s

 
Fig. 1. Wind speed 

 

 

t, s

m,
rad/s

 
Fig. 2. Mechanical speed 
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t, s

I, A 

 
Fig. 3. Stator currents 
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Fig. 4. Stator voltages 
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Fig. 5. Stator fluxes 
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Fig. 6. Spectrum analysis of the stator current Ias 

 

 

f, Hz
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Fig. 7. Spectrum analysis of the stator voltage Vas 

 

 

f, Hz

as, Wb 

 
Fig. 8. Spectrum analysis of the stator flux Фas 

 

Spectral analysis of these magnetic fluxes reveals 
significant variations when a 5 % inter-turn short-circuit 
occurs in phase A. At the same time, high-frequency 
components appear in the stator currents, producing 
acoustic noise and vibration. These phenomena induce 
additional stresses in the gearbox and turbine blades, 
reducing their service life. The stator current spectrum 
analysis reveals the emergence of distinct harmonics at 
frequencies of 150 Hz, 250 Hz and 350 Hz. These 
harmonics resemble those of stator flux and voltage. 
Harmonic components in the stator currents lead to the 
production of pulsating torques. As a result, significant 
consequences such as overheating occur, indicating that 
overcurrent is generated among the short-circuited turns 
and the stator windings, especially within the defective 
winding. Moreover, unbalanced voltages are generated in 
the stator windings as a result of the asymmetry of the 
stator fluxes. This asymmetry can adversely affect the 
control algorithms of the DFIG and disrupt the maximum 
power point tracking leading to a reduction in energy 
efficiency and stability. 

Conclusions. This study analyzed the effect of stator 
inter-turn short-circuit faults on the operation of DFIGs in 
wind power systems, using a simplified electromagnetic 
model that includes the rise of neutral point voltage. 

The model, based on line-to-line voltages, proved 
effective in identifying key fault-related harmonics through 
spectral analysis, confirming its diagnostic capability. 

Simulation results showed that such faults lead to 
electromagnetic imbalances, which cause mechanical 
vibrations and control instability, ultimately reducing 
system reliability. 

The proposed modeling approach offers a practical tool 
for condition monitoring and lays the groundwork for further 
studies on other fault types in DFIG-based wind turbines. 
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Inverter fuzzy speed control of multi-machine system series-connected fed by a single 
five-phase an asymmetrical 19-level inverter with less number of switches 
 

Introduction. 5-phase permanent magnet synchronous machines (PMSMs) are widely used in modern electric drive systems due to their 
superior torque density, improved fault tolerance, and reduced torque ripple. These characteristics make them ideal for demanding 
applications such as electric vehicles, aerospace systems, and industrial automation. Problem. Despite their advantages, conventional multi-
machine systems using multilevel inverters and PI controllers suffer from sensitivity to parameter variations, high torque ripple, and 
increased cost and complexity due to the large number of power switches. The goal of this work is to design and validate a compact robust 
drive system that enables independent vector control of two series-connected 5-phase PMSMs using a reduced switch count asymmetrical 
19-level inverter and fuzzy logic controllers. Methodology. The proposed system is modeled in the phase domain and transformed using 
Clarke and Park transformations to enable decoupled control. Mamdani-type fuzzy logic controllers are implemented for both speed and 
current regulation. The system is simulated in MATLAB/Simulink to evaluate performance under dynamic conditions and parameter 
variations. Results. The fuzzy logic controller significantly outperforms the conventional PI controller, achieving a settling time of 0.06 s 
versus 0.15 s, a steady-state speed error of 0.4 % compared to 1.9 %, and a torque ripple reduction of 47 %. Under robustness testing with 
doubled inertia, the fuzzy controller maintains stable and accurate control, whereas the PI controller fails. Additionally, the inverter 
achieves near-sinusoidal output with a total harmonic distortion of less than 4.5 %, and the switch count is reduced by 66 % compared to 
traditional 36-switch designs. Scientific novelty. This work presents the first implementation of independent vector control for two series-
connected PMSMs using a single 12-switch asymmetrical 19-level inverter and model-free fuzzy logic control, offering a simpler and more 
efficient alternative to existing approaches. Practical value. The proposed system provides a highly efficient and cost-effective solution for 
electric drive applications where space, reliability, and control robustness are essential, such as in electric transportation, avionics, and 
compact industrial systems. References 26, tables 4, figures 9. 
Key words: multi-machine system, fuzzy logic controller, independent vector control, asymmetric inverter. 
 
Вступ. П’ятифазні синхронні машини з постійними магнітами (PMSMs) широко використовуються в сучасних системах 
електроприводу завдяки високій щільності і зменшеній пульсації крутного моменту, та підвищеній відмовостійкості. Ці 
характеристики роблять їх ідеальними для багатьох застосувань – електромобілі, аерокосмічні системи та промислова 
автоматика. Проблема. Незважаючи на переваги, традиційні багатомашинні системи, що використовують багаторівневі 
інвертори та ПІ-регулятори, є чутливими до змін параметрів, високої пульсації крутного моменту, а також високій вартості і 
складності через велику кількість силових ключів. Метою роботи є розробка та валідація компактної надійної системи приводу, 
яка забезпечує незалежне векторне керування двома послідовно з’єднаними п’ятифазними PMSM з використанням 
асиметричного 19-рівневого інвертора зі зменшеною кількістю ключів та нечітких логічних контролерів. Методологія. 
Запропонована система моделюється у фазовій області з використанням перетворень Кларка та Парка для забезпечення 
розв’язаного керування. Реалізовано нечіткі логічні контролери типу Мамдані для регулювання швидкості і струму. Система 
моделюється в MATLAB/Simulink для оцінки продуктивності в динамічних умовах та зміни параметрів. Результати. Нечіткий 
логічний регулятор значно перевершує традиційний ПІ-регулятор, досягаючи часу встановлення 0,06 с проти 0,15 с, помилки 
швидкості 0,4 % проти 1,9 % і зниження пульсацій крутного моменту на 47 %. При випробуванні на надійність з подвоєним 
моментом інерції нечіткий логічний регулятор підтримує стабільне та точне керування, тоді як ПІ-регулятор виходить з ладу. 
Крім того, інвертор досягає майже синусоїдального вихідного сигналу із загальним коефіцієнтом гармонічних спотворень менше 
4,5 %, а кількість перемикачів скорочено на 66 % порівняно з традиційними конструкціями з 36 перемикачами. Наукова новизна. 
У роботі представлена перша реалізація незалежного векторного управління для двох послідовно з’єднаних PMSMs з 
використанням одного асиметричного 19-рівневого інвертора з 12 перемикачами та нечіткого логічного управління без моделі, 
що пропонує більш просту та ефективну альтернативу існуючим підходам. Практична значимість. Пропонована система є 
високоефективним та економічним рішенням для електроприводів, де важливі компактність, надійність і стійкість управління, 
наприклад, в електротранспорті, авіоніці та компактних промислових системах. Бібл. 26, табл. 4, рис. 9. 
Ключові слова: багатомашинна система, контролер нечіткої логіки, незалежне векторне керування, асиметричний інвертор. 
 

Introduction. Multi-phase machines have attracted 
growing interest due to their numerous advantages over 
conventional 3-phase systems. These include reduced current 
ripple [1], improved stability and fault tolerance [2], higher 
torque density [3, 4], and lower torque pulsations [5, 6]. 
Such characteristics make them well-suited for demanding 
applications such as electric aircraft, marine propulsion, 
robotics, and hybrid/electric vehicles [7, 8]. Among the 
various configurations, dual-machine drive systems, where 
two multi-phase machines are connected in series or 
parallel and powered by voltage- and frequency-controlled 
sources, typically multilevel inverters (MLIs), have proven 
particularly promising [9, 10]. These systems support 
independent motor operation under different load and speed 
conditions, enabling flexible control strategies and the use 
of various motor types [11]. 

Effective control of such systems requires managing 
additional stator current components beyond those needed 
for single-machine vector control. When the stator 
windings are connected in series, each machine can 
effectively operate as though it were supplied by an 
independent multi-phase voltage source [12], as 
demonstrated in 5-phase systems powered by a single 
inverter [13, 14]. To meet high-voltage demands in electric 
traction applications, MLIs have emerged as the preferred 
solution [14], with typical topologies including neutral 
point clamped inverters [15], flying capacitor inverters 
[16], and cascaded H-bridge inverters [17]. While cascaded 
H-bridge architectures offer benefits such as modularity 
and reduced voltage stress [18], increasing the number of 
output levels usually requires more switching devices, 
which adds to system complexity and cost [19]. 
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Recent advances have introduced 19-level 
asymmetrical inverter architectures that use significantly 
fewer switches, such as 9-switch or 12-switch designs, 
without compromising output quality [20]. The present study 
proposes a compact 19-level asymmetrical 5-phase inverter 
architecture that drives two series-connected 5-phase 
permanent magnet synchronous machines (PMSMs) using 
only 12 switches, while maintaining high-quality voltage 
output [21]. To control the system, we employ fuzzy logic 
control (FLC) for both speed and current regulation. Unlike 
traditional methods, FLC does not require an accurate 
mathematical model and is inherently robust to parameter 
variations. Comparative results demonstrate that the 
proposed FLC significantly outperforms conventional PI 
control under dynamic load conditions, while also reducing 
total harmonic distortion (THD). 

The goal of this work is to design and validate a 
compact robust drive system that enables independent 
vector control of two series-connected 5-phase PMSMs 
using a reduced-switch-count asymmetrical 19-level 
inverter and fuzzy logic controllers. 

Asymmetrical MLI with uniform step configuration. 
A detailed schematic of the partial cells is shown in Fig. 1, 
which also shows the main notation conventions adopted 
throughout this study. The switching states of the transistor 
pairs Sjx/S'jx (for x=1,2 and j=1 to k) are controlled by binary 
signals Mjx and M'jx, respectively. These Boolean control 
functions are subject to the following logical constraints: 

1'  jxjx MM .                           (1) 

A dedicated conversion function Fj maps the 
switching states to their corresponding voltage levels: 

 1 ,0 ,1'  jjxjxj FMMF .           (2) 

The output voltage generated by each power cell is 
defined as: 

 djdjpjdjjpj UUUUFU   ,0 , ,       (3) 

which illustrates the ternary voltage-level generation 
capability of each individual partial cell. When combined, 
the total output voltage of the complete MLI is: 

pkpps UUUU   21  ,                  (4) 

where Up1 – Up are the output voltages from each partial 
inverter cell (or module); Us is the total synthesized 
output voltage at the inverter terminal. 
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 a) 

Fig. 1. a) cascaded MLI architecture 
employing k modular sub-units, 
b) detailed structure of individual sub-modules

b)

 
 

The asymmetric configuration of MLIs is defined by 
the use of non-uniform DC input voltages, where at least 
one partial inverter is supplied with a different voltage 
level from its series-connected counterparts. In regular-
step asymmetric MLI topologies, 3 design criteria must be 
satisfied to achieve equal voltage steps (ΔU) across all 

output levels. Importantly, this uniform step size is 
directly determined by the smallest DC voltage source in 
the system, denoted as Ud1 [22]. 

Successful operation of the asymmetrical MLI 
depends on satisfying the following design conditions: 

1) monotonic ordering of DC inputs. The DC voltage 
sources must be arranged in a strictly monotonically 
increasing sequence, such that: Ud(h  1)  Udh,  h  2…k; 

2) voltage ratio constraint. The ratio between 2 
consecutive DC sources must satisfy: Udh/Ud(h1)  h, h  N*; 

3) dedicated DC source per cell. Each jth cell in the 
cascaded structure must be supplied with a distinct DC 
voltage Udj, such that: 







1

1

21
j

l
dldj UU .                           (5) 

If all these conditions are fulfilled, the inverter can 
generate an output voltage waveform Us consisting of N 
equally spaced voltage levels: 

 



k

j
ddj UUN

1
121 .                       (6) 

For k=3 in (6), the 13-level output voltage waveform 
can be synthesized using 2 distinct sets of DC source 
configurations, i.e., (Ud1, Ud2, Ud3)(1, 1, 4), (1, 2, 3). 
Figure 2 shows the complete set of output voltage 
combinations achievable by the 3 partial cells (k=3) in the 
9-level inverter topology. The corresponding DC voltage 
values for the 3 cells are: Ud1  1 p.u., Ud2  1 p.u., Ud3  2 p.u. 
Each partial inverter generates one of 3 possible output voltage 
levels: Up1–1, 0, 1, Up2–1, 0, 1 and Up3–2, 0, 2. 
This configuration enables the proposed topology to 
synthesize a 9-level output voltage waveform: Us–4, –3, –2, 
–1, 0, 1, 2, 3, 4. Certain output voltage values can be obtained 
using multiple switching combinations. For example, the 
2 p.u. output voltage can be achieved through the following 
4 distinct switching states: (Up1, Up2, Up3)(–1, 1, 2), (0, 0, 2), 
(1, –1, 2), (1, 1, 0). The existence of multiple voltage 
synthesis paths, including redundant switching states for the 
same output level, introduces degrees of freedom that can be 
strategically exploited. These degrees of freedom enhance 
the performance of the uniform step asymmetrical MLI in 
terms of efficiency, reliability, and power quality [23]. 
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Up2 4 
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Partial cells  
Fig. 2. In a 3-cell cascaded H-bridge topology producing 

9 voltage levels, the possible output states per partial inverter are: 
(Ud1  1 p.u.; Ud2  1 p.u.; Ud3  2 p.u.) 

 

Asymmetrical MLIs offer the user a high degree of 
design flexibility, particularly through the ability to select 
different intermediate voltage levels and the availability 
of redundancy in these choices. 
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The approach utilizes two fundamental control 
variables [21, 24]: Modulation index m and modulation 
rate r: 

rc ffm  ;                             (7) 

cr ANAr )1(2  .                       (8) 

Table 1 shows representative DC voltage 
configurations along with their corresponding output 
voltage level capabilities. The case study focuses on a 3-
stage (k=3) series-connected single-phase inverter 
topology for each phase leg. 

Table 1 
Voltage imbalance phenomena in 3-cell uniform step 

asymmetrical MLI systems 

N ud1, p.u ud2, p.u ud3, p.u 
7 1 1 1 
9 1 1 2 

1 1 3 
11 

1 2 2 
1 1 4 

13 
1 2 3 
1 1 5 
1 2 4 15 
1 3 3 
1 1 6 
1 2 5 17 
1 3 4 
1 1 7 
1 2 6 
1 3 5 

19 

1 4 4 
 

The multi-machine system (Fig. 3) consists of two 
5-phase PMSMs connected in series. A single 5-phase inverter 
supplies power to both machines. Each machine exhibits a 
spatial phase shift of 72° between 2 successive stator phases. 
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Fig. 3. Diagram of coupling the phase windings in series of the 

stator of the multi-motors (a 5-phase inverter powers the system) 
 

In the analysis, it is assumed that both machines 
have identical electrical parameters. The electrical circuit 
of the system is described as: 

      ABCDEABCDEABCDE iV 
t

RS d

d
 ,        (9) 

where VABCDE is the vector of stator voltages each phase 
(A to E); iABCDE is the vector of phase currents; Rs is the 
stator resistance (assumed equal for all phases); ABCDE is 
the vector of stator flux linkages. 

Figure 3 illustrates the relationship between the 
stator winding voltages and the source currents for two 
5-phase PMSMs connected in series. The stator winding 
phases (A–E) and the neutral point (N) correspond to the 
inverter’s output terminals. 

The stator voltages of the 2 machines are given by: 
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where vas1,2, vbs1,2, vcs1,2, vds1,2, ves1,2 are the phase voltages 
of 2 machines. 

The following equation represents the stator currents 
of the two 5-phase machines connected in series. Phases 
A–E and the neutral point N correspond to the MLI’s 
output. Figure 3 also shows the connection between each 
machine’s source and stator currents: 
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where ias1,2, ibs1,2, ics1,2, ids1,2, ies1,2 are the currents of 
2 machines. 

The power-invariant Clarke decoupling 
transformation matrix is: 
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Moving to the new variables system (,,x,y,o) from 
the original system (A–E), we have: 

f (xy) = [C]f (ABCDE), 
where [C] is the power-invariant transformation matrix. 

The voltages and currents of the 5-phase inverter 
(, ) and (x, y) axes are defined as: 
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where v
inv, v

inv, vx
inv, vy

inv and i
inv, i

inv, ix
inv, iy

inv are the 
inverter voltage and currents in the  and xy axes. 

Since the two subspaces  and xy are orthogonal 
(Fig. 3) the chosen series connection strategy enables 
independent vector control of the two machines. 

The zero-sequence component of the MLI can be 
neglected. The electromagnetic part of the drive system is 
described by 8 first-order equations. Equations (15), (16) 
represent the 4 inverter/stator voltage expressions: 
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where Lsl1,2, Ms1,2 are the inductance and mutual 
inductance in the rotating frame; 1,2, f1,2, 1,2 are the 
mechanical speed, flux and electrical speed, respectively. 

To achieve a more compact representation, the stator 
parameters are transformed into a φ-rotated (dq) 
synchronous reference frame from the stationary (αβ) 
frame using the transformation matrix [D]: 
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The torque equations for the 2 series-connected 
machines are: 
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where p1, p2 are the number of pole pairs for 2 machines. 
From the previous equations it is clear that the torque-

producing current components isd, isq in the 1st machine are 
set to 0. As a result, the torque is generated by the 2nd 
machine through the current components isx, isy. This 
configuration allows both machines to be independently 
controlled using a single voltage source inverter.  

Interconnected 5-phase PMSM set in series 
configuration with independent control loops. The 
torque control strategy derived in (18) relies on the isd, isq 
currents for the 1st machine, and a similar current-
controlled method is applied to the 2nd machine using 
isx, isy. A common strategy in such systems is to set isd and 
isx to 0, ensuring that torque is controlled exclusively by 
isq and isy.  

For the 1st machine: 
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For the 2nd machine: 
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The overall voltage references are generated based 
on the schematic shown in Fig. 4, and are defined as [11]: 
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where symbol «*» indicates a reference value provided to 
the controller. 

 

Fig. 4. Vector control of 
currents and speeds of 

dual 5-phase motor 
configuration in series 

connection powered by 
a single 5-phase

an asymmetrical 19-level
power MLI  

 

Machines parameters are listed in Table 2. 
Table 2 

Machines parameters 

Rs,  Ld=Lq, H Jk, kg/m2
 p f, Wb f, Hz Fr, kgm2s–1

 

3.6 0.0021 0.0011 2 0.25 50 0.0014 

Fuzzy logic controller (FLC). FLCs are widely 
used in the speed control of electric machines due to their 
simplicity, intuitive design, and model-free nature. Unlike 
conventional control techniques, FLCs do not require an 
accurate mathematical model of the system or a complex 
feedback loop to achieve effective performance. 

In an FLC, the input and output variables are defined 
using membership functions within a common universe of 
discourse. The controller’s performance depends heavily 
on the appropriate selection of scaling factors (gains) and 
the careful tuning of its parameters. These settings are 
often optimized empirically through trial-and-error 
methods to enhance control quality [25, 26]. 

A fuzzy logic controller typically consists of 4 main 
components: a rule base, an inference engine, a 
fuzzification module, and a defuzzification module. In 
this study, Mamdani’s inference method is applied using 
the max–min composition technique. To convert fuzzy 
outputs into crisp control actions, the center of area 
method is used for defuzzification. 

The architecture of the proposed fuzzy speed 
controller is shown in Fig. 5. It processes 2 input 
variables – the speed error E and its derivative ΔE. Based 
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on these inputs, the controller generates an output signal 
representing the torque increment ΔTem. Integration of this 
signal provides the electromagnetic torque command Tem. 
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Fig. 5. Block diagram of the fuzzy speed controller 

 

The fuzzy speed controller employs a complete rule 
base of 49 If–Then rules, covering all possible 
combinations of input conditions. As shown in Fig. 6, all 
variables – namely, the speed error E, its time derivative 
(ΔE), and the output signal – use triangular membership 
functions. Each variable is divided into 7 linguistic 
categories: Negative High (NH); Negative Moderate (NM); 
Negative Low (NS); Neutral (ZE); Positive Low (PS); 
Positive Moderate (PM); Positive High (PH). 
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Fig. 6. Membership functions of input/output variables: 

a) current; b) speed 
 

The fuzzy inference system uses a 49-rule decision 
matrix (Table 3) to determine the controller’s output 
response based on the inputs E and ΔE. Each rule is 
expressed in standard If–Then format and governs the 
control action accordingly. 

Table 3 
The rule base for controlling the speed 

          E 

    ∆E 
NH NM NS ZE PS PM PH 

NH NH NH NH NH NM NS ZE 
NM NH NH NH NM NS ZE PS 
NS NH NH NM NS ZE PS PM 
ZE NH NM NS ZE PS PM PH 
PS NM NS ZE PS PM PH PH 
PM NS ZE PS PM PH PH PH 
PH ZE PS PM PH PH PH PH 

 

Some of the rules in Table 3 can be interpreted as 
follows: for example, if the speed error E is PM and its 
derivation ∆E is also PM, then the torque increment ∆Tem 
should be PH. In this case, both the error and its rate of 

change indicate a moderate increase in speed, and a fast 
corrective action is required – hence, a high positive 
torque increment is needed. 

The same methodology used to design the speed 
controller is applied to develop the current controller, with 
appropriate adaptations to account for the different control 
objectives. The current controller includes the following 
features. 

The input error E: instead of being equal to E = * – , 
it will be equal with E = ids

* – ids for the 1st fuzzy 
controller of current ids and E = iqs

* – iqs for the 2nd fuzzy 
controller of current iqs. 

The fuzzy controller outputs are Vds for the ids 
current controller and Vqs for the iqs current controller. 

The inner current control loop operates with faster 
dynamics than the outer speed loop, maintaining the 
required cascade control hierarchy.  

As shown in Fig. 6,b, both input variables (the error 
E and its derivative ΔE) are triangular membership 
functions, which are divided into 3 fuzzy subsets: Positive 
(P), Negative (N), and Zero (ZE). This control strategy 
uses a compact 9-rule inference system (Table 4) to 
determine the appropriate output response for all possible 
combinations of input conditions. This minimalist fuzzy 
partitioning ensures high computational efficiency while 
maintaining accurate and robust current regulation. 

Table 4 
The rule case for controlling the currents 

E
∆E 

N ZE P 

N N N ZE 
ZE N ZE P 
P ZE P P 

 

Discussion of simulation. Using MATLAB/Simulink, 
simulations were conducted to evaluate the vector speed 
control of the 2 series-connected machines in the multi-
machine system. The simulation results demonstrate the 
dynamic responses of the multi-machine system under 
various operating conditions. To verify that both 
machines can be controlled independently despite their 
series connection, a sequence of simulation tests was 
performed. The speed, current, and torque responses of 
the 2 unloaded machines are presented in Fig. 7, 8. 

In the 1st test, machine 1 was commanded to change 
speed from +150 rad/s to –150 rad/s at t = 0.5 s, while 
machine 2 was initially set to run at +200 rad/s, then 
reversed to –200 rad/s at the same instant (t = 0.5 s). 

Both machines were subjected to load torques equal 
to 100 % of the rated torque corresponding to their 
reference speeds, applied in the interval t = [0.15–0.3] s. 
Additionally, load steps were applied at t = 0.2 s for 
machine 1 and at t = 0.4 s for machine 2. 

Figure 8 presents the simulation results for the 2nd test 
scenario, in which the reference speeds are reversed: 
machine 1 switches from +200 rad/s to –200 rad/s, and 
machine 2 – from –200 rad/s to +200 rad/s. These reversals 
are initiated at t = 0.7 s. Additionally, load torques are 
applied to both machines during the interval t = [0.2–0.4] s. 

From Fig. 7, 8 it is evident that decoupled control is 
successfully maintained. The independent operation of 
each machine remains unaffected by the other, with no 
observable interference or degradation in performance. 
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Fig. 8. The dynamic behavior of the PMSM under a 5 Nm load 

applied during the interval [0.2–0.4] s followed by step 
variations in speed reference for both machines 

 

Test of robustness. To evaluate the impact of 
parameter variations on control performance, a robustness 
test was conducted (Fig. 9). In this test, the motors operate at 
their nominal reference speeds, while the inertia parameters 
J1 and J2 of both machines are doubled to assess the 
controllers resilience under mechanical changes. Figure 9 
shows the resulting speed and torque responses. The 
results clearly indicate that parameter variations have a 
more significant effect on the performance of the classical 
PI controller compared to the FLC. The FLC 
demonstrates superior robustness, maintaining stable 
speed tracking and torque control despite the increased 
inertia. These findings confirm that the proposed fuzzy 
controllers are more tolerant of system variations and 
offer enhanced reliability. 
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Fig. 9. PMSM’s responses at Jk variations for both machines: 
a – with PI controllers; b – with FLC controllers 

 

Conclusions. This paper presents a dual 5-phase drive 
system powered by a 12-switch asymmetrical 19-level 
inverter and controlled using fuzzy logic. The proposed 
approach enables independent vector control of 2 series-
connected machines with reduced hardware complexity. 

Simulation results show that the fuzzy controller 
significantly outperforms the conventional PI controller, 
achieving a settling time of 0.06 s compared to 0.15 s, a 
speed error of 0.4 % versus 1.9 %, and a 47 % torque 
ripple reduction. It also maintains stability under doubled 
inertia, where PI fails. The inverter achieves THD below 
4.5 % and reduces the switch count by 66 %, confirming 
the system’s efficiency, robustness, and suitability for 
compact, high-performance applications. 
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Optimal power flow analysis under photovoltaic and wind power uncertainties 
using the blood-sucking leech optimizer 
 

Introduction. Optimal power flow (OPF) is a fundamental task in modern power systems, aiming to ensure cost-effective generation 
dispatch and efficient energy distribution. The increasing integration of renewable energy sources such as photovoltaic (PV) and wind 
turbines (WT), alongside conventional thermal units, introduces significant variability and uncertainty into system operations. Problem. 
The OPF problem is nonlinear, constrained by complex technical limits, and further complicated by the stochastic nature of PV and WT 
power generation. Efficiently addressing these uncertainties while maintaining system optimality remains a major challenge. The goal of 
this study is to solve the OPF problem in power networks that integrate PV and WT systems, while accounting for the uncertainty in their 
power outputs. Methodology. The stochastic behavior of PV and WT units is modeled using probability distribution functions. A novel 
bio-inspired metaheuristic, the Blood-Sucking Leech Optimizer (BSLO), is proposed and benchmarked against two well-established 
algorithms: Particle Swarm Optimization (PSO) and Grey Wolf Optimizer (GWO). Simulations are conducted on both the IEEE 30-bus 
test system and a real Algerian transmission network. Results. The BSLO algorithm consistently outperforms PSO and GWO in 
minimizing generation cost, power losses, and voltage deviation across all tested scenarios. Scientific novelty. This work considers both 
single and multi-objective OPF formulations, whereas most previous studies focus solely on single-objective approaches. It integrates 
renewable generation uncertainty through probabilistic modeling and introduces a novel metaheuristic (BSLO). Validation on a real 
Algerian power grid confirms the method’s robustness and practical relevance. Practical value. The results confirm the BSLO algorithm 
as a promising and effective tool for solving complex, renewable-integrated OPF problems in real-world power systems, contributing to 
more reliable, economical, and flexible grid operation. References 48, tables 13, figures 17. 
Key words: blood-sucking leech optimizer, optimal power flow, stochastic renewable energy sources, power systems.  
 

Вступ. Оптимальний розподіл потужності (OPF) є фундаментальним завданням у сучасних енергосистемах, спрямованим на 
забезпечення економічно ефективного розподілу та генерації енергії. Зростаюча інтеграція відновлюваних джерел енергії, таких 
як фотоелектричні (PV) та вітрові турбіни (WT), поряд з традиційними тепловими установками, вносить значну мінливість та 
невизначеність у роботу системи. Проблема. Завдання OPF є нелінійним зі складними технічними обмеженнями та додатково 
ускладненим стохастичною природою генерації електроенергії PV та WT установками. Ефективне вирішення цих невизначеностей 
за збереження оптимальності системи залишається серйозною проблемою. Метою роботи є вирішення завдання OPF в 
енергомережах з інтегрованими PV та WT системами з урахуванням невизначеності їхньої вихідної потужності. Методика. 
Стохастична поведінка PV та WT установок моделюється з використанням функцій розподілу ймовірностей. Запропоновано 
новий біоінспірований метаевристичний алгоритм на основі поведінки п’явки (BSLO), який порівнюється з двома алгоритмами, 
що добре зарекомендували себе: метод рою частинок (PSO) і метод сірого вовка (GWO). Моделювання проводилося як у тестовій 
системі IEEE з 30 шинами, так і у реальній алжирській мережі електропередачі. Результати. Алгоритм BSLO стабільно 
перевершує PSO та GWO щодо мінімізації вартості генерації, втрат потужності та відхилень напруги у всіх протестованих 
сценаріях. Наукова новизна. У цій роботі розглядаються як однокритеріальні, так і багатокритеріальні формулювання OPF, 
тоді як більшість попередніх досліджень фокусувалися виключно на однокритеріальних підходах. Це враховує невизначеність 
генерації відновлюваних джерел енергії за допомогою імовірнісного моделювання і представляє новий метаевристичний алгоритм 
(BSLO). Перевірка на реальній алжирській енергосистемі підтверджує надійність та практичну значущість методу. 
Практична значимість. Результати підтверджують, що алгоритм BSLO є перспективним та ефективним інструментом для 
вирішення складних завдань OPF, інтегрованих з відновлюваними джерелами енергії, у реальних енергосистемах, сприяючи більш 
надійній, економічній та гнучкішій роботі мережі. Бібл. 48, табл. 13, рис. 17. 
Ключові слова: оптимізатор на основі поведінки п’явки, оптимальний розподіл потужності, стохастичні відновлювані 
джерела енергії, енергетичні системи. 
 

Introduction. Power flow analysis is the essential 
tool used to assess the performance of electrical networks. 
It focuses on several key parameters, including voltage 
profiles, line power flows, the balance between generation 
and load powers, and losses. In contrast, optimal power 
flow (OPF) analysis plays a critical role in the design and 
operational planning of electrical grids. OPF helps 
identify potential design weaknesses, improves the 
reliability of energy supply, and ensures efficient system 
operation [1–3]. The main goal of OPF is to define the 
best set of decision variables that optimize a predefined 
objective function. One of its most common applications 
is the economic dispatch of power supply, aiming to 
minimize the overall generation cost and satisfy 
operational and safety constraints [4–10]. 

Conventionally, power generation has relied heavily 
on fossil fuel-based thermal units. However, the 
integration of photovoltaic (PV) and wind turbines (WT) 
generators offers considerable benefits, reduced 
greenhouse gas emissions and decreased dependence on 

fossil fuels [11, 12]. Despite these advantages, renewable 
energy sources introduce new challenges due to their 
power uncertainty. Indeed, the power generation of PV 
and WT systems is highly dependent on changing weather 
conditions, specifically wind speed and solar irradiance. 
Therefore, it is essential to address the OPF problem 
while considering the stochastic nature of renewable 
energy generation to maintain grid stability and achieve 
economic efficiency [13, 14]. 

Traditional methods for solving OPF problems, such 
as the Newton-based method, linear and nonlinear 
programming, and others [15–20], often struggle to 
converge to the global optimum. This limitation stems from 
the highly nonlinear, non-convex, and complex form of the 
power system equations, and the presence of multiple 
operational constraints. Consequently, conventional 
optimization techniques may fail to provide reliable or 
accurate solutions for large-scale or modernized power 
grids. To address these challenges, researchers have 
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increasingly turned to advanced optimization strategies, 
particularly metaheuristic algorithms, which have gained 
significant attention in recent decades for their robustness 
and flexibility in handling complex and multi-objective 
OPF problems [21–23]. 

Metaheuristic algorithms, including standard, 
improved, and hybrid variants, are widely employed to 
address complex, non-linear, and high-dimensional 
optimization challenges in power systems, such as OPF 
problem, unit commitment, and renewable energy 
integration. These methods overcome the limitations of 
traditional approaches by efficiently exploring large 
search spaces and avoiding local optima. Standard 
metaheuristic algorithms are population-based and rely on 
stochastic search processes. Papers [24, 25] demonstrate 
the superiority of the Grey Wolf Optimizer (GWO) and 
Hamiltonian methods, respectively, in reducing power 
losses in electrical networks, compared to Particle Swarm 
Optimization (PSO) and Genetic Algorithms (GA). In 
[26], the author applies GWO to solve the OPF problem 
for different test systems, achieving lower generation 
costs compared to those obtained with GA and PSO. The 
authors in [27] introduce Differential Evolution (DE) to 
minimize cost, emissions, and real power losses in IEEE 
30 and 118 bus systems, demonstrating improved 
performance over conventional methods. 

The improved and hybrid methods are enhanced 
versions of standard metaheuristic algorithms, often 
combining 2 or more techniques to leverage their 
respective strengths. The authors in [28] improve the 
cuckoo optimization algorithm by incorporating a 
Gaussian mixture model, which improves convergence, 
accuracy, and robustness in systems with solar and wind 
sources. A stochastic optimization framework is presented 
in [29], combining probabilistic modeling with 
mathematical programming to handle renewable energy 
uncertainties and maintain system stability. In [30], a DE 
variant enhanced with fitness-distance balance and 
adaptive guidance shows superior convergence and 
efficiency. The paper [31] proposes a hybrid of the GWO 
and the crisscross search algorithm, which outperforms 
PSO, GA and DE algorithms. 

The goal of the paper is to solve the OPF problem in 
power networks that integrate PV and WT systems; while 
accounting for the uncertainty in their power outputs. This 
uncertainty is modeled using probability distribution 
function (PDF) and the Monte Carlo simulation. 3 single-
objective functions are considered: generation cost, active 
power losses and voltage deviation, as well as a multi-
objective function combining these single objectives. The 
proposed approach, based on the Blood-Sucking Leech 
Optimizer (BSLO) algorithm, is evaluated on the standard 
IEEE 30-bus test system and in a real South-East Algerian 
Network (SEAN). The effectiveness of BSLO is assessed 
in terms of convergence characteristics, optimal solutions, 
and statistical indicators, and is compared to that of the 
PSO and GWO algorithms. 

Problem formulation. The OPF problem consists in 
determining the optimal control variables that optimize an 
objective function and satisfy the system’s constraints, 
and is formulated as follows:  

 ),(min uxF ; (1) 
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uxg
 (2) 

where F is the OPF objective function; g, h are the 
equality and inequality constrains of the system. 

The vector x contains all state variables, given by the 
following: 
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where 
1ThP  is the real power generation of the slack 

generator; VL is the voltage of the load bus; SL is the 
apparent power in the transmission lines; QTh, QWT, QPV 

correspond to the reactive power outputs of thermal units, 
WT and PV systems, respectively; NL, NPQ, NWT, NPV, 
NTh indicate the number of transmission lines, load 
buses, WT, PV units and thermal plants, respectively. 

The control variable vector u is defined as follows: 
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where PTh, PWT, PPV are the real powers generated by 
thermal generators, WT, and PV units, respectively; VG is 
the voltage of the generation bus; NG is the number of 
generators. 

Fuel cost model of thermal generators. The total 
fuel cost of thermal generators is modeled using the 
following quadratic function [12, 23]: 

 



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i
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i
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2
1 )( , (5) 

where ai, bi, ci are the cost coefficients of the ith generator. 
For thermal units equipped with multi-valve steam 

turbines, the fuel cost model accounts for fluctuations in 
the cost function caused by the valve-point effect (VPE). 
This effect is modeled as a sinusoidal function integrated 
into the basic cost function, as shown in (5), yielding the 
total fuel cost ($/h) [12, 32, 33]: 
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where di, ei are the VPE coefficients. 
Wind and solar’s direct cost. Solar PV systems and 

WTs operate without requiring fuel, incurring only basic 
maintenance and operational costs. The direct cost model 
for PV and WT units is represented as a linear function of 
the planned power energy [12, 34]: 
 

iii WTsDWTWT PCDC  ; (7) 

 
iii PVsDPVPV PCDC  , (8) 

where 
iPVsP , 

iWTsP  are the planned powers from the ith PV 

and WT units; 
iDPVC , 

iDWTC  are the direct cost 

coefficients for the ith PV and WT generators. 
Uncertainty of WTs and PVs cost functions. 

Depending on the power generated by the WTs, 2 scenarios 
can arise. If the generated power exceeds the planned 
power, an overestimation cost is applied. Conversely, if the 
generated power is lower than the planned power, an 
underestimation cost is applied. The expressions for these 
costs for the ith WT are formulated as follows [12, 34]: 
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where 
iWTUC , 

iWTOC  are the underestimation and 

overestimation costs; 
iUWTC , 

iOWTC  are the uncertainty 

cost coefficients; 
iWTsP , 

iWTaP , 
iWTrP  are the scheduled, 

available and rated powers of the ith wind unit. 
For PV units, the uncertainty cost models are 

formulated as follows [12, 34]: 

];)()[(

)(

iiiiii

iiii

PVsPVsPVaPVsPVaPVUPV

PVsPVaUPVPV

PPPEPPfC

PPCUC




  (11) 

)],()[(

)(

iiiiii

iiii

PVsPVaPVsPVsPVaPVOPV

PVaPVsOPVPV

PPEPPPfC

PPCOC




  (12) 

where 
iPVUC , 

iPVOC  are the underestimation and 

overestimation cost values, 
iUPVC , 

iOPVC  are the 

uncertainty cost coefficients; 
iPVsP , 

iPVaP  are the planned 

and available powers of the ith PV unit.  
Total cost function. The first objective F1 aims to 

reduce the total cost, which includes the fuel cost of 
thermal units with VPE, as well as the costs associated with 
PV and WT units. The function F1 is expressed as [35]: 
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When the VPE is neglected, the objective function 
simplifies to: 
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Active power losses function. The second objective 
function F2 aims to reduce the total active power losses, 
as formulated below [23, 36, 37]: 
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where Gij(n) is the conductance of the nth branch; δij is the 
voltage angle difference between buses i and j. 

Voltage deviation function. The third objective 
function F3 aims to reduce the voltage deviation and is 
expressed as follows [29, 38, 39]: 
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Multi-objective function. The fourth objective 
function F4 originates from a multi-objective optimization 
problem that simultaneously considers total cost, active 
power losses and voltage deviation. These criteria are 
aggregated into a single scalar function using predefined 
weighting factors. It is described as follows: 

322114 FFFF   ,                     (17) 

where the total cost component is assigned a fixed weight 
of 1; ω1=100 and ω2=40 are the weighting factors for 
active power losses and voltage deviation. These values 
were chosen to ensure a balanced contribution of all 
objectives in the scalarized function. The weighting 
factors used in this study are the same as those adopted in 
previous works where a multi-objective function is 
constructed by combining single objectives such as cost, 
loss and voltage deviation [32]. 

Equality constraints. The solution to the OPF 
problem must satisfy the equality constraints defined as 
follows [40, 41]: 





NB

j
ijijijijjiDG BGVVPP

ii
1

)sincos(  ;    (18) 





NB

j
ijijijijjiDG BGVVQQ

ii
1

)cossin(  ,    (19) 

where 
iGP , 

iGQ  are the real and reactive powers of the ith 

generator, including thermal, WT and PV units; 
iDP , 

iDQ  

are the real and reactive loads.  
Inequality constraint. Operational limits on power 

output and voltage levels for all generators are defined as 
constraints: 

NThiPPP
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The voltage at the PQ bus must remain within the 
specified limits: 

NPQiVVV
iii LLL ,....,1,maxmin  .          (27) 

The apparent power flow in each network branch 
must not exceed its allowable limits. 

LLL NSiSS
ii

,....,1,max  .                 (28) 

Mathematical modeling of WT power 
uncertainty. The power of a WT is affected by wind 
speed variability and is represented by the Weibull PDF, 
as expressed in the following equation [34, 42]:  
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where c is the scale parameter; k is the shape parameter. 
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The power supplied by a WT system is modeled as 
follows [34, 39]: 
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where vr, vout, vin are the rated, cut-out and cut-in wind 
speeds, which are equal to 16, 25 and 3 m/s. 

Mathematical modeling of PV power uncertainty. 
The uncertainty in solar irradiance is modeled using a 
lognormal PDF, as defined in [34]: 
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where σ, μ are the standard deviations and mean values. 
The power supplied by the PV system can be 

determined using the following equation [34, 43]: 
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where PPVr is the rated power; Rc is the irradiance constant 
(set to 120 W/m²); Gstd is the standard solar irradiance. 

Blood-sucking leech optimizer is a recently 
introduced swarm intelligence algorithm proposed in [44]. 
This approach draws inspiration from the feeding 
mechanisms of blood-sucking leeches, particularly those 
observed in rice farming environments, where they attach 
to and feed on the blood of diverse hosts, including 
humans. The algorithm mimics the leeches’ ability to locate 
prey using sensory receptors that detect stimuli like water 
waves. The behavioral dynamics of leeches are 
mathematically modeled by classifying them into 2 distinct 
categories. The first category, referred to as directional 
leeches, accurately processes the stimuli emitted by their 
prey, allowing them to advance incrementally toward the 
target with each iteration. In contrast, the second category, 
termed directionless leeches, misinterprets these signals 
and consequently moves away from the prey. 

Initialization phase. The population of blood-
sucking leeches is initialized randomly, as described in 
the following equation: 

lblbubDX  ))(,1(rand ,                (33) 

where X is the position of all leeches; rand is the random 
number in the interval [0, 1]; D is the dimension of the 
optimization problem; ub, lb are the upper and lower bounds. 

Exploration approach of directional leeches. 
During the exploration phase, the N1 directional leeches 
move toward their prey at an angle α determined by their 
response to a circular wave stimulus. As these leeches 
approach the prey, the length L of the green arc, 
illustrated in Fig. 1 [44], gradually decreases. The number 
N1 is calculated using the following equation: 
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where t, T are the current and maximum iterations; 

N is the population size. The MATLAB function floor is 
employed to round each element to the nearest integer 
that is less than or equal to the original value m, which is 
set to 0.8, serves as the ratio parameter. 

 

 
Fig. 1. Feeding mechanism of blood-sucking leeches [44] 

 
The equations governing the exploration phase are: 
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where a is the parameter of the BSLO method, assigned a 
value of 0.97. The term C represents the disturbance 
coefficient, which is defined as follows: 
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where levy is the Levy flight distribution function; 
b, which is set to 0.001, is the parameter of the BSLO 
algorithm; μ, ω are the random numbers uniformly 
distributed within the interval [0, 1]. 

The lengths L1 and L2 are expressed as follows: 
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where k1 is the random integer in the range [1, floor(N(1 + t/T))]; 
k is the random integer in [1, m], while PD is the perceived 
distance. This parameter reflects the distance estimated by 
directional leeches from their prey and is calculated as: 

 TtrsPD  12 .                          (42) 

The value of s is given by the following expression: 
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Exploitation method of directional leeches. 
Throughout this phase, the directional leeches progressively 
move closer to their prey, eventually reaching zones 
characterized by heightened stimulus intensity. The updated 
positions of these leeches are determined using the 
equations provided below: 
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The value of b is set to 0.001 when (t<0.1T), and to 
0.00001 in all other cases. This ensures that the 
distribution coefficient decreases progressively over 
successive iterations, allowing the BSLO algorithm to 
converge toward an optimal solution. The arc lengths L3 
and L4 are defined as follows: 
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where the variables r, r1, r2 and r3 are the random 
numbers within the range [–1, 1]. 

Strategies transitioning between exploration and 
exploitation phases. The perceived distance PD acts as a 
critical decision-making parameter for directional leeches, 
facilitating their transition between the exploration and 
exploitation phases. PD1, a significant portion of the 
leeches are located at a distance from the prey, indicating 
that the BSLO algorithm is operating in the exploration 
phase. On the other hand, PD<1, the leeches converge 
toward the prey, showing that the algorithm has entered 
the exploitation phase. 

Search way of directionless leeches. The N2 
directionless leeches, calculated as N2 = N – N1, incorrectly 
respond to stimuli and move away from the target. Over 
successive iterations, their population size steadily 
diminishes, and their updated positions are determined as: 
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Re-tracking approach. Following multiple 
iterations t1 and after undergoing various phases of 
exploitation and exploration, certain leeches successfully 
located their prey (humans) and fed on their blood. 
Subsequently, the humans removed these leeches by 
returning them to the rice field. The updated positions of 
these leeches are mathematically expressed as follows: 

).()(andif

;)(),1(rand

2
1

tt
prey

t
i

i

XFXFtt

lblbubDX



              (48) 

The parameters t1 and t2 are assigned a value of 20. 
This approach ensures that the BSLO algorithm avoids 
becoming stuck in local optima. Figure 2 shows the 
flowchart of BSLO. 

Simulations results. In this study, the performance 
and efficiency of the proposed BSLO algorithm were 
evaluated for solving the OPF problem in power systems 
integrating PV and WT systems. The tests were conducted 
on an IEEE 30-bus network, as described in [45], which 
includes 3 thermal generators at buses 1, 2, 8, one PV unit at 
bus 13, and 2 WT units at buses 5, 11. Additionally, the cost 

 

 
Fig. 2. BSLO flowchart 

 

coefficients of the thermal generators, PV and WT units are 
detailed in [12, 29]. The second power system analyzed was 
the SEAN [46], consisting of 12 buses, 2 thermal generators, 
and 13 branches (including 2 transformers), with a total 
power demand of 297.5 MW and 39 MVAr. To assess the 
impact of renewable energy integration in this real network, 
a PV unit was incorporated at bus 8. Table 1 summarizes the 
main characteristics of the studied networks. 

Table 1 
Characteristics of the studied power systems 

IEEE 30-bus network SEAN system 
Item 

Quantity Details Quantity Details 
Branches 41 [29] 13 [46] 
Buses 30 [29] 12 [46] 
Thermal units 3 buses: 1, 2, 8 2 buses: 1, 2 
PV units 1 bus: 13 1 bus: 8 
WT units 2 buses: 5, 11 – – 
Slack bus 1 bus: 1 1 bus: 1 

Control 
variables 

11 

Real power 
at the PV buses 
and the voltage 
at the generator 

buses 

5 

Real power 
at the PV buses
and the voltage
at the generator

buses 
Rated power 
loads 

– 
283.4 MW, 

126.2 MVAr 
– 

297.5 MW, 
39 MVAr 

PQ bus 24 [0.95–1.05] p.u. 8 [0.9–1.1] p.u. 
 

Power flow analysis was performed using the 
MATPOWER [45]. The proposed BSLO algorithm was 
compared with PSO [47] and GWO [48]. To ensure a 
robust and consistent evaluation, 20 independent trial runs 
were conducted for all test cases. The population size 
(N=50) and the maximum number of iterations (T=300) 
were kept constant across all 3 optimization methods: 
BSLO, GWO and PSO. 
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The uncertainties in the power generated by the PV 
and WT units were considered in our study. The Monte 
Carlo simulation method was employed to generate 8000 
values for both irradiation and wind speed. Tables 2, 3 
present the cost coefficients of the thermal generators and 
the PV unit for the SEAN system. 

Table 2 
Cost coefficients of thermal units for the SEAN system 
Gen Bus a b c 

1 1 0 2.5 0.017 
2 2 0 2.5 0.017 

Table 3 
Cost coefficients of PV units for the SEAN system 

Bus CDPV OCPV UCPV 
8 1.6 3 1.5 

 

Table 4 presents the Weibull PDF parameters of the 
WT units for the IEEE 30-bus network, while Table 5 
reports the lognormal PDF parameters of the PV units for 
the IEEE 30-bus and SEAN systems. 

Table 4 
Weibull PDF parameters of WT units 

IEEE 30-bus network 
Wind 
farm 

No. of 
turbines 

Rated power   
PWTr, MW 

Weibull PDF 
parameters 

WT1  25 75 c = 9, k = 2 
WT2  20 60 c = 10, k = 2 

Table 5 
Lognormal PDF parameters of the PV units 

Network 
Rated power 

PPVr, MW 
Lognormal PDF 

parameters 
IEEE30-bus 50 (bus 13) µ = 6, σ = 0.6  

SEAN system 100 (bus 8) µ = 6, σ = 0.6 
 

Figures 3, 4 show the Weibull fitting and the wind 
speed frequency distribution for the wind power plants 
that replaced thermal generators at buses 5 (WT1) and 11 
(WT2) in the IEEE 30-bus network. These results were 
obtained after performing 8000 Monte Carlo simulations.  

 

V, m/s
 

Fig. 3. Weibull PDF distribution for WT1 
 

 

V, m/s
 

Fig. 4. Weibull PDF distribution for WT2 
 

Figures 5, 6 show the lognormal PDF and the 
irradiance frequency distribution obtained from Monte Carlo 

simulations with 8000 iterations. These results correspond to 
the PV unit installed at bus 13, which replaces the thermal 
generator in the IEEE 30-bus system, and the additional PV 
unit integrated at bus 8 of the SEAN system.  

 

G, W/m2

 
Fig. 5. Lognormal PDF for the solar PV in the IEEE 30-bus system 

at bus 13 

 

G, W/m2

 
Fig. 6. Lognormal PDF for the solar PV in the SEAN system at bus 8 

 

Figures 7, 8 illustrate the stochastic output power of 
the PV units in each of the power systems under study. 
This distribution is used to calculate the overestimation 
and underestimation costs of the solar PV units based on 
their scheduled power output. 

 

P, MW
 

Fig. 7. Real power distribution of the PV unit in the IEEE 30-bus 
network at bus 13 

P, MW
 

Fig. 8. Real power distribution of the solar PV unit 
in the SEAN system at bus 8 

 

Test results of the IEEE30-bus system. Total cost 
minimizing. The first case study aims to reduce the total 
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cost function (F1) with VPE as signaled in (13), and 
includes wind, solar and conventional power generation. 
The direct costs of wind and solar energy are calculated 
using (7), (8). Additionally, the underestimation and 
overestimation costs for wind and solar energy are 
determined using (9), (11) and (10), (12), respectively. 

Table 6 presents the optimal results for the decision 
variables, reactive power of generators, total generation 
cost, power losses and total voltage deviation obtained 
using the BSLO, GWO and PSO algorithms. The table 
also includes the mean, standard deviation (Std) and worst 
value of the total generation cost. Additionally, the 
minimum and maximum values of the real and reactive 
power of the generators, as well as the voltage amplitude, 
are provided in Table 6 and are identical across all 
scenarios considered for the IEEE 30-bus system. 

Table 6 
Simulation results for total cost reduction 

Item min max PSO GWO BSLO 
PTh1, MW 50 140 76.7121 71.6108 64.2158
PTh2, MW 20 80 35.8849 37.87 38.7185
PTh3, MW 10 35 24.6507 33.1131 35 
PWTs1, MW 0 75 68.5834 66.3579 68.7485
PWTs2, MW 0 60 42.4412 41.7435 44.9998
PPVs1, MW 0 50 38.3328 35.6942 34.442 
V1, p.u. 0.95 1.1 1.0239 1.0277 1.0268 
V2, p.u. 0.95 1.1 1.0154 1.0199 1.0198 
V5, p.u. 0.95 1.1 0.9973 1.0037 1.0076 
V8, p.u. 0.95 1.1 0.9982 1.0062 1.0077 
V11, p.u. 0.95 1.1 1.0082 1.0358 1.0234 
V13, p.u. 0.95 1.1 1.0307 1.0167 1.0166 
QTh1, MVAr –20 150 1.2899 0.7484 0.8544 
QTh2, MVAr –20 60 20.6716 18.7892 16.13 
QTh3, MVAr –15 40 38.7294 39.4339 40 
QWTs1, MVAr –30 35 21.3278 22.7235 25.4271
QWTs2, MVAr –10 30 1.044 8.1244 7.0903 
QPVs1, MVAr –20 25 4.8243 –3.2843 –3.2947
Total cost, $/h, best – – 785.4689 785.8805 781.22 
PLoss, MW – – 5.9874 6.4032 5.798 
VD, p.u. – – 0.5054 0.4957 0.7169 
Mean – – 796.4208 806.673 781.5035
Worst – – 816.4433 837.7390 782.1341
Std – – 7.2581 16.9356 0.2328 

 
 

The results show that the BSLO algorithm achieves 
the lowest total generation cost among the compared 
methods, with a value of 781.22 $/h, compared to 
785.4689 $/h for PSO and 785.8805 $/h for GWO. 
Moreover, the standard deviation for BSLO is notably 
low (0.2328) compared to PSO (7.2581) and GWO 
(16.9356), indicating that the results obtained by BSLO 
exhibit minimal dispersion across the 20 simulations 
conducted. This demonstrates the algorithm’s stable 
convergence and enhanced reliability. Furthermore, as 
shown in Fig. 9, the BSLO algorithm converges to the 
optimal solution in less iteration, highlighting its efficiency 
and fast convergence behavior. 

Total active power losses minimizing. This case 
study focuses on minimizing total active transmission losses 
in the IEEE 30-bus system using the BSLO, GWO and PSO 
algorithms. As shown in Table 7, the BSLO algorithm 
achieves the lowest power losses with a value of 2.0369 MW, 
compared to 2.5869 MW for PSO and 2.7671 MW for 
GWO, and demonstrates strong performance in terms of 
both the mean and standard deviation. 

Iterations

104

 
Fig. 9. Convergence curves for total cost reduction 

 

Table 7 
Simulation results for total active power losses reduction 

Item PSO GWO BSLO 
PTh1, MW 56.7554 76.0841 50 
PTh2, MW 43.7425 33.4933 29.4619 
PTh3, MW 32.1789 28.1790 35 
PWTs1, MW 71.2795 74.9682 75 
PWTs2, MW 55.484 49.0042 59.9997 
PPVs1, MW 26.5466 24.4383 35.9753 
V1, p.u. 1.0359 1.0398 1.0399 
V2, p.u. 1.0264 1.0311 1.0339 
V5, p.u. 1.016 1.02 1.0232 
V8, p.u. 1.0102 1.0212 1.0287 
V11, p.u. 1.0604 1.0726 1.0684 
V13, p.u. 0.989 1.0485 1.048 
QTh1, MVAr 10.4175 –0.2533 –0.3096 
QTh2, MVAr 12.1398 9.9067 11.2841 
QTh3, MVAr 35.8329 37.2458 39.8119 
QWTs1, MVAr 27.4807 22.2697 21.3692 
QWTs2, MVAr 17.319 14.1711 12.7728 
QPVs1, MVAr –14.5685 0.7956 –0.6847 
Total cost, $/h 874.3381 864.1246 879.3848 
PLoss, MW, best 2.5869 2.7671 2.0369 
VD, p.u. 0.2398 0.6 0.6595 
Mean 3.1307 3.8534 2.0654 
Worst 4.4579 6.2984 2.1569 
Std 0.4426 0.8314 0.0294 

 

Figure 10 presents the convergence curves 
corresponding to the best results obtained with PSO, 
GWO and BSLO, highlighting the evolution of minimal 
active power line losses. It is evident that the objective 
function value decreases rapidly and stabilizes in fewer 
than 20 iterations when using the BSLO algorithm, 
confirming its fast convergence capability. 
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Fig. 10. Convergence curves for active power losses reduction 

 

Load voltage deviation minimizing. This case 
interests on controlling the voltage magnitudes of load 
buses by minimizing their deviations from the reference 
value (Vref = 1 p.u.), as defined in (16). Table 8 summarizes 
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the simulation results voltage deviation reduction, 
highlighting that the BSLO algorithm achieves the lowest 
value (0.1913 p.u.), compared to 0.208 p.u. for PSO and 
0.2014 p.u. for GWO. The convergence curves of the 
evaluated methods are illustrated in Fig. 11. Furthermore, 
the BSLO algorithm converges to the global solution with a 
smaller number of iterations. 

Table 8 
Simulation results for voltage deviation reduction 
Item PSO GWO BSLO 

PTh1, MW 88.2113 119.1021 55.2959 
PTh2, MW 45.6265 29.9804 80 
PTh3, MW 27.2619 28.7075 35 
PWTs1, MW 70.0671 69.8552 74.4709 
PWTs2, MW 36.6761 25.5604 41.9836 
PPVs1, MW 19.3226 15.0478 0 
V1, p.u. 1.0308 1.0325 1.0256 
V2, p.u. 1.0301 1.0303 1.0322 
V5, p.u. 1.0098 1.0163 1.0165 
V8, p.u. 1.0048 1.0052 1.0067 
V11, p.u. 1.0166 1.0123 1.0023 
V13, p.u. 1.0079 1.0157 1.0181 
QTh1, MVAr –14.4918 –19.4105 –19.9972 
QTh2, MVAr 44.6989 45.4807 45.9197 
QTh3, MVAr 39.2687 39.3375 40 
QWTs1, MVAr 22.4846 28.859 26.2698 
QWTs2, MVAr 2.058 –0.5398 –2.6237 
QPVs1, MVAr –5.1563 –2.5165 0.374 
Total cost, $/h 862.069 849.3795 958.0732 
PLoss, MW 3.7656 4.8534 3.3503 
VD, p.u., best 0.208 0.2014 0.1913 
Mean 0.2224 0.2113 0.1924 
Worst 0.2422 0.2245 0.1962 
Std 0.0083 0.0074 0.0011 
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Fig. 11. Convergence curves for voltage deviation reduction 

 

Multi-objective function minimizing. The objective 
is to minimize the multi-objective function defined in (17), 
which includes the total generation cost, active power 
losses and load voltage deviation. Table 9 presents the OPF 
solutions obtained using the BSLO, GWO and PSO 
algorithms. The BSLO algorithm demonstrates superior 
performance compared to the other methods. Moreover, the 
convergence curve of the objective function is illustrated in 
Fig. 12. The evolution of the multi-objective function using 
BSLO also shows the most favorable behavior among the 
evaluated algorithms. 

The superiority of the BSLO algorithm is 
particularly evident in the multi-objective optimization 
case. Unlike PSO and GWO, which show significant 
variability between runs, with standard deviations of 
19.5146 and 46.9889 and large gaps between worst and 

best objective values (1064.8796 versus 993.1464 for 
PSO, and 1180.1231 versus 996.7087 for GWO, BSLO 
exhibits remarkable consistency. It achieves a worst-case 
value of 985.8281, a best-case value of 985.3818, and a 
very low standard deviation of 0.1058, confirming its 
robustness and reliability. In this case, using BSLO, the 
total active losses are 2.2949 MW, the voltage drop (VD) 
is 0.2252 p.u., and the generation cost is $871.0642 $/h. 

Table 9 
Simulation results for multi-objective function minimization 

Item PSO GWO BSLO 
PTh1, MW 60.258 76.0573 50 
PTh2, MW 34.9418 34.4584 35.4247
PTh3, MW 24.6371 23.8389 35 
PWTs1, MW 74.0053 72.7683 73.722 
PWTs2, MW 51.2131 42.651 50.3174
PPVs1, MW 41.0924 36.6089 41.2308
V1, p.u. 1.037 1.0252 1.0208 
V2, p.u. 1.0252 1.0196 1.0151 
V5, p.u. 1.0226 1.007 1.005 
V8, p.u. 1.01 1.0052 1.0063 
V11, p.u. 1.0151 1.0522 1.0365 
V13, p.u. 1.025 1.0095 1.0184 
QTh1, MVAr 12.8347 –5.4173 0.34 
QTh2, MVAr 3.6808 21.8226 13.8981
QTh3, MVAr 36.645 39.1846 40 
QWTs1, MVAr 34.107 24.016 24.6231
QWTs2, MVAr 1.0662 13.8226 9.4904 
QPVs1, MVAr –1.1077 –6.3064 –2.0071
Total cost, $/h 862.5596 850.8861 871.0642
PLoss, MW 2.648 3.0731 2.2949 
VD, p.u. 0.2467 0.229 0.2252 
Multi-objective function F4, best 993.1464 996.7087 985.3818
Mean 1021.5482 1043.9233 985.4953
Worst 1064.8796 1180.1231 985.8281
Std 19.5146 46.9889 0.1058 
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Fig. 12. Convergence curves for multi-objective function 

minimization 
 

To assess the performance of the BSLO algorithm, 
the results of 20 independent runs conducted for each 
method are presented as boxplots in Fig. 13, offering a 
clear visual comparison of result dispersion, stability, and 
robustness. The analysis shows that BSLO achieves 
significantly lower dispersion than the other algorithms, 
indicating more stable convergence and greater reliability. 
BSLO consistently produces results that are less affected 
by variations in the initial decision variables. Note that 
each algorithm includes a population initialization phase, 
which is inherently random and can significantly 
influence the algorithm’s ability to find the global 
optimum of the problem. 
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Fig. 13. Objective function boxplot for 20 runs of PSO, GWO and BSLO 

 

Test results of the SEAN. Single objective function 
in SEAN system. In this section, the PSO, GWO and 
BSLO algorithms were applied to the real SEAN system to 
address 3 single objective functions: minimizing the total 
generation cost without VPE (case 1), minimizing total 
active power losses (case 2) and minimizing voltage 
deviation (case 3). The simulation results obtained using 
the different algorithms for the single objective 
optimization cases 1–3 are presented in Tables 10–12. 

These results show that the BSLO method provides 
the best OPF solutions compared to the other methods. In 
case 1, which focuses on minimizing the total generation 
cost, the values obtained are 1130.477 $/h, 1130.161 $/h 
and 1130.1552 $/h using the PSO, GWO and BSLO 
algorithms, respectively. In case 2, the BSLO algorithm 
achieves the lowest power losses at 1.6967 MW, and in 
case 3, it also provides the smallest voltage deviation at 
0.01386 p.u. In all single objective function, the statistical 
performance indicators: best, mean, worst and standard 
deviation demonstrate that BSLO consistently outperforms 
both PSO and GWO. Also, the BSLO algorithm exhibits a 
faster convergence rate, as illustrated in Fig. 14–16. 

Table 10 
Simulation results for total cost minimization in the SEAN system 

Item min max PSO GWO BSLO 
PTh1, MW 0 400 93.2812 92.5586 92.6285 
PTh2, MW 0 200 109.8894 110.4928 110.4294 
PPVs1, MW 0 100 100 100 100 
V1, p.u. 0.9 1.1 1.0326 1.0406 1.0414 
V2, p.u. 0.9 1.1 0.9243 0.9337 0.9319 
V8, p.u. 0.9 1.1 1.0325 1.0295 1.0292 
QTh1, MVAr –300 300 –39.2304 –38.5035 –38.1574 
QTh2, MVAr –300 300 –98.7247 –92.2014 –93.1311 
QPVs1, MVAr –20 50 11.1544 0.1855 0.1153 
Total cost, $/h, best – – 1130.477 1130.161 1130.1552
PLoss, MW – – 5.6707 5.5514 5.558 
VD, p.u. – – 0.3743 0.4014 0.3987 
Mean – – 1132 1130.17 1130.1594
Worst – – 1133.4533 1130.1847 1130.15947
Std – – 0.8222 0.0061 4.7810–8 

 

Table 11 
Simulation results for total active power losses minimization 

in the SEAN system 
Item PSO GWO BSLO 

PTh1, MW 17.3588 15.4845 15.5576 
PTh2, MW 200 200 200 
PPVs1, MW 81.8412 83.7122 83.6391 
V1, p.u. 0.9883 0.983 0.9822 
V2, p.u. 0.9495 0.9422 0.9418 
V8, p.u. 1.038 1.0321 1.0313 
QTh1, MVAr –49.5131 –48.3258 –48.2966 
QTh2, MVAr –75.7063 –75.2507 –74.4846 
QPVs1, MVAr –0.6789 0.985 –0.8503 
Total cost, $/h 1446.8353 1445.6603 1445.6729 
PLoss, MW, best 1.7 1.6967 1.6967 
VD, p.u. 0.3824 0.3284 0.3222 
Mean 1.7129 1.6969 1.6967 
Worst 1.7643 1.697 1.69677 
Std 0.0166 6.833610–5 5.211710–8 

 

Table 12 
OPF simulation results for voltage deviation minimization 

in the SEAN system 
Item PSO GWO BSLO 

PTh1, MW 198.3750 208.1016 212.7295 
PTh2, MW 74.3085 98.7613 43.0739 
PPVs1, MW 51.4712 20.4118 72.4242 
V1, p.u. 0.9838 0.9875 0.9898 
V2, p.u. 0.9744 0.9749 0.9883 
V8, p.u. 1.0015 1.0026 1.0011 
QTh1, MVAr –0.5315 6.333 9.6434 
QTh2, MVAr –26.5009 –23.7497 –13.5178 
QPVs1, MVAr 8.8667 19.0264 2.8416 
Total cost, $/h 1610.6879 1820.7532 1642.4949 
PLoss, MW 26.6548 29.7748 30.7277 
VD, p.u., best 0.01526 0.01469 0.01386 
Mean 0.0202 0.0239 0.0141 
Worst 0.03014 0.0398 0.01517 
Std 0.004 0.0074 2.982710–4 

 

Multi-objective function in SEAN system. The multi-
objective function of the OPF problem simultaneously 
considers the generation cost of both thermal generators and 
solar PV units, the voltage profile and power losses (Fig. 17). 
Table 13 summarizes the values of the decision parameters, 
the reactive power outputs of all generators, the objective 
function values, and the statistical performance indicators 
obtained using the PSO, GWO, and BSLO algorithms. 
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In this case, the BSLO algorithm once again outperforms 
the other methods, achieving the lowest objective function 
value of 1333.8135. 

 

 

Iterations
 

Fig. 14. Convergence curves for total cost minimization 
in the SEAN system 
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Fig. 15. Convergence curves for active power losses 
minimization in the SEAN system 
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Fig. 16. Convergence curves for voltage deviation minimization 
in the SEAN system 

Table 13 
Simulation results for multi-objective function minimization 

in the SEAN system 
Item PSO GWO BSLO 

PTh1, MW 0.5917 57.2208 57.4852 
PTh2, MW 141.4894 143.2943 143.0508 
PPVs1, MW 100 100 100 
V1, p.u. 0.9612 0.9668 0.9657 
V2, p.u. 0.92 0.919 0.9201 
V8, p.u. 1.001 1.0006 1.0001 
QTh1, MVAr –46.6739 –45.8008 –45.9652 
QTh2, MVAr –72.6615 –73.294 –72.2996 
QPVs1, MVAr –1.6825 –2.5963 –3.4911 
Total cost, $/h 1170.8346 1175.3552 1174.737 
PLoss, MW 3.1595 3.01522 3.0360 
VD, p.u. 0.09741 0.1074 0.1056 
Multi-objective function 
F4, best 1334.1308 1333.8270 1333.8135 

Mean 1341.4334 1333.8567 1333.8136 
Worst 1360.9850 1333.9529 1333.8137 
Std 7.3014 0.03114 6.0958×10–5
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Fig. 17. Convergence curves for multi-objective function 
minimization in the SEAN system 

 
In comparison to the IEEE-30 bus network, no 

significant difference in the best values is observed 
between the 3 algorithms for the various objective 
functions in the SEAN system. This is due to the fact that 
the number of decision variables is only 5 in the Algerian 
network, whereas it is 11 in the IEEE-30 bus network. 

Conclusions. This paper presents a solution 
methodology for addressing the OPF problem in electrical 
grids integrating PV and WT generators. The inherent 
uncertainties of intermittent renewable energy sources are 
modeled using PDF and Monte Carlo simulations. To 
solve the OPF problem, BSLO algorithm was effectively 
employed, and its computational efficiency was compared 
against the PSO and GWO algorithms. Four distinct 
objective functions were considered: 

 minimization of total generation costs from thermal 
and renewable sources; 

 reduction of active power losses; 
 voltage deviation minimization; 
 a multi-objective function combining all 3 through a 

weighted sum. 
The proposed approach was tested on the both the 

IEEE 30-bus test system, which includes stochastic wind 
and solar power units, and a real-world power system in 
the Southeast Algeria, incorporating the variability of PV 
generation. The results demonstrate that addressing the 
stochastic OPF problem significantly improves grid 
performances. Optimal integration of renewable energy 
sources leads to reduce the active power supplied by the 
thermal generators and minimizing overall generation 
costs. Moreover, the BSLO algorithm demonstrated 
superior convergence characteristics and solution quality 
compared to PSO and GWO algorithms across all case 
studies, achieving the most optimal solutions for the OPF 
problem. These findings highlight the effectiveness and 
robustness of the BSLO algorithm for solving complex 
stochastic OPF problems. 
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Fault-tolerant control of a double star induction machine operating in active redundancy 
 

Introduction. The operating safety of a variable-speed drive is of paramount importance in industrial sectors, such as electric propulsion for 
ships, rail transport, electric cars, and aircraft, where reliability, maintainability, and safety are top priorities. Problem. One solution to 
improve the availability of a variable-speed drive is the use of a double star induction machine (DSIM). This machine can provide active or 
passive redundancy. Redundancy is active if both converters operate simultaneously, and the failure of one of them does not affect system 
operation. Passive redundancy is passive if only one converter is operating and the 2nd is on standby; the latter will only operate if the first 
fails. Goal. Improving the availability of a DSIM by the operation in active redundant of the machine supply system. Methodology. Use 
scalar control to control the machine power system in active redundancy. Simulation results with this scalar control demonstrated the need 
to equip this control with a decoupling of the variables responsible for machine magnetization and torque production. Field-oriented control 
(FOC) is then used to ensure the reconnection of a converter after a failure for active redundancy operation, without the risk of significant 
torque ripples. Scientific novelty. To increase the availability of the variable speed drive, an original control strategy for reintegrating the 
repaired faulty inverter is implemented to allow the repaired inverter to resume operation of the drive motor. This strategy control is based 
on the specific use of FOC to resynchronize the output frequency of the repaired inverter with the motor speed. Results. The results 
demonstrated the value of vector control in each star power supply system to avoid transient over currents at the input of the 2nd converter, 
by synchronizing the frequency of the 2 converters to the rotor speed. Practical value. An experimental model around a DSIM is set up to 
validate the active redundancy operation of the system. Active redundancy provides the variable speed drive with an increase in the 
reliability of the variable speed drive and significantly improves the availability rate of the driven load, since the disconnection of one of the 
2 converters following a failure does not affect the operation of the machine. References 17, tables 2, figures 13. 
Key words: double star induction machine, active redundancy, field-oriented control, reliability. 
 

Вступ. Безпека експлуатації частотно-регульованого приводу має першорядне значення в таких галузях промисловості, як 
електроприводи для суден, залізничного транспорту, електромобілів та літаків, де надійність, ремонтопридатність та безпека 
є головними пріоритетами. Проблема. Одним із рішень для підвищення готовності частотно-регульованого приводу є 
використання асинхронного двигуна з подвійною зіркою (DSIM). Цей двигун може забезпечувати активне чи пасивне 
резервування. Резервування активно, якщо обидва перетворювачі працюють одночасно, і відмова одного з них не впливає на 
роботу системи. Пасивне резервування пасивне, якщо працює лише один перетворювач, а другий перебуває у резерві; останній 
працюватиме лише у разі відмови першого. Мета. Підвищення готовності DSIM завдяки роботі в режимі активного 
резервування системи живлення машини. Методика. Використання скалярного керування для управління системою живлення 
машини в режимі активного резервування. Результати моделювання з використанням скалярного управління показали 
необхідність оснащення управління поділом змінних, що відповідають за намагнічування машини та створення крутного 
моменту. Далі використовується полеорієнтоване управління (FOC) для забезпечення повторного підключення перетворювача 
після відмови для роботи в режимі активного резервування без ризику значних пульсацій крутного моменту. Наукова новизна. 
Для підвищення готовності перетворювача частоти реалізовано оригінальну стратегію управління для повторного підключення 
відремонтованого несправного перетворювача, що дозволяє відремонтованому перетворювачу відновити роботу приводного 
двигуна. Ця стратегія управління заснована на специфічному використанні FOC для повторної синхронізації вихідної частоти 
відремонтованого перетворювача зі швидкістю двигуна. Результати продемонстрували цінність векторного управління в 
кожній зіркоподібній системі електропостачання для запобігання перехідним струмам на вході другого перетворювача шляхом 
синхронізації частоти двох перетворювачів зі швидкістю ротора. Практична цінність. Створено експериментальну модель на 
основі DSIM для перевірки роботи системи в режимі активного резервування. Активне резервування забезпечує підвищення 
надійності перетворювача частоти і значно покращує коефіцієнт готовності навантаження, оскільки відключення одного з двох 
перетворювачів після відмови не впливає на роботу машини. Бібл. 17, табл. 2, рис. 13. 
Ключові слова: асинхронна машина з подвійною зіркою, активне резервування, полеорієнтоване управління, надійність. 
 

Introduction. In the speed drive applications (pumps, 
fans, extruders, railway traction, drive of the compressors 
in the methane tankers, electric propulsion of the ships etc.) 
[1–3], the use of multiphase or multi-stars asynchronous 
machine offers multiple redundancy degrees [4–6], since 
the loss of one star does not stop the machine. For motors 
and drives for surface ship propulsion, particular attention 
is paid to the separation of the phases, motor and inverter 
connection scheme [7]. As consequence of complete 
separation between the phases, the loss of any motor or 
inverter phase will not jeopardize the remaining phases and 
continue operation at reduced load. 

In the case of 6 phase induction machine, different 
configurations are possible. In Fig. 1,a the stator can be 
realized with a single star point with a 6 independent 
armature currents [8, 9]. As shown in Fig. 1,b, to avoid 
the 3rd harmonics, the 6 stator windings can be combined 
into 2 three phase windings; the star points are kept 
isolated with 2 pairs of independent stator currents. 

In the asymmetrical stator windings structure the 
2 three phase windings are spatially shifted by 30°.  

The symmetrical winding structure with 
displacement between any 2 consecutive stator phases is 

60° [10, 11]. It’s shown by that non shifted star windings 
are preferred to have a weak magnetic coupling between 
stars. Figure 1,c shows the configuration in which each 
phase is electrically insulated from the others for 
independent control; each phase is supplied with H-bridge 
voltage source inverter (VSI). In Fig. 1,d the 2 stator 
windings are not mutually coupled, this aim can be 
accomplished if the 2 stator windings are designed with a 
different number of poles.  

 
N 

a 
Single star point

N1 

N2 

N1 

N2 

b 
Isolated double star point 

c 
No star point 

d 
Double star point  

Fig. 1. Six phases induction machine 
 

As shown in Fig. 2, the drive-motor configuration 
employs 2 identical pulse-width modulation VSIs to supply 
the double star induction machine (DSIM) [12–14]. The 
failure that may involve VSI can take place either in the 
diodes of the rectifier, in the DC link capacitors and the 
switches of the inverter or in their gate control circuit. 
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Note that the reliability level is increased if the IGBT 
driver uses differential signal processing to provide a high 
level of signal integrity and high noise rejection. For 
example, with the over voltages, especially those that 
occur during a short-circuit turn-off, are reduced by the 
IGBT driver like Skyper 52 of Semikron, using intelligent 
turn-off control to switch the power transistor slowly. 
 

Network 
3 ~ 

 Rectifier I  VSI 1 

Vr 

T12 T13 

T’11 T’12 T’13 

T11 

 Rectifier II  VSI 2 

Vr 

T22 T23 

T’21 T’22 T’23 

T21 

DSIM 
3 ~ 

Switch device 

 
Fig. 2. DSIM supplied by 2 VSI 

 

To detect the failure inverter, the controller receives 
feedback from each gate drive IGBT signals. If the fault is 
detected, then the inverter can be disconnected and 
electrically isolated from the corresponding star stator 
winding while continuing to operate using the healthy 
inverter. In case of failure in one inverter the motor will 
be driven with up to half of maximal torque. The faulty 
inverter can be repaired or replaced and reintegrated into 
the system without over-voltage or over-current.  

The goal of this work is to improve the availability of 
a DSIM by the operation in active redundant of the 
machine supply system. 

The scalar control. Figure 3 shows the simulation 
for a load torque of the form Tr = kn. We considered the 
disconnection of converter 2 following a failure, then its 
reintegration into the machine power supply.  

 

 

 

 

t, s

Isa2, A 

Isa1, A 

Te, Nm 

n, rpm 

t, s

t, s

t, s

 
Fig. 3. Simulation of the converter 2 reconnection after the 

power supply failure of star 2 for a load torque Tr = kn 
 

The operation consists of a start cycle between t = 0 
and t = 0.6 s. At t = 1.2 s we disconnected converter 2 
supplying the 2nd star following a failure. The speed is 
then reduced to 50 % of the nominal speed. At time 
t = 2.5 s, we simulated the reconnection of converter 2. 

The parameters of DSIM are: Rr, Rs are the rotor and 
stator resistances; Mss is the mutual inductance between 2 
stars of the stator; Msr1 is the mutual cyclic inductance 
between star 1 and rotor; Msr2 is the mutual cyclic 
inductance between star 2 and rotor; Ls, Lr are the stator 
and rotor cyclic inductances; Te is the electromagnetic 
torque; TL is the load torque; p is the number of pole pairs. 

Preliminary results have shown significant ripples in 
the torque and stator currents during the reconnection of the 
2nd star. Scalar redundancy therefore does not allow for the 
reintegration of the repaired converter. 

To increase the availability of the variable speed 
drive, an original control strategy for reintegrating the 
repaired faulty inverter is implemented to allow the 
repaired inverter to resume operation of the drive motor. 
This strategy control is based on the specific use of field-
oriented control (FOC) to resynchronize the output 
frequency of the repaired inverter with the motor speed. 

The model obtained by using Park’s transformation 
(Fig. 4) is undoubtedly the best adapted for the description 
of the DSIM behavior at the transient, as well as steady state 
operation [14–16]. The control strategy and fault manager 
software of the double stator supplied by redundant VSIs 
are realized in the field rotating (d, q) orthogonal axes 
reference frame running at ωdq. The decoupling between the 
torque and the flux are be accomplished by properly 
aligning the rotor flux vector along the d-axis. 

Sα1 ψ θdq 

Sα2 

Vsq1 

Vsd1 Vsq2 

d 

q 

Vsd2 

Vrq 
Vrd 

 
Fig. 4. The DSIM in (d, q) frame 

 

The mathematical flux model is written in (d, q) 
reference frame, and described as: 
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where X(t) = [sd1, sq1, sd2, sq2, rd, rq]
t is the state 

vector; U(t) = [U1, U2]
t = [Vsd1, Vsq1, Vsd2, Vsq2]

t is the 
control vector; Y(t) = [Isd1, Isq1, Isd2, Isq2]

t is the output 
vector; rd, rq are the direct and orthogonal components 
of the rotor flux; Isd1, Isq1, Isd2, Isq2 are the direct and 
orthogonal components of star 1 and star 2 current; sd1, 
sq1, sd2, sq2 are the direct and orthogonal components of 
star 1 and star 2 flux; Vsd1, Vsq1, Vsd2, Vsq2 are the direct and 
orthogonal components of star 1 and star 2 voltages; ψ is 
the shifting angle between 2 stars of the stator; θdq is the 
displacement between d-axis and the α1-axis of the star 1 of 
the stator; (θdq – ψ) is the displacement between d-axis and 
the α2-axis of the star 2 of the stator; (θdq – θ) is the 
displacement between d-axis and the α-axis of the rotor. 

The state matrix is determined as: 
[A(, dq)] = –([R][Ld,q]

–1 + [W]);          (2) 
[C] = [Ld,q]

–1;                           (3) 
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In case of failure in VSI 1, it could be disconnected 
from star 1 of stator winding. In the inductance matrix 
[Ld,q]f1 the terms involving Msr1 and Mss can be ignored. 

Similarly, in the inductance matrix [Ld,q]f2 the terms 
involving Msr2 and Mss can be ignored in case of the 
disconnection of star 2 stator winding: 
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The control reintegration of 
repaired VSI. The block diagram 
of DSIM with FOC strategy is 
given on Fig. 5. The control 
system is divided in 2 redundant 
three phase subsystems; this 
allows a fault tolerant capability. 
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Fig. 5. The block diagram of DSIM with FOC strategy 
 

The feedback regulators are working in coordinates 
which rotates synchronously with the rotor flux in all 
operating modes; the direction of axis d is always 
coincident with the rotor flux representative vector. The 

measurements stators current are transformed to field-
oriented quantities Isd1, Isq1 and Isd2, Isq2. In a large speed 
range, rotor flux rd is kept at constant nominal values 
controlling direct axis currents isd1 and/or isd2.  

Table 1 shows speed and rotor flux references in 
different operating inverter states. 

Table 1 
Speed and rotor flux references in different operating 

State of motor 
drive 

Speed reference 
Rotor flux 
references 

Inverter 1 up 
Inverter 2 up 

ref1 = n 
ref2 = n 

rdref1 = n/2 

rdref2 = n/2 

Inverter 1 up 
Inverter 2 down 

ref = n/2  if  TL = k 
ref = n/ 2   if  TL = k2 

rdref1 = n 

Inverter 1 down 
Inverter 2 up 

ref = n/2  if  TL = k 
ref = n/ 2   if  TL = k2 rdref2 = n 

Inverter 1 down 
Inverter 2 down 

0 0 
 
 

Table 2 shows the electromagnetic torque, the speed 
of rotor flux vector and the magnitude of rotor flux in all 
operating configurations. 

Table 2 
Electromagnetic torque and rotor flux in (d, q) plane aligned 

with the rotor flux in 4 operating inverters states 
State of motor 

drive 
Electromagnetic torque Te; 

Field speed dq 
Rotor flux rd(p)

Inverter 1 up 
Inverter 2 up 
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The results simulation (Fig. 6) shows the active 
redundancy operation of the system using the 
reconfiguration and reintegration control strategy of the 
repaired inverter is based on the special use of the FOC 
[14–16]. The operating description is as follows: 
1) for 0 ≤ t < 0.2 s: machine fluxing provided by the 2 currents 
Isd1, Isd2 the reference fluxes are rdref1 = rdref2 = 0.5n. 
2) for 0.2 ≤ t < 0.8 s: acceleration from 0 to 1460 rpm. 
3) for 0.8 ≤ t < 1.49 s: machine operation at nominal speed. 
4) at t = 1.49 s: fault in converter 2. 
5) for 1.49 ≤ t < 1.59 s: the current Isd1 of the healthy star 
winding is controlled to impose the required rotor flux. 
The motor must be controlled at half speed. 
6) for 1.59 ≤ t < 2.1 s: deceleration from 1460 to 730 rpm. 
7) for 2.48 ≤ t < 3.1 s: once the faulty converter is replaced 
or repaired, it will attempt to return to normal operation. 
The prerequisite for the repaired converter to return to a 
healthy state is for the output frequency to be 
resynchronized with the motor speed. 
8) for t ≥ 3.1 s: machine operation at nominal speed. 

In active redundancy operation, the converters are 
sized for a power 0.5P. Thus, in degraded mode, the speed 
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is reduced to 50 % or 70 % of the nominal speed depending 
on whether the torque is in the form of kn or kn2. 

 

 rdref1 – rd1, Wb 

t, s

rdref2 – rd2, Wb 

n, Wb 

 
 Isq1ref – Isq1, A 
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Isq2ref – Isq2, A 

Isd2ref – Isd2, A 

 
 

 n, rpm 

t , s

Te, Nm 

I sa1,  A 

I sa2,  A 

 
Fig. 6. Simulation of the fault in inverter 2 with Tr = kn 

 

Experimental results. In Fig. 7 the experimental 
platform shows the DSIM shifted by 30 el. degrees of 1.5 kW 
power feeding by 2 VSI using Spartan 3E FPGA board [17]. 

 

Double star  
IM  

(30°) 

 
Fig. 7. Experimental platform 

 

The obtained experimental results of the active 
redundant operating mode of supply system of the DSIM 

are shown in Fig. 8–13. The voltage between 2 phases of 
the 1st and the 2nd star before and after fails and after 
reintegration of inverter 2 are shown in Fig. 8. 

The voltage between 2 phases of the 1st star and 
stator current in the 2nd star after fails and after 
reintegrated of inverter 2 are given in Fig. 9. 
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Fig. 8. Voltage between 2 phases of the 1st star and the 2nd star 

before and after fails and after reintegration of inverter 2 
 

 

V
s1

1–
V

s1
2 

I s
12
 

 
Fig. 9. Voltage between 2 phases of the 1st star and stator current in 
the 2nd star before and after fails and after reintegration of inverter 2 

 

The voltage between 2 phases of the 1st star and stator 
current in the 2nd star after fails and after reintegrated of 
inverter 2 are shown respectively in Fig. 10, 11. 

The voltage between 2 phases and stator current in 
the 2nd stator after fails of inverter 2 are given in Fig. 12. 

The voltage between 2 phases and stator current in the 
2nd stator after reintegrated of inverter 2 are given in Fig. 13. 
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Fig. 10. Voltage between 2 phases of the 1st star and stator 

current in the 2nd stator before and after fails 
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Fig. 11. Voltage between 2 phases of the 1st star and stator current 

in the 2nd stator before and after reintegrated of inverter 2 
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Fig. 12. Voltage between 2 phases and stator current 
in the 2nd stator before and after fails of inverter 2 
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Fig. 13. Voltage between 2 phases and stator current 

in the 2nd stator before and after reintegrated of inverter 2 
 

Conclusions. The aim of this work was the DSIM 
supplied by redundant VSIs improves reliability, availability 
and safety of the system since the loss of a one star does not 
stop the motor. A control strategy by reintegration of the 
repaired faulty inverter increases system survivability by 
allowing the faulty inverter to resume operation of the drive 
motor. The 1st strategy based on scalar control demonstrated 
its weaknesses in terms of torque and stator current during 
converter reintegration. To address these weaknesses, the 
2nd strategy was used. This reintegration control strategy 
relies on the specific use of FOC to resynchronize the output 
frequency of the repaired inverter with the motor speed. 
Simulation results of FOC of the active redundancy 
operation of the DSIM power supply demonstrated a good 
solution for fault-tolerant control. Indeed, the reintegration of 
repaired inverter gave for the 1st control strategy a current 
peak of 200 A (maximum value) whereas with the fault-
tolerant control strategy, the current gradually goes from 0 to 
100 A (maximum value), then it stabilizes at its nominal 
value. This is also true for the torque. 

Experimental results on a 1.5 kW DSIM are 
performed to demonstrate the ability of a fault-tolerant 
architecture to improve availability. 
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Robust fault-tolerant sliding mode control and advanced fault diagnosis for doubly-fed 
induction generators 
 

Introduction. Doubly-fed induction generators (DFIGs) have become the preferred technology in modern wind energy systems due to 
their high efficiency and flexible variable-speed operation capabilities. Problem. Despite their advantages, DFIGs face significant 
challenges related to grid-connected power converters, which are susceptible to operational instability caused by voltage imbalances 
and electrical faults. Goal. This study aims to develop and validate a novel Active Fault-Tolerant Sliding Mode Control (AFT-SMC) 
strategy that integrates real-time fault diagnosis to enhance the reliability and stability of DFIG systems during grid disturbances. 
Unlike existing approaches, this work specifically addresses the reduction of false fault detections during transient events and improves 
fault characterization through spectral analysis. Methodology. The proposed control framework combines a robust sliding mode 
controller with a model-based fault detection and isolation system that employs adaptive thresholds and diagnostic residuals for 
accurate fault identification. The approach has been thoroughly tested through high-fidelity simulations under severe voltage unbalance 
scenarios. Results. Simulation outcomes demonstrate the superior performance of the proposed strategy in maintaining system stability 
under a 30 % voltage unbalance scenario. Specifically, the controller achieves a voltage recovery time of 0.28 s, compared to 0.42 s with 
conventional vector control, and reduces electromagnetic torque oscillations by approximately 45 %. Furthermore, the integrated 
spectral diagnosis method reaches a fault classification accuracy of 94.6 %, confirming its effectiveness in enabling early and reliable 
fault detection. These results validate the advantages of the proposed AFT-SMC framework in both dynamic response and fault 
resilience. Scientific novelty. The key innovation lies in the integration of a self-correcting «detect-and-adapt» mechanism that mitigates 
false triggers during transient grid conditions, alongside a novel spectral decomposition method for precise detection and 
characterization of voltage imbalances through negative-sequence component analysis. Practical value. This strategy significantly 
reduces operational costs at pilot wind farms and sets a new benchmark for intelligent fault management in renewable energy systems, 
with broad applicability to other power electronic interfaces in smart grids. References 35, figures 12. 
Key words: sliding mode control, doubly-fed induction generator, active fault tolerance control, renewable energy. 
 

Вступ. Асинхронні генератори з подвійним живленням (DFIGs) стали поширеними технічними рішеннями в сучасних 
вітроенергетичних системах завдяки своїй високій ефективності та гнучкій роботі з регульованою швидкістю. Проблема. 
Незважаючи на свої переваги, DFIGs стикаються зі значними проблемами, пов’язаними з перетворювачами потужності, 
підключеними до мережі, які схильні до нестабільної роботи, спричиненої дисбалансом напруги та електричними 
несправностями. Мета. Дане дослідження спрямоване на розробку та перевірку нової стратегії активного 
відмовостійкого керування ковзним режимом (AFT-SMC), яка поєднує діагностику несправностей у реальному часі для 
підвищення надійності та стійкості систем DFIG при порушеннях у мережі. На відміну від існуючих підходів, дана робота 
спрямована на зниження помилкових виявлень несправностей під час перехідних процесів та покращення характеристики 
несправностей за допомогою спектрального аналізу. Методологія. Пропонована структура управління поєднує в собі 
надійний контролер ковзного режиму з системою виявлення та виділення несправностей на основі моделі, яка 
використовує адаптивні граничні значення та діагностичні залишки для точної ідентифікації несправностей. Даний підхід 
ретельно протестували за допомогою високоточного моделювання в умовах сильного дисбалансу напруги. Результати 
моделювання демонструють високу ефективність пропонованої стратегії підтримки стійкості системи в умовах 30 % 
несиметрії напруги. Зокрема, контролер досягає часу відновлення напруги 0,28 в порівнянні з 0,42 с при традиційному 
векторному управлінні і знижує коливання електромагнітного моменту приблизно на 45 %. Більш того, інтегрований 
метод спектральної діагностики досягає точності класифікації несправностей 94,6 %, що підтверджує його 
ефективність у забезпеченні раннього та надійного виявлення несправностей. Ці результати підтверджують переваги 
запропонованої структури AFT-SMC як з точки зору динамічного реагування, так і стійкості до несправностей. Наукова 
новизна. Ключове нововведення полягає в інтеграції механізму «виявлення та адаптації», що самокоректується, який 
знижує кількість помилкових спрацьовувань в перехідних режимах мережі, а також нового методу спектрального 
розкладання для точного виявлення і характеристики несиметрії напруги за допомогою аналізу компонентів зворотної 
послідовності. Практична цінність. Ця стратегія значно знижує експлуатаційні витрати на пілотних вітряних 
електростанціях та встановлює новий стандарт інтелектуального управління несправностями у системах відновлюваної 
енергії з широкою застосовністю до інших інтерфейсів силової електроніки в інтелектуальних мережах. Бібл. 35, рис. 12. 
Ключові слова: ковзне управління, асинхронний генератор з подвійним живленням, активне управління 
відмовостійкістю, відновлювані джерела енергії. 
 

Introduction. Electricity plays a pivotal role in 
modern industrial activity, underpinning the production, 
transformation, and distribution of goods and services. 
Reliable and continuous access to electrical power is 
essential for maintaining industrial competitiveness, 
enabling efficient management of manufacturing 
processes, research and development, and logistics 
operations. In this context, the integration of renewable 
energy sources has gained increasing importance 
worldwide as a strategic approach to reducing carbon 
emissions and enhancing energy security [1, 2]. 

Among renewable technologies, wind energy stands 
out as a sustainable and clean alternative to fossil fuels. 
The efficiency of wind power generation relies heavily on 
the performance of electrical machines that convert the 
kinetic energy of the wind into electrical energy suitable 

for grid integration. The doubly-fed induction generator 
(DFIG) is the most widely used electrical machine in 
modern wind turbines, owing to its capability for 
variable-speed operation and flexible control of active and 
reactive power. This adaptability allows for optimal 
energy extraction under varying wind conditions while 
maintaining grid compliance [3, 4]. 

Despite these advantages, DFIGs are vulnerable to 
several operational stresses, including thermal, 
mechanical, electrical, and environmental factors, which 
can degrade their performance and reliability over time. 
Among electrical disturbances, voltage imbalances in the 
grid constitute a critical challenge. Voltage unbalance, 
defined as the inequality of phase voltages in a three-
phase system, adversely affects the operation of DFIGs by 
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inducing unbalanced rotor currents. This leads to uneven 
electromagnetic torque, increased mechanical stress, 
elevated losses, and ultimately, reduced efficiency and 
shortened machine lifetime [5–10]. 

Traditional control strategies for DFIGs often lack 
sufficient robustness to maintain performance and stability 
under such unbalanced voltage conditions. Unbalanced 
supply voltages also negatively impact the accuracy of 
control algorithms, resulting in degraded power quality and 
potential instability in grid synchronization. 

Sliding mode control (SMC) has emerged as a 
promising solution due to its inherent robustness against 
parameter variations, external disturbances, and model 
uncertainties [11–18]. SMC ensures precise regulation of 
both active and reactive power in DFIGs, providing stable 
operation even under fluctuating wind conditions and grid 
disturbances [19–26]. However, conventional SMC 
approaches may not adequately address the detection and 
mitigation of faults, especially under transient operating 
conditions where false fault detections are common. 

To overcome these limitations, fault-tolerant sliding 
mode control (FT-SMC) integrates the robustness of SMC 
with real-time fault detection, isolation, and adaptation 
mechanisms. FT-SMC strategies enable the control 
system to maintain desired performance and stability 
despite the presence of faults, which is particularly critical 
for safety-sensitive and continuously operating systems 
such as wind turbines [27–32]. 

While various FT-SMC methods have been proposed 
in the literature, most treat fault detection and control 
adaptation separately or do not fully exploit advanced 
signal processing techniques for fault characterization [18]. 
Moreover, false alarms during transient events remain a 
significant practical challenge, potentially leading to 
unnecessary system interventions and downtime. 

In light of the growing need for robust and 
intelligent control solutions for wind energy systems, the 
main objective of this study is to develop and validate a 
novel active fault-tolerant sliding mode control (AFT-
SMC) framework for doubly-fed induction generators 
(DFIGs). The proposed approach aims to improve system 
stability and operational reliability under grid 
disturbances, particularly voltage unbalances, while 
minimizing false fault detections that often arise during 
transient events. 

To address these challenges, the control framework 
combines the inherent robustness of SMC with a model-
based fault detection and isolation mechanism. This fault 
detection and isolation system leverages adaptive 
thresholds and residual analysis to identify faults in real 
time, while a self-correcting «detect-and-adapt» logic 
dynamically adjusts the control response to reduce false 
triggers. Additionally, advanced spectral analysis is 
integrated into the diagnostic process through frequency-
domain decomposition of stator current and instantaneous 
active power signals. This enables precise detection and 
characterization of voltage unbalance faults based on 
negative-sequence harmonic components. 

By unifying fault-tolerant control and real-time 
spectral diagnosis in a single cohesive strategy, this work 
contributes an innovative solution that enhances both 
dynamic response and diagnostic accuracy for DFIG-based 
wind turbines operating under severe grid conditions. 

DFIG mathematical model. In this study, the stator 
is directly linked to the grid, simplifying the system 

design by removing the necessity for an additional stator-
side converter. This setup facilitates efficient power 
transfer between the DFIG and the grid while reducing 
energy losses. The rotor is managed via an inverter, 
enabling precise control of rotor speed and power flow 
between the rotor and the grid. This configuration allows 
the DFIG to operate across a broad speed range, with the 
capability to inject or absorb reactive power as required. 
The rotor speed is constrained to ±50 % of the rated 
speed, ensuring the system remains within practical 
operational limits. This limitation reduces system 
complexity by avoiding the need for overly intricate 
control mechanisms or costly components. 

To streamline the dynamic analysis and control of the 
DFIG, the Ku transformation is employed. This 
transformation simplifies the system dynamics by 
reformulating the equations into a more tractable form using 
forward (f) and backward (b) reference frames. This dual-
reference framework effectively decouples the control of 
active and reactive power in the rotor-side converter, 
improving the separation between mechanical and electrical 
dynamics. The Ku transformation optimizes control 
complexity without compromising system performance 
across diverse operating conditions, making it an essential 
tool for DFIG modelling, control, and simulation. 

The machine equation system after Ku 
transformation is: 
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where Vsf, Vsb, Vrf, Vrb are the f- and b-axis components of 
the stator and rotor voltages; isf, isb, irf, irb are the f- and b-
axis components of the stator and rotor currents; Rs Rr are 
the stator and rotor phase resistances; Ls, Lr are the stator 
and rotor phase inductances; M is the mutual inductance 
between the stator and rotor; p is the number of pole 
pairs; sf, sb, rf, rb are the f- and b-axis components of 
the stator and rotor fluxes. 

The stator and rotor flux linkages are: 
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where Lso, Lro are the homopolar stator and rotor phase 
inductances; the subscripts «rofb» and «sofb» are the 
abbreviations in which s, r denote the stator and the rotor; 
o refers to the homopolar component; f, b indicate the 
forward and backward components. 

The use of the Ku transformation in the 
electromagnetic torque results in: 

 rbsfrfsbe iiiiMpT  .                (4) 

The active and reactive powers of the stator and 
rotor are incorporated into the control framework 
following the application of the Ku transformation: 
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where *
rfi  is the conjugate of irb. 

This transformation enables the decoupling of 
system dynamics, simplifying the independent control of 
power components in each reference frame. 
Consequently, the torque is expressed as: 

 *2 rfsfe iiMpT  .                       (7) 

Advanced SMC strategy for DFIGs. SMC is a 
nonlinear control methodology renowned for its robustness 
against uncertainties and external disturbances. The 
technique involves driving the system state toward a 
predefined sliding surface and maintaining it on this surface 
to achieve desired performance metrics. In the context of a 
DFIG, the control objective is to regulate rotor currents to 
ensure the generator delivers the specified active power 
while maintaining operational stability. A sliding surface is 
designed based on the error between the measured and 
reference rotor currents. Additionally, the SMC approach 
offers a rapid dynamic response, making it particularly 
suitable for systems requiring swift and precise adjustments. 
The control scheme’s simplicity and computational 
efficiency contribute to its practical implementation in real-
time systems, where high performance and minimal 
computational load are essential. The sliding surface can be 
defined as: 

i
ref
ii xxS  .                             (8) 

The sliding surface associated with each controlled 
(state) variable is xi. Then, slide surface is presented by: 

Si = 0.                                      (9) 
This formulation of the sliding surface ensures that 

ensuring that the dynamics of the controlled variables 
remain stable and the desired objectives are achieved with 

high precision. In the case of the reference ref
ix  is 

constant, the derivative of Si in time-dependent is: 
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Equation (10) can be rewritten as: 
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for a linear system of order n and in the absence of 
disturbances. 

In the Ku framework, a single input ui is directly 
associated with Si, leading to the following relationship: 
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where ui is defined as: 
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where 



n

j
jij xa

1

 is the term that corresponding to the 

control input required on the slide surface (Si = 0) and Si 
is the term which leads the regulated state variable 
towards the slide surface. To guarantee the stability we 
use the Lyapunov criterion that we apply to Si: 

0 ii SS .                               (14) 

Then we have: 
  iii SkSqS  sign ,                   (15) 

or 

  10withsign  
iii SSkS ,       (16) 

where q is the positive (q>0) control gain related to the 
switching action; k is the positive (k>0) linear feedback gain 
that introduces a damping effect;  is the nonlinear exponent 
that modifies the surface dynamics, allowing finite-time 
convergence and further reduction of chattering effects. 

A nonlinear sliding surface is defined as a function 
of the system’s state variables, enabling the derivation of 
control inputs. The methodology involves designing an 
appropriate sliding surface and computing the equivalent 
nonlinear control values for each regulated variable. By 
leveraging the Ku transformation, the sliding surfaces for 
the rotor currents are formulated as follows: 
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The derived of the surfaces gives: 
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After the calculation we have: 
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We put n
rf

eq
rfrf VVV   and n

rb
eq
rbrb VVV   then 

the control becomes: 
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In the steady state the sliding mode is: 

0iS ,   0iS , 0n
rfV  and 0n

rbV . 

Then the rotor voltage expression becomes: 
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Consequently, the commutation terms are: 

  










.

;sign
*n

rf
n

rb

rfrf
n

rf

VV

iSVkV
                  (22) 

Study of unbalanced voltage effects on DFIG 
operation. 

1. Unbalanced supply voltage modelling. Modelling 
unbalanced supply voltage disturbances is essential to 
understanding their impact on systems like the DFIG. 
Voltage unbalance occurs when the three-phase voltages 
have unequal amplitudes or are not 120° out of phase, 
often due to phase loss, single-phase loads, or issues in 
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the power source. This unbalance can significantly reduce 
motor lifespan and lead to voltage drops, interrupting 
industrial processes. These transients, with varying 
amplitude and frequency, can degrade or destroy motor 
winding insulation. It is recommended to avoid operating 
motors with a voltage unbalance greater than 5 %, as this 
can cause a current unbalance of around 40 %. The 
calculation of unbalance can be approximated by the 
voltage unbalance factor (VUF, in %) equation that is the 
expression of the Standards [33–35]: 

VUF = (Vn / Vp)100 %, 
where Vp, Vn are the amplitudes of the positive and 
negative sequence, respectively.  

The unbalanced supply voltage can be expressed as: 
    tVtV refunb  1 ,                 (23) 

where Vref is the reference voltage underbalanced 
conditions; (t) is the voltage deviation due to the 
imbalance, which varies over time. 

The total unbalance in the system can be quantified 
using VUF, which measures the degree of unbalance, with 
higher values indicating greater imbalance: 
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where Va, Vb, Vc are the deviations in each phase due 
to the unbalance. 

Voltage unbalance is assumed at the stator, directly 
connected to the grid, eliminating the need to reconfigure 
the machine’s equations. Since control is applied at the 
rotor level, it remains unaffected by the unbalance, 
requiring no adjustments. Under unbalanced conditions, 
only the stator’s electrical equation is modified to account 
for unbalanced voltages, while the rotor’s electrical and 
mechanical equations remain unchanged: 
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where Vsd, Vsi are the RMS values of the direct and 
inverse sequence voltages, respectively; and: 
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Unbalanced supply voltage disturbances are a 
common issue in DFIGs used in wind energy systems. 
These disturbances can significantly impact system 
performance and stability, causing torque ripple, 
increased power losses, overheating of components, and a 
reduced system lifespan. Additionally, they impair the 
effectiveness of the voltage controller, leading to less 
efficient power generation. 

2. Mathematical modelling of voltage imbalance 
impact on DFIG performance. To account for the voltage 
imbalance in the DFIG, the equations governing active 
and reactive power need to be adjusted. 

Indeed, in the case of an unbalanced supply voltage, 
these equations must account for the voltage deviations 
Va, Vb, Vc, which will modify the power calculations 
and the control strategies used to maintain stability. After 

considering the unbalanced stator voltages '
aV , '

bV , '
cV : 

cccbbbaaa VVVVVVVVV   ''' ;; .   (27) 

The active power P and the reactive power Q 
provided by the DFIG are expressed as: 
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where *
aI , *

bI , *
cI  are the complex conjugates of the 

currents in each phase; *'
aI , *'

bI , *'
cI  are the phase 

currents in quadrature with the voltages. 
The inclusion of Va, Vb, Vc, in the voltages leads 

to changes in the reactive power produced by the system. 
The electromagnetic torque Tem produced by the DFIG is 
directly related to the active power P and the rotor speed 
r. Under balanced conditions, the torque can be 
expressed as: 

rem PT  .                             (29) 

The revised equation for the electromagnetic torque, 
taking into account the voltage deviations, can be 
expressed as: 

rem PT ''  .                            (30) 

Power losses Ploss in the system can increase due to 
unbalanced voltages, as they cause higher currents and 
additional losses in both the stator and rotor circuits: 

22
rrssloss IRIRP  ,                    (31) 

where Rs, Rr are the stator and rotor resistances; Is, Ir are 
the currents in the stator and rotor under unbalanced 
voltage conditions. These currents increase due to the 
imbalance, leading to higher losses. As a result, the 
efficiency  is reduced due to the increased losses. 
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where Pl is the mechanical output power; Pin, Pout are the 
electrical input and output powers. Under unbalanced 
voltage conditions, as losses increase, the efficiency 
decreases. 

3. Active fault-tolerant control description. The 
primary goal of the AFT-SMC strategy is to maintain the 
operational performance of the DFIG by enabling rapid 
fault detection and adaptive control adjustments to 
mitigate their impact, thereby ensuring high equipment 
availability and system reliability. AFT-SMC is 
particularly well suited to this application because of its 
robustness to disturbances and its ability to react quickly 
and effectively to faults. This rapid response reduces 
service interruptions and improves the overall resilience 
of the system, even in degraded conditions. 

AFT-SMC is a strategy designed to maintain safe and 
effective system operation despite faults, which is crucial 
for critical systems like DFIGs in wind turbines. AFT-SMC 
consists of 4 key components (Fig. 1): fault detection, fault 
isolation, reconfiguration, and system adaptation. The fault 
detection block identifies anomalies in the system and 
activates the reconfiguration mechanism quickly. 

The fault isolation block minimizes the impact of the 
fault, typically through modularization. Finally, the 
reconfiguration mechanism adapts the controller to the 
system’s behavior in both normal and faulty conditions. 
After detecting, locating, and identifying the fault, the system 
must adopt a strategy that ensures continued operation while 
providing accurate information about the faulty situation. 
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Fig. 1. AFT-SMC strategy scheme 

 

Fault detection can be modelled using a criterion 
based on monitoring key system parameters. This 
approach involves tracking the deviation of parameter 
values from normal operating thresholds.  

     tytyt ref ,                        (33) 

where y(t) is the system’s output; yref(t) is the reference 
value (the expected value). If (t) exceeds a critical 
threshold th(t), a fault is detected. We have: 

- fault detected if: (t) > th(t); 
- no fault if: (t)  th(t). 
Fault isolation identifies the specific location of a 

fault within the system, aiming to minimize deviation 
errors by precisely isolating the fault’s origin. A common 
localization technique uses the deviation of outputs from 
each component to identify the origin of the fault. For a 
DFIG, fault isolation can be represented by the deviation 
between observed system values and those predicted 
under various fault scenarios, enabling precise 
identification of the fault location. 

     tytyte ~ˆ  ,                         (34) 

where  tŷ ,  ty~  are the estimated and actual system 

outputs. The error is defined as the difference between them. 
When an abnormality is detected and isolated, the 

controller is reconfigured to adapt to the changed operating 
conditions. This adjustment involves updating the control 
model to mitigate the impact of the fault. The active and 
reactive power control equations are therefore modified as: 

 
 
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;cos
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
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                   (35) 

where s, r are the respective angles of the stator and 
rotor voltages. 

Indeed, the control must be adjusted to compensate 
for the loss of performance as well as the change in the 
system’s behavior. This should be done by modifying the 
converter or generator control: 








,

;

QQQ

PPP

re

re




                            (36) 

where Pre, Qre are the active and reactive reconfigured 
power; P, Q are the necessary adjustments to maintain 
the system’s balance after the fault. 

When a fault is identified, the controller must 
modify its behavior in response to the diagnostic 
information to effectively handle the changed conditions. 
This adaptive controller is represented by a dynamic gain 
function that adjusts according to the system parameters: 

     tetKtu  ,                          (37) 

where u(t) is the controller output (control signal); K(t) is 
an adaptive gain that depends on the system’s operating 
conditions and the detected errors; e(t) is the error 
between the measured output and the reference output. 

To mitigate the effects of voltage unbalance, the 
control system must dynamically adapt the operation of 
the generator and converter to maintain system stability 
and ensure efficient energy delivery. This is achieved 
through adjustments to the converter duty cycle, 
reconfiguration of control parameters, or compensation 
for the imbalance by modulating the generator output. 
Consequently, the stator active and reactive power 
equations are updated as: 
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In this transformation isf is the conjugate of isb. Then: 
 
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Simulation results and discussions. 
1. Healthy condition. To demonstrate the 

effectiveness of the control approach, we use MATLAB. 
First, to confirm the effectiveness of the control, we 
represent the sliding surfaces (Fig. 2). We observe the 
fastest convergence time and the least amount of 
interference in the control. 

 

t, s

Sliding surface 

 
Fig. 2. Sliding surface in healthy situation 

 

In Fig. 3, 4, the active and reactive powers in the 
output sliding mode control perfectly follow the desired 
variables. We note that the outputs are fast during the 
transient state, and the static error tends to zero. The 
results indicate that the control dynamics exhibit rapid 
response and accurately track the steady-state reference 
with negligible static error. 

t, s

P, W 

 
Fig. 3. Active power 

 

t, s

Q, Var 

 
Fig. 4. Reactive power 

 

Figure 5 shows the stator fluxes curves, where the 
flux-oriented strategy is clearly observable. Figure 6 
provides a detailed presentation of the generated stator 
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voltage (phase A) and its associated current. We notice that 
the generated stator voltage meets the desired amplitude 
and frequency. From these results, we can conclude that 
speed regulation by sliding mode is satisfactory. 

t, s

, Wb 

 
Fig. 5. Stator fluxes 

 

t, s

V, V;  I, A 

 
Fig. 6. Stator voltage and current 

 

2. Faulty condition. An unbalanced fault occurs in 
one phase of the machine’s stator supply. 

In Fig. 7 we observe the effect of the fault on the 
sliding surface. We note that the sliding surface of the 
machine with the fault is significantly larger compared to 
the sliding surface without the fault. 
 

t, s

Sliding surface Sliding surface 

t, s 

 
Fig. 7. Sliding surface in faulty condition 

 

Indeed, unbalanced supply voltages can cause the 
DFIG to deviate from the desired sliding surface due to 
inaccuracies in the estimation of rotor currents or a 
mismatch between actual and reference values.  

We also observe excessive oscillations when the 
fault occurs. These oscillations vary within a maximum 
interval, a phenomenon known as chattering. Despite 
these oscillations, the control remains accurate to its set-
point. Therefore, the control design is clearly independent 
of the disturbance applied to the system. 

The fault-tolerant control performance of the DFIG is 
demonstrated in Fig. 8–10 under 30 % voltage unbalance. 
The strategy exhibits robustness, as evidenced by the 
consistent tracking of the reference set-point despite 
oscillations around the target value. To implement an 
adaptive fault-tolerant control scheme, residual signatures 
from the control parameters must be defined and analyzed. 
The key goal of fault-tolerant control is to identify and 
interpret fault-induced spectral characteristics within the 
system, enabling effective mitigation and adaptive system 
response. Indeed, to extract the specific fault signatures and 
highlight our results, a spectral analysis of the active power 
is conducted. The chosen diagnostic method is based on 
fast Fourier transform (FFT). 

t, s

P, W 

 
Fig. 8. Active power after unbalanced supply voltage condition 
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Q, Var 

 
Fig. 9. Reactive power after unbalanced supply voltage condition 
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Fig. 10. Stator fluxes after unbalanced supply voltage condition 

 

This model-based diagnostic approach involves 
detecting faults by studying certain frequency components 
that appear in the stator current and instantaneous stator 
power spectrums. The analysis of the spectral content of 
partial instantaneous power (the instantaneous power of a 
stator phase), as defined as the product of the line current, 
offers important insights for characterizing the voltage 
imbalance phenomenon in the machine. 

Figure 11 shows the spectral characteristics of active 
power under voltage imbalance conditions.  

 

f, Hz

M, dB 

f, Hz

M, dB 

M, dB 

f, Hz

 
Fig. 11. Normalized spectrum of active power P 
under different conditions of voltage unbalance 

 

Several frequency components may appear in the 
spectrum. The analysis reveals the existence of harmonic 
components at integer multiples of the fundamental 
frequency (kfs), arising due to disturbances within the 
system. In the presence of voltage imbalance, the amplitude 
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of the harmonics varies from phase to phase, leading to an 
asymmetrical harmonic content in the active power 
spectrum. Imbalance frequencies become clearly noticeable 
when different levels of fault are applied. Their severity is 
linked to the increase in fault severity applied to the system. 

Figure 12 shows the spectral content of the stator 
current Isa under unbalanced supply voltage conditions. 
Voltage imbalance refers to the uneven distribution or 
asymmetry of voltage levels between the machine’s phases. 
The frequency components examined in the stator current 
signal show an increase in certain harmonics directly 
related to the fault, as well as the appearance of other 
frequencies that are multiples of the fundamental. These 
frequencies cause multiple impacts of voltage imbalance on 
machine performance, including torque ripple, increased 
losses, and potential damage to the machine. 

 

f, Hz

M, dB 

f, Hz

M, dB 

M, dB 

f, Hz

 
Fig. 12. Normalized spectrum of stator current Isa 
under different conditions of voltage unbalance 

 

Conclusions. This work introduces a robust active 
fault-tolerant strategy based on sliding mode control 
(AFT-SMC) for doubly-fed induction generators (DFIGs), 
combined with an advanced real-time spectral fault 
diagnosis system. The methodology addresses 2 major 
challenges in wind energy systems: maintaining system 
stability under severe grid disturbances, and accurately 
diagnosing electrical faults in real time.  

Unlike conventional vector control schemes, the 
proposed AFT-SMC approach effectively mitigates the 
adverse effects of voltage unbalance, such as torque ripple 
and unstable current profiles, by dynamically adjusting 
the control surface based on fault severity. This is made 
possible by integrating a diagnostic module based on fast 
Fourier transform, which detects characteristic harmonic 
distortions in both the stator current and active power 
signals. These harmonic components are shown to 
correlate directly with fault magnitude, enabling a precise 
and adaptive fault response mechanism.  

Extensive simulation results conducted under a 
realistic 30 % voltage unbalance scenario demonstrate the 
superior performance of the proposed strategy. The 
controller achieves a voltage recovery time of 
approximately 0.28 s, compared to 0.42 s with standard 
vector control, highlighting faster system stabilization. 
Moreover, electromagnetic torque oscillations are reduced 
by around 45 %, significantly lowering mechanical stress 

and enhancing system lifespan. The integrated diagnostic 
system further achieves a fault classification accuracy of 
94.6 %, ensuring early fault identification and improving 
operational reliability. These quantitative results confirm 
that the proposed AFT-SMC framework not only 
improves transient and steady-state performance but also 
advances fault resilience through embedded intelligence. 
By integrating control and diagnosis within a unified 
framework, the proposed methodology offers a powerful 
solution for predictive maintenance, minimizing 
downtime and significantly improving the operational 
reliability of wind turbine systems. This work establishes 
a solid foundation for future deployment in large-scale 
renewable energy infrastructures, where resilience to 
faults, autonomous operation, and efficiency are 
paramount. Although the current validation is based on 
detailed and realistic simulations, future research will 
focus on experimental implementation to assess the 
controller’s performance under real-world conditions.  

This progressive research pathway, from rigorous 
simulation to practical validation, reinforces the 
robustness, scalability, and technological relevance of the 
proposed strategy. In summary, the developed AFT-SMC 
approach represents a significant and practical 
advancement in fault-tolerant control of DFIG-based wind 
energy systems. It addresses key challenges in modern 
smart grids and holds strong promise for accelerating the 
integration of reliable, intelligent renewable energy 
technologies on a large scale. 

Conflict of interest. The authors declare that they 
have no conflicts of interest. 

 

REFERENCES 
1. Qazi A., Hussain F., Rahim N.A., Hardaker G., Alghazzawi D., 
Shaban K., Haruna K. Towards sustainable energy: a systematic review 
of renewable energy sources, technologies, and public opinions. IEEE 
Access, 2019, vol. 7, pp. 63837-63851. doi: 
https://doi.org/10.1109/ACCESS.2019.2906402. 
2. Ahmed M., Shimada K. The effect of renewable energy 
consumption on sustainable economic development: evidence from 
emerging and developing economies. Energies, 2019, vol. 12, no. 15, 
art. no. 2954. doi: https://doi.org/10.3390/en12152954. 
3. Sun L., Mi Z., Yu Y., Wu T., Tian H. Active power and reactive 
power regulation capacity study of DFIG wind turbine. 2009 
International Conference on Sustainable Power Generation and 
Supply, 2009, pp. 1-6. doi: 
https://doi.org/10.1109/SUPERGEN.2009.5348144. 
4. Ghennam T., Berkouk E.M., Francois B. Modeling and control of a 
Doubly Fed Induction Generator (DFIG) based Wind Conversion 
System. 2009 International Conference on Power Engineering, Energy 
and Electrical Drives, 2009, pp. 507-512. doi: 
https://doi.org/10.1109/POWERENG.2009.4915230. 
5. Kaddache M., Drid S., Khemis A., Rahem D., Chrifi-Alaoui L. 
Maximum power point tracking improvement using type-2 fuzzy 
controller for wind system based on the double fed induction generator. 
Electrical Engineering & Electromechanics, 2024, no. 2, pp. 61-66. doi: 
https://doi.org/10.20998/2074-272X.2024.2.09. 
6. Bouraghda S., Sebaa K., Bechouat M., Sedraoui M. An improved 
sliding mode control for reduction of harmonic currents in grid system 
connected with a wind turbine equipped by a doubly-fed induction 
generator. Electrical Engineering & Electromechanics, 2022, no. 2, pp. 
47-55. doi: https://doi.org/10.20998/2074-272X.2022.2.08. 
7. Kini P.G., Bansal R.C., Aithal R.S. A novel approach toward 
interpretation and application of voltage unbalance factor. IEEE 
Transactions on Industrial Electronics, 2007, vol. 54, no. 4, pp. 2315-
2322. doi: https://doi.org/10.1109/TIE.2007.899935. 
8. Jannati M., Idris N.R.N., Salam Z. A new method for modeling and 
vector control of unbalanced induction motors. 2012 IEEE Energy 



Electrical Engineering & Electromechanics, 2025, no. 6 39 

Conversion Congress and Exposition (ECCE), 2012, pp. 3625-3632. 
doi: https://doi.org/10.1109/ECCE.2012.6342483. 
9. Touil A., Babaa F. Studying of unbalanced supply voltage effects 
on three-phase induction motor performances based on line neutral 
voltage analytical calculation. Lecture Notes in Electrical Engineering, 
2024, vol. 1147 LNEE, pp. 455-467. doi: https://doi.org/10.1007/978-
981-97-0045-5_41. 
10. Maurer F., Toftevaag T.L., Noland J.K. An analytical prediction 
model of balanced and unbalanced faults in doubly fed induction 
machines. IEEE Transactions on Industrial Electronics, 2023, vol. 70, 
no. 1, pp. 189-199. doi: https://doi.org/10.1109/TIE.2022.3146540. 
11. Barambones O., Alkorta P. Position control of the induction motor 
using an adaptive sliding-mode controller and observers. IEEE 
Transactions on Industrial Electronics, 2014, vol. 61, no. 12, pp. 6556-
6565. doi: https://doi.org/10.1109/TIE.2014.2316239. 
12. Bennassar A., Banerjee S., Jamma M., Essalmi A., Akherraz M. 
Real time high performance of sliding mode controlled induction motor 
drives. Procedia Computer Science, 2018, vol. 132, pp. 971-982. doi: 
https://doi.org/10.1016/j.procs.2018.05.113. 
13. Farhi S.E., Sakri D., Golea N. High-performance induction motor 
drive based on adaptive super-twisting sliding mode control approach. 
Archives of Electrical Engineering, 2022, vol. 71, no. 1, pp. 245-263. 
doi: https://doi.org/10.24425/aee.2022.140208. 
14. Fetene Y., Shibeshi D. Fractional order sliding mode speed 
control of feedback linearized induction motor. Power Electronics 
and Drives, 2020, vol. 5, no. 1, pp. 109-122. doi: 
https://doi.org/10.2478/pead-2020-0010. 
15. Lascu C., Argeseanu A., Blaabjerg F. Supertwisting sliding-mode 
direct torque and flux control of induction machine drives. IEEE 
Transactions on Power Electronics, 2020, vol. 35, no. 5, pp. 5057-5065. 
doi: https://doi.org/10.1109/TPEL.2019.2944124. 
16. Jafarian M.J., Nazarzadeh J. Spectral analysis for diagnosis of 
bearing defects in induction machine drives. IET Electric Power 
Applications, 2019, vol. 13, no. 3, pp. 340-348. doi: 
https://doi.org/10.1049/iet-epa.2018.5226. 
17. Boudali A., Negadi K., Boudiaf M., Berkani A., Marignetti F. Super 
twisting sliding mode controller of small hydropower plant energy 
generation based DFIG. Przegląd Elektrotechniczny, 2020, vol. 96, no. 
10, pp. 136-143. doi: https://doi.org/10.15199/48.2020.10.25. 
18. Begam S.R., Burthi L.R., Depuru S.R. Adaptive neuro-fuzzy sliding 
mode controller (ANF-SMC) to control speed, electromagnetic torque 
(EMT), stator current, and back EMF using 
PMBLDCmotor(PMBLDCM) in electric propulsion of electric vehicles. 
Przegląd Elektrotechniczny, 2023, no. 8, pp. 49-62. doi: 
https://doi.org/10.15199/48.2023.08.09. 
19. Sakri D., Laib H., Farhi S.E., Golea N. Sliding mode approach for 
control and observation of a three phase AC-DC pulse-width modulation 
rectifier. Electrical Engineering & Electromechanics, 2023, no. 2, pp. 
49-56. doi: https://doi.org/10.20998/2074-272X.2023.2.08. 
20. Wang X., Wang Z., Xu Z., He J., Zhao W. Diagnosis and tolerance 
of common electrical faults in T-type three-level inverters fed dual three-
phase PMSM drives. IEEE Transactions on Power Electronics, 2020, 
vol. 35, no. 2, pp. 1753-1769. doi: 
https://doi.org/10.1109/TPEL.2019.2920400. 
21. Bolognani S., Zordan M., Zigliotto M. Experimental fault-tolerant 
control of a PMSM drive. IEEE Transactions on Industrial Electronics, 
2000, vol. 47, no. 5, pp. 1134-1141. doi: 
https://doi.org/10.1109/41.873223. 
22. Siddiqui K.M., Sahay K., Giri V.K. Stator Inter-turn fault detection 
in inverter fed induction motor drives. International Journal of Applied 
Power Engineering (IJAPE), 2017, vol. 6, no. 2, pp. 89-102. doi: 
https://doi.org/10.11591/ijape.v6.i2.pp89-102. 
23. Namdar A., Samet H., Allahbakhshi M., Tajdinian M., Ghanbari T. 
A robust stator inter-turn fault detection in induction motor utilizing 
Kalman filter-based algorithm. Measurement, 2022, vol. 187, art. no. 
110181. doi: https://doi.org/10.1016/j.measurement.2021.110181. 

24. Nikpayam M., Ghanbari M., Esmaeli A., Jannati M. Vector control 
methods for star-connected three-phase induction motor drives under the 
open-phase failure. Journal of Operation and Automation in Power 
Engineering, 2022, vol. 10, no. 2, pp. 155-164. doi: 
https://doi.org/10.22098/joape.2022.8802.1616. 
25. Merabet A., Eshaft H., Tanvir A.A. Power‐current controller based 
sliding mode control for DFIG‐wind energy conversion system. IET 
Renewable Power Generation, 2018, vol. 12, no. 10, pp. 1155-1163. 
doi: https://doi.org/10.1049/iet-rpg.2017.0313. 
26. Chavhan R., Kulkarni V.A. Negative sequence component for 
detection of inter-turn fault of transformer. International Journal of 
Innovative Research in Science, Engineering and Technology, 2017, 
vol. 6, no. 7, pp. 13950-13958. doi: 
https://doi.org/10.15680/IJIRSET.2017.0607172. 
27. Huang G., Luo Y.-P., Zhang C.-F., Huang Y.-S., Zhao K.-H. 
Current sensor fault diagnosis based on a sliding mode observer for 
PMSM driven systems. Sensors, 2015, vol. 15, no. 5, pp. 11027-11049. 
doi: https://doi.org/10.3390/s150511027. 
28. Jiang J., Yu X. Fault-tolerant control systems: a comparative study 
between active and passive approaches. Annual Reviews in Control, 
2012, vol. 36, no. 1, pp. 60-72. doi: 
https://doi.org/10.1016/j.arcontrol.2012.03.005. 
29. Amin A.A., Hasan K.M. A review of fault tolerant control systems: 
advancements and applications. Measurement, 2019, vol. 143, pp. 58-
68. doi: https://doi.org/10.1016/j.measurement.2019.04.083. 
30. Moussaoui L., Aouaouda S., Rouaibia R. Fault tolerant control of a 
permanent magnet synchronous machine using multiple constraints 
Takagi-Sugeno approach. Electrical Engineering & Electromechanics, 
2022, no. 6, pp. 22-27. doi: https://doi.org/10.20998/2074-
272X.2022.6.04. 
31. Noura H., Sauter D., Hamelin F., Theilliol D. Fault-tolerant control 
in dynamic systems: application to a winding machine. IEEE Control 
Systems Magazine, 2000, vol. 20, no. 1, pp. 33-49. doi: 
https://doi.org/10.1109/37.823226. 
32. Rahali H., Zeghlache S., Cherif B.D.E., Benyettou L., Djerioui A. 
Robust adaptive fuzzy type-2 fast terminal sliding mode control of robot 
manipulators in attendance of actuator faults and payload variation. 
Electrical Engineering & Electromechanics, 2025, no. 1, pp. 31-38. doi: 
https://doi.org/10.20998/2074-272X.2025.1.05. 
33. IEEE Recommended Practice for Monitoring Electric Power 
Quality. IEEE Std 1159-2009, 26 June 2009, 94 p. doi: 
https://doi.org/10.1109/IEEESTD.2009.5154067. 
34. IEC 61000-4-30:2015+AMD1:2021 CSV. Electromagnetic 
compatibility (EMC) – Part 4-30: Testing and measurement techniques 
– Power quality measurement methods, 2021, 292 p. 
35. Standard NRS 048-2:2003. Electricity Supply – Quality of Supply. 
Part 2: Voltage Characteristics, Compatibility Levels, Limits and 
Assessment Methods. Standards South Africa, 2013. 33 p. 
 

Received 07.06.2025 
Accepted 13.08.2025 

Published 02.11.2025 
 
N. Hamdi 1, Doctor of Electrical Engineering, 
F. Babaa 2, Doctor of Electrical Engineering, 
A. Touil 2, Doctor of Electrical Engineering, 
N. Merabet 2, PhD, 
1 Laboratory of Electronics and New Technology, 
University of Oum El Bouaghi, Algeria, 
e-mail: hamdi_naouel@yahoo.fr 
2 Electrical Laboratory of Constantine «LE », 
University Freres Mentouri Constantine 1, Algeria, 
e-mail: babaa.fatima@yahoo.fr; 
abderrahim.touil@lec-umc.org (Corresponding Author); 
nacer.merabet1@doc.umc.edu.dz

 
How to cite this article: 
Hamdi N., Babaa F., Touil A., Merabet N. Robust fault-tolerant sliding mode control and advanced fault diagnosis for doubly-fed 
induction generators. Electrical Engineering & Electromechanics, 2025, no. 6, pp. 32-39. doi: https://doi.org/10.20998/2074-
272X.2025.6.05 



 

40 Electrical Engineering & Electromechanics, 2025, no. 6 

© B.I. Kuznetsov, T.B. Nikitina, I.V. Bovdui, K.V. Chunikhin, V.V. Kolomiets, B.B. Kobylianskyi 

UDC 621.3.013 https://doi.org/10.20998/2074-272X.2025.6.06 
 

B.I. Kuznetsov, T.B. Nikitina, I.V. Bovdui, K.V. Chunikhin, V.V. Kolomiets, B.B. Kobylianskyi 
 

Synthesis of combined shielding system for overhead power lines magnetic field normalization 
in residential building space 
 
Problem. Most studies of power frequency magnetic field reduced to safe level in residential buildings located near overhead power 
lines carried out based on two-dimensional magnetic field modeling, which does not allow studying of original magnetic field shielding 
effectiveness in residential building edges. The goal of the work is synthesis of combined active and multi-circuit passive shielding system 
to improve shielding efficiency of initial magnetic field to sanitary standards level in residential building edges generated by overhead 
power lines. Methodology. System synthesis methodology based on vector game solution, in which vector payoff calculated based on of 
Maxwell’s equations solution in a quasi-stationary approximation using the COMSOL Multiphysics software. Vector game solution 
calculated based on hybrid optimization algorithm, which globally explores synthesis search space using Particle Swarm Optimization 
and gradient-based Sequential Quadratic Programming to rapidly calculated optimum synthesis point from Pareto optimal solutions 
taking into account binary preference relations. Results. During combined active and multi-circuit passive shielding system 
synthesisspatial arrangement coordinates of 16 contours of passive shield and two compensating windings, as well as windings currents 
and phases of active shield calculated. New scientific results are theoretical and experimental studies of synthesized combined active and 
multi-circuit passive shielding system efficiency for magnetic field created by overhead power lines. Scientific novelty. For the first time 
synthesis methodology for combined active and multi-circuit passive shielding system taking into account original field shielding 
effectiveness decrease in residential building edges for more effective reduction of industrial frequency magnetic field created by 
overhead power lines developed. Practical value. Practical recommendations for the reasonable choice of the spatial arrangement of a 
multi-circuit passive shield and two shielding windings of active shielding system for magnetic field created by overhead power lines are 
given. The possibility of reducing the initial magnetic field induction to the sanitary standards level is shown. References 42, figures 16. 
Key words: overhead power line, magnetic field, combined electromagnetic active and passive shielding system, synthesis 
computer simulation, experimental research. 
 

Проблема. Більшість досліджень з зниження рівня магнітного поля промислової частоти в житлових будинках, що 
розташовані поблизу повітряних ліній електропередачі, до безпечного рівня, виконані на основі двовимірного моделювання 
магнітного поля, що не дозволяє вивчати ефективність екранування вихідного магнітного поля на краях житлових будинків. 
Метою роботи є синтез комбінованої активної та багатоконтурної пасивної електромагнітної екрануючої систем для 
підвищення ефективності екранування вихідного магнітного поля до рівня санітарних норм на краях житлових будинків, що 
генерується повітряними лініями електропередачі. Методологія. Методологія синтезу системи заснована на рішенні 
векторної гри, в якій векторний виграш розраховується на основі розв’язку рівнянь Максвелла в квазістаціонарному наближенні 
за допомогою програмного пакету COMSOL Multiphysics. Рішення векторної гри обчислюється на основі гібридного алгоритму 
оптимізації, яке глобально досліджує простір пошуку для синтезу за допомогою оптимізації роєм частинок та градієнтного 
послідовного квадратичного програмування для швидкого обчислення оптимальної точки синтезу з системи Парето 
оптимальних рішень з урахуванням бінарних відношень переваг. Результати. В процесі синтезу активної та багатоконтурної 
пасивної електромагнітної екрануючих систем розраховано координати просторового розташування 16 контурів пасивного 
екрану та двох компенсаційних обмоток системи активного екранування, а також струм та фази компенсуючих обмоток 
системи активного екранування. Новими науковими результатами є теоретичні та експериментальні дослідження 
ефективності синтезованої комбінованої активної та багатоконтурної пасивної електромагнітних екрануючих систем 
магнітного поля, що створюється повітряними лініями електропередачі. Наукова новизна. Вперше запропонована методологія 
синтезу комбінованих активних та багатоконтурних пасивних електромагнітних екрануючих систем з урахуванням 
ефективності екранування вихідного поля на краях житлових будинків з метою більш ефективного зниження магнітного поля 
промислової частоти, що генерується повітряними лініями електропередачі. Практична значимість. Надано практичні 
рекомендації щодо обґрунтованого вибору просторового розташування багатоконтурного пасивного екрана та двох 
екрануючих обмоток системи активного екранування магнітного поля, що генерується повітряними лініями електропередачі. 
Показана можливість зниження індукції вихідного магнітного поля до рівня санітарних норм. Бібл. 42, рис. 16. 
Ключові слова: повітряна лінія електропередачі, магнітне поле, система комбінованого електромагнітного активного 
та пасивного екранування, синтез комп’ютерного моделювання, експериментальне дослідження. 
 

Introduction. Protecting public health problem 
solving from electric power man-made electromagnetic 
field biological impact has high social significance and is 
extremely relevant and important task in population 
quality and life expectancy improving [1–3]. Reducing 
problem humanity priority of man-made electromagnetic 
fields influence has been confirmed by World Health 
Organization (WHO) and electromagnetic field influence 
on human body. A significant place in these studies 
occupied industrial-frequency electromagnetic field 
created by power transmission lines. High-voltage 
overhead power lines located in residential areas are 
industrial-frequency magnetic fields main sources, which 
negatively affects on population in residential buildings 
located along power line routes [4–7]. The basis for 
substantiating these conclusions was identification of 
carcinogenic properties of industrial-frequency magnetic 

field exposure with its weak but long-term effects on 
humans [1–3] and the development of recommendations 
for maximum possible reduction in magnetic fields 
induction level in residential areas located near power 
lines homes, to reduce likelihood of population cancer. 

Carcinogenic properties identification and weak 
magnetic field action deadly danger with less than 1 μT 
induction during its long-term exposure to people has led 
to gradual introduction for magnetic field induction level 
strict sanitary standards and these standards constant 
tightening of 50–60 Hz frequency magnetic field 
induction boundary levels with up to WHO recommended 
level 0.2–0.6 µT [1–3]. 

Many residential buildings located in close 
proximity to high-voltage power lines, so that magnetic 
field induction level inside these buildings significantly 
exceeds modern sanitary standards.  
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Fig. 1. Residential buildings located 

close to power line 
 

For example, as 
shown in Fig. 1, 
residential buildings 
located in close 
proximity to main 
two-circuit power line 
330 kV with split 
wires of 2 kA in each 
circuit. Next to this 
power line there is 
another double-circuit 
power line 110 kV 
500 A of an older 
construction. 

Numerous theoretical and experimental studies show 
[7–10] that the maximum permissible magnetic field level 
induction (0.5 μT) can be exceeded by order of magnitude 
or more, which poses threat to health of hundreds of 
thousands of citizens living closer than 100 m from 
overhead power lines. 

In addition, due to land plots price constant rise for 
development, the construction of residential, 
administrative and other public buildings and structures in 
places where existing high-voltage power lines pass 
through continues. This condition is typical for many 
leading countries of the world – the USA, Israel, Italy, 
Spain and many others and requires the adoption of 
urgent measures to reduce existing power lines magnetic 
field level by 3-5 times [4–7]. Therefore, in many leading 
countries of the world, methods and means of normalizing 
magnetic field in energy infrastructure, public buildings, 
and residential buildings are being intensively developed, 
and these means are being widely introduced [8–12]. 

Most effective technology is power lines 
reconstruction by moving them to safe distance from 
residential buildings, or replacing overhead power lines 
with cable line. However, such reconstruction requires 
enormous financial resources. 

Existing power lines magnetic field shielding 
methods are less expensive. Active contour magnetic field 
shielding methods provided necessary efficiency. 
Currently, research is being intensively carried out all 
over the world and various systems for active shielding of 
man-made magnetic field of industrial frequency are 
being implemented [13–18]. 

Overhead power lines with phase wires «triangular» 
arrangement often pass in close proximity to older 
residential buildings. This power lines are one of most 
dangerous wire layout options for magnetic field sources. 
Overhead power lines with phase wires «triangular» 
arrangement created magnetic field with circle shape 
spatio-temporal characteristic. For effective active 
shielding of magnetic field with such a space-time 
characteristic, at least two compensation windings are 
required for active shielding system. 

Active shielding requires external power sources 
used to generate compensating windings appropriate 
magnitude and phase currents to create compensating 
magnetic field directed opposite to power line original 
magnetic field, which is necessary to desired shielding 
effect implement. 

Active shielding systems are capable of providing 
power lines initial magnetic field strong weakening [4]. 

However, this requires a rather complex automatic control 
system, in which, in addition to magnetic field sensors, it 
is necessary to install expensive high-power equipment, 
such as power supplies, power converters and control 
system that forms the currents supplied to compensating 
windings to achieve of original magnetic field required 
suppression. Active shielding systems are significantly 
more expensive to develop than passive methods [13–18]. 

Original magnetic field with passive shielding 
weakening achieved by compensating field generating 
according to Faraday law passive shield using. Multi-
circuit passive shields often used to increase initial 
magnetic field shielding efficiency [8]. However, passive 
shields have significantly lower shielding coefficient than 
active shields, so passive shields are often used as an 
addition to active shielding systems, so that hybrid active-
passive shields simultaneously use both an active shielding 
system and passive shields of various designs [19]. 

In addition to solid electromagnetic shields [16], multi-
circuit passive shields also used as a passive screen [20]. 

The diagram of such combined electromagnetic 
active multi-circuit passive shielding system with multi-
circuit passive shields shown in Fig. 2. 

 

 
Fig. 2. Combined electromagnetic active and multi-circuit 

passive shielding system diagram 
 

The active shielding system is a closed dynamic 
automatic control system with feedback. Using a 
magnetic field sensor installed in the shielding space, the 
resulting magnetic field measured to implement feedback. 

The active shielding system generated a 
compensating magnetic field directed opposite to the 
original magnetic field using a compensating winding. 
The active shielding system also contains a control system 
and an amplifier. 

With the help of a multi-circuit passive shielding 
system a magnetic field is generated opposite to the initial 
magnetic field according to the Faraday law. In this case, the 
initial magnetic field for the multi-circuit passive shielding 
system generated by power transmission line wires and 
compensating windings of the active shielding system. 

Magnetic field induction level in residential buildings 
necessary reduced to safe level in apartments located at 
buildings edges. Most studies carried out based on two-
dimensional magnetic field modeling, which does not allow 
studying effectiveness decrease of original field shielding in 
residential building edges [21–23]. Therefore, to effectively 
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shielding the original magnetic field throughout the entire 
space of a residential building, it is necessary to use a three-
dimensional model of the magnetic field. 

The goal of the work is synthesis of combined 
active and multi-circuit passive shielding system to 
improve shielding efficiency of initial magnetic field to 
sanitary standards level in residential building edges 
generated by overhead power lines. 

Definition of geometric forward magneto static 
problem for passive electromagnetic multi-circuit 
shield. Using a system of hybrid active and multi-loop 
passive shielding, it is necessary to generate such a 
compensating magnetic field in the entire shielding space 
that the vector of the instantaneous value of the induction 
of this compensating magnetic field is directed opposite to 
the vector of the instantaneous value of the induction of the 
original magnetic field generated by the power 
transmission line in residential building space. 

To synthesize a combined active and multi-circuit 
passive shielding system, it is first necessary to solve three 
geometric direct problems of magnetostatics for three-
dimensional overhead power lines magnetic field model. 
The first geometric direct problem of magnetostatics 
calculated the vector of the instantaneous value of the 
induction of the initial magnetic field generated by the 
power transmission line at a given point of the entire 
screening space.  

The second geometric direct problem calculated the 
vector of the instantaneous value of the induction of the 
compensating magnetic field generated by the 
compensating windings of the active shielding system at a 
given point of the entire shielding space. 

The third geometric direct problem of magnetostatics 
calculated the vector of the instantaneous value of the 
induction of the compensating magnetic field generated by 
the compensating windings of the multi-circuit passive 
shielding system at a given point of the entire shielding space. 

Based on the solution of these three geometric direct 
magnetostatic problems, a geometric inverse 
magnetostatic problem formulated and solved for the 
synthesis of a hybrid active and multi-loop passive shield. 
This geometric inverse magnetostatic problem is an ill-
posed mathematical problem and usually formulated in 
the form of an optimization problem. The components of 
the vector objective function of this optimization problem 
are the effective values of the resulting magnetic field 
induction at the points of the entire shielding space. 

As result of solving this geometric inverse problem 
of magnetostatics, the coordinates of the «geometric» 
arrangement of the compensation windings of the active 
and multi-circuit passive shielding system, as well as the 
values of currents and phases in the compensation 
windings of the active shielding system calculated. 

Three-dimensional mathematical modeling of 
electromagnetic field in general case comes down to 
boundary value problem solving for Maxwell partial 
differential equations system [7]. 
 extrot jDjH  ; (1) 

 BE trot  , (2) 
where E – electric field strength; H – magnetic field 
strength; D, B – electric and magnetic induction vectors; 
j – conduction current density; jex – density of external 
currents created by sources outside the region under 
consideration. 

First equation (1) is generalized Ampere law – the 
total current density is magnetic field strength vortex. 

Second equation (2) is Faraday law differential 
formulation that magnetic induction change over time 
generates vortex electric field. 

Intermediate position between constant field and 
rapidly changing field occupied by quasi-stationary field 
– electromagnetic field in which displacement currents 
neglected in comparison with conduction currents. 
Maxwell equations for quasi-stationary field have form 
 exrot jjH  ; (3) 

 BE trot  . (4) 
From (3) follows that quasi-stationary magnetic field 

at any given time moment completely determined by 
electric currents distribution at the same time moment and 
founded from this distribution in exactly same way as is 
done in magnetostatics. 

Power lines magnetic field calculated based on Biot-
Savart law for elementary current 

      Rl
R

I
H  d

π4 3

t
td , (5) 

where R – vector directed from elementary segment; 
dl with total current I(t) to observation point Q. Total 
field strength vector calculated as: 

      
.

d

4
,

3



L

t
tQ

R

RlI
H


 (6) 

This formula (6) widely used to calculate overhead 
power lines magnetic field instead of Maxwell equations 
system (3)–(4). Thus magnetic field induction dependence 
on current and described by (6). 

Magnetic field quasi-stationary model varies with 
time according to sinusoidal law calculated as 
    tjQtQ exp)(, AH  , (7) 
where A(Q) – magnetic field strength amplitude. 

Consider design of magnetic field mathematical 
model created by a multi-circuit passive shield, which is 
hybrid active-passive shield part [19]. In works [13–15] 
passive shield parameters considered given. These 
parameters calculated during active-passive shielding 
system design. Therefore, in contrast to works [13–15], 
we set initial values vector Xp of geometric dimensions, 
thickness and material of multi-circuit passive shield. 

In works [12–15] power line currents parameters (8) 
considered known and do not change over time. However, 
power line currents magnitudes have daily, weekly and 
seasonal changes. Therefore, unlike works [12–15], we 
introduce of of the initial uncertainties parameters vector δ 
of hybrid active-passive shielding system designing 
problem with power line wires currents and phases values 
uncertainties components, as well as other uncertainty 
parameters of electromagnetic hybrid active-passive screen, 
which, firstly, are initially known inaccurately, and, 
secondly, can changed during system operation [24–28]. 

Then, for given induction vector BRa(Qi,Xa,δ,t) of 
resulting magnetic field, created by power line and only 
windings of active part of hybrid active-passive shield, as 
well as of geometric dimensions vector values Xp of multi-
circuit passive contour shield, magnetic flux Φl(Xa,Xp,δ,t) 
piercing contour l of multi-circuit passive shield calculated 

   
S

aRapal Stt d),,(,,, δXBδXXΦ . (8) 

Current IPl(Xa,Xp,δ,t) in complex form, induced in 
circuit l of multi-circuit passive shield calculated according 
to Ohm law and in integral form of Faraday law [9]: 
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where Rl(Xp) – active resistance and inductance Ll(Xp) of 
circuit l of multi-circuit passive shield calculated for 
passive shield geometric dimensions vector values Xp. 

Then, for calculated values currents IPl(Xa,Xp,δ,t) in 
circuits l of multi-circuit passive shield [13–15] and for 
passive contour screen geometric dimensions vector 
values Xp magnetic field induction vector Bp(Qi,Xa,Xp,δ,t) 
created by all circuits l of multi-circuit passive shield 
calculated according to Bio-Savart law (6). This passive 
shield magnetic field induction vector Bp(Qi,Xa,Xp,δ,t), 
based on Faraday law directed opposite to original 
magnetic field generated by power line and only by 
windings of active part of hybrid active-passive shield. 

With help of passive part of hybrid active-passive 
shield, resulting magnetic field that remains uncompensated 
after operation of only active part of hybrid active-passive 
screen shielded. 

Definition of geometric forward magneto static 
problem for overhead power lines and compensating 
winding magnetic field. Let’s consider three-dimensional 
quasi-static magnetic field model created by overhead 
power lines. Let us set power transmission line wires 
currents amplitudes Ai and phases φi of industrial 
frequency ω. Let us write expressions for power 
transmission line wires currents in complex form 
    iii tjt   expAI . (10) 

Then initial magnetic field induction vector BL(Qi,δ,t) 
calculated according to Biot-Savart law based on (6) in 
magnetic field induction vectors sum form created by all 
power line wires at shielding space point Qi [9] 
     tQBtQB iliL ,,,,  . (11) 

Consider design magnetic field mathematical model 
created by compensation windings of hybrid shield active 
part. Let us set vector Xa of spatial location and geometric 
dimensions of compensation windings of hybrid shield 
active part, as well as compensation windings currents 
amplitude Aai and phase φai [29–33]. Let us write 
expressions for compensation windings wires currents in 
complex form 
    aiai tjt   expAIai . (12) 

Then magnetic field induction vector Ba(Qi,Xa,t) 
created by all compensating windings wires of active part of 
hybrid shield Bai(Qi,Xa,t) in shielding space point Qi 
calculated based on (6), according to the Biot-Savart law [6] 

     tQtQ aiaiaia ,,,, XBXB . (13) 

Then resulting magnetic field induction vector 
BRa(Qi,Xa,δ,t) created by all power line wires and all 
windings of hybrid shield active part calculated as sum 
      tQtQtQ aiaiLaiRa ,,,,,,, XBδBδXB  . (14) 

Then resulting magnetic field induction vector 
BR(Qi,Xa,Xp,δ,t) calculated as sum of magnetic field 
induction vector BL(Qi,δ,t) created by all power line 
wires, magnetic field induction vector Ba(Qi,Xa,t) created 
by all compensating windings of the of the hybrid shield 
active part, and magnetic field induction vector 
Bp(Qi,Xa,Xp,δ,t) created by all contours of passive part of 
hybrid shield in shielding space point iQ  
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Definition of geometric inverse magneto static 
problem for magnetic field combined electromagnetic 
shielding system synthesis. Hybrid active-passive shielding 
using multi-circuit windings of passive shield and 
compensating windings of active shield, created 
compensating magnetic field directed against original 
magnetic field created by power line. Hybrid active-passive 
shielding system synthesis task is to calculate spatial 
location coordinates of passive shield multi-circuit windings 
and active shield compensating windings as well as 
compensating windings currents magnitudes and phases. 
When hybrid active-passive shielding system designing, 
first of all, we will design a software controller in of an 
open-loop form [30–33] coarse control based on quasi-static 
magnetic field mathematical model [6, 7]. Then we will 
synthesis stabilizing precision controller in closed-loop form 
control [34–40], based on closed-loop system dynamics 
equations, taking into account models of actuators and 
measuring devices, disturbances and measurement noise, 
and designed to improve control accuracy compared to 
open-loop control based on quasi-static magnetic field 
mathematical model. 

Let us introduce required parameters vector X for 
design problem of hybrid system of active-passive 
shielding, the components of which are vector Xa 
compensation windings geometric dimensions values, as 
well as compensation windings currents amplitudes Aωi 
and phases φωi of active part of hybrid active-passive 
shielding system, as well as vector Xp of geometric 
dimensions, thickness and material of the shield of 
passive part of hybrid active-passive shielding system. 
Then, for given initial required parameters vector values 
X and for uncertainty parameters vector δ of hybrid 
active-passive shielding system resulting magnetic field 
induction vector effective value BR(X,δ,Pi) in shielding 
space point Qi calculated by COMSOL Multiphysics 
software environment using the of the of the resulting 
magnetic field instantaneous induction value vector 
BR(Qi,Xa,Xp,δ,t) from (15). 

In [16–18] magnetic field shielding system synthesis 
problem reduced to one scalar criterion optimizing 
problem, which calculated as linear convolution of 
induction values in shielding space different points. 
However, calculating problem correctly of weighting 
factors with help of which scalar optimization criterion 
formed in general form is an ill-posed problem and its 
solution requires special approaches [26–30]. In addition, 
in formulation of magnetic field shielding system designing 
problem uncertainties of initial magnetic field models and 
of control system parameters were not taken into account at 
all. Therefore, in contrast to works [16–18] robust hybrid 
active-passive shielding system synthesis problem reduced 
to vector game solution calculating [41] 
 ),()( iQRR δX,BδX,B  . (16) 

In this vector game, it is necessary to find minimum 
of game payoff vector (16) from required parameters 
vector X for hybrid active-passive shielding system 
synthesis problem, but maximum of same game payoff 
vector (16) from uncertainty parameters vector δ for 
hybrid active-passive shielding system 

Components of vector game payoff (17) are resulting 
magnetic field induction effective values BR(X,δ,Qi) at all 
of the shielding space considered points Qi. 

Components of the vector game payoff (16) are 
nonlinear functions of required parameters vector X and of 
uncertainty parameters vector δ of of a hybrid active-passive 
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shielding system synthesis problem [19] and calculated by 
COMSOL Multiphysics software environment. 

Vector game solution algorithm. Let’s consider 
algorithm for vector game solution (16) calculating. The 
works [41] consider various approaches to computing by 
vector games solutions based on various heuristic 
approaches. Unlike works [31, 32], in this work, in order 
to find unique solution of vector game from set of Pareto-
optimal solutions, in addition to the vector payoff (16) 
also used information about binary relationships of local 
solutions preferences relative to each other. 

A feature of solution calculated problem under 
consideration is vector payoff (16) multi-extremal nature, 
so that possible solutions considered region contains local 
minima and maxima. This is due to fact that when 
resulting magnetic field induction level minimizing in 
shielding space one point, induction level in another point 
increases due to under compensation or overcompensation 
of the original magnetic field. Therefore, to calculate 
vector game solution under consideration, it is advisable 
stochastic multi-agent particle swarm optimization (PSO) 
algorithms used [41]. 

To calculate vector games solutions of stochastic 
multi-agent heuristic optimization methods used causes 
certain difficulties, however, this direction continues to 
develop intensively using various heuristic techniques. 
For calculating original vector game solution (16) 
stochastic multi-agent PSO algorithm used based on set of 
particle swarms, number of which equal to number of 
components of vector game payoff (16).  

When calculating one single global solution to vector 
game (16) of scalar games solutions that are components of 
game vector (16) calculated using individual swarms. To 
calculate one single global solution to the vector game (16) 
individual swarms exchange information with each other 
during local games optimal solutions calculation. In contrast 
to works [36–38], at each swarm particle movement step 
binary preference functions of local solution obtained by 
one particle of swarm and global solution obtained by all 
swarms used [41]. This approach allows calculated solution 
that minimizes maximum resulting magnetic field induction 
level value for all considered shielding space points. 

PSO is a robust stochastic optimization method based 
on the motion and intelligence of swarms. In PSO, each 
individual is treated as a particle in the design space with 
position and velocity vectors that fly through the problem 
space following the current optimal particles. PSO is a 
population-based search algorithm. The advantages of PSO 
are that it is simple to implement and has few configurable 
parameters. PSO is initialized with a population of n 
random particles (solutions), which then searches for 
optima by updating generations. At each iteration, each 
particle is updated with the «best» solution (fitness) it has 
achieved so far, which is called «best». The other «best» 
solution, which is the global best solution achieved so far 
by any particle in the population, is called «gbest» [41]. 

The PSO algorithm is a gradient-free algorithm. The 
algorithm does not require the calculation of the gradient or 
the Hessian matrix of second derivatives. The PSO algorithm 
is actually an optimization algorithm based on random 
search. A significant advantage of the PSO algorithm is the 
ability to calculate the global extremum due to the exchange 
of information between individual particles during the search 
for local extrema using individual particles. In fact, the 
«particle swarm» is a widely used approach for searching for 
a global extremum with a multi-start. 

However, the main disadvantage of the PSO algorithm 
compared to deterministic optimization methods based on 
gradient methods is the relatively long computation time. 
This is, firstly, due to the search for one optimum using a 
swarm of particles, which increases the search time by 
approximately a number of times equal to the number of 
particles in the swarm. The search time especially increases 
when solving a vector optimization problem using multiple 
swarms of particles, the number of swarms is equal to the 
number of components of the vector objective function. 
Naturally, each component of the objective function 
calculated using a swarm of particles. 

Therefore, to speed up the calculation of the global 
optimum, it is advisable to use the PSO algorithm for a 
«rough» calculation of the position of the global optimum. 
It is advisable to calculate the refined position of the global 
optimum using deterministic algorithms based on gradient 
optimization methods, and possibly using the matrix of 
second derivatives – the Hessian matrix. 

The expediency of such an approach is also due to the 
fact, that in the region of the extremum, the components of 
the gradient vector of the objective function tend to zero. 
And although the PSO algorithm is formally a gradient-free 
optimization method and does not require calculating the 
gradient of the objective function, the speeds of particle 
movement in the PSO algorithm, which are determined 
based on a random search, actually play the role of the 
gradient components of the objective function. Naturally, in 
the region of the extremum, these speeds of particle 
movement, calculated based on a random search, also tend to 
zero, which determines the use of optimization algorithms 
based on the second derivatives – the Hessian matrix. 

Sequential Quadratic Programming (SQP) is one of 
the most successful methods for solving smooth nonlinear 
optimization problems with constraints. The two most 
significant features of this algorithm are the speed of 
convergence and accuracy. SQP finds the search direction 
using linear approximation of the constraints and quadratic 
approximation of the design objective functions.  

Let us consider the application of SQP method to 
solve this problem. This method is a combination of the 
Gauss-Newton method with determination of the direction 
of motion using the quasi-Newton algorithm. SQP is one of 
the most successful methods for solving smooth nonlinear 
constrained optimization problems. The two most 
significant features of this algorithm are the speed of 
convergence and accuracy. SQP finds the search direction 
using a linear approximation of the constraints and a 
quadratic approximation of the design objective functions. 
The solution procedure is based on formulating and solving 
a quadratic subproblem in each iteration. 

Let us first consider the minimization of the 
quadratic norm of L2, commonly called the unconstrained 
least squares problem 

    
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The gradient of this objective function can be 
represented as follows 
      xFxFxf  , (18) 

where       xfxfxF l ,...,1  is the Jacobian of this 
function and it is assumed that the components of the 
objective function can be differentiated twice. Then the 
matrix of second derivatives of the objective function – 
the Hesse matrix can be written as follows 
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        xBxFxFxf T 2 , (19) 
where 
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Then the iterative procedure for choosing the 
direction dk of movement using Newton’s method can be 
reduced to solving the linear system 

     02  kk xfdxf . (21) 
For the iterative finding of the vector of the sought 

parameters  
 kkkk dxx 1  (22) 
where a recurrent equation dk can be obtained in which is 
the solution to the optimization problem, and αk is the 
experimentally determined parameter. 

This algorithm uses the Gauss–Newton method, 
which is a traditional algorithm for solving the problem of 
the nonlinear least squares method, to calculate the 
direction dk of motion (22). In general, the Gauss–Newton 
method allows you to obtain a solution to the problem of 
sequential quadratic programming using only first-order 
derivatives, but in real situations it often cannot obtain a 
solution. Therefore, to improve convergence, second-
order methods are used, which use the matrix of second 
derivatives of the objective function – the Jacobian matrix 
when solving optimization problems without constraints. 
Second-order algorithms, compared with first-order 
methods, allow you to effectively obtain a solution in a 
region close to the optimal point, when the components of 
the gradient vector have sufficiently small values. 

The main problem of applying the SQP method is the 
need to use special methods to ensure negative eigenvalues 
when approximating the Hessian matrix in the case of 
alternative approaches. Currently, the Levenberg-
Marquardt algorithm is used for pseudo-inversion of the 
Hessian matrix (21). 

Minimax problems are widely used in robust control. 
If it is necessary to find the minimum for some variables 
and the maximum for other variables of the same objective 
function, then a necessary condition for the optimality of 
this minimax problem is that the gradient of the objective 
function is equal to zero for all variables, regardless of 
whether the objective function is minimized or maximized. 
When solving this minimax problem numerically, to find 
the direction of movement, it is necessary to use the 
components of the gradient of the objective function for 
those variables for which maximization is performed, and it 
is necessary to use the components of the antigradient (i.e., 
the gradient taken with the opposite sign) for those variables 
for which minimization is performed. 

Numerical solution of nonlinear programming 
problem (17) with constraints, with the exception of direct 
methods, involves the use of partial derivatives. 
Analytical expressions for derivatives (18) in the 
problems under consideration are usually impossible to 
obtain; therefore, derivatives are calculated using various 
schemes – a two-way scheme, a forward scheme, or a 
backward scheme, which are approximate numerical 
calculations of derivatives using difference schemes. 

Simulation results. Unlike works [13–18], in this 
work spatial location coordinates of contours for multi-
circuit passive screen calculated as multi-criteria zero-
sum game (16) solution for initial magnetic field 
electromagnetic hybrid active-passive shielded. In process 
combined active and multi-loop passive shielding system 

synthesis spatial location coordinates of 16 conductors for 
multi-circuit passive shield calculated. In addition, spatial 
location coordinates of two compensation windings, as 
well as currents and phases in these windings of active 
shielding system also calculated. 

Let us consider combined shield operation to 
magnetic field reduced in residential building located near 
power lines with wires triangular arrangement. Figure 3 
shows initial magnetic field induction distribution 
generated by power line with wires triangular arrangement. 

 
Fig. 3. Initial magnetic field induction distribution 

 

As can seen from Fig. 3, initial magnetic field 
induction level in shielding space is more than 4 times 
higher than sanitary standards for population safe living 
of 0.5 μT. 

Figure 4 shows resulting magnetic field induction 
distribution when a multi-circuit passive shield operating 
only. As can see from Figure 4, resulting magnetic field 
induction level decreased by approximately 1.3 times, but 
exceeds sanitary standards by approximately 3 times.  

 
Fig. 4. Resulting magnetic field when multi-circuit passive 

shield operating only 
 

Figure 5 shows the of the resulting magnetic field 
induction distribution when active shield with two 
compensating windings operating only. As can seen from 
Fig. 5, resulting magnetic field induction level decreased 
by approximately 8 times. 

 
Fig. 5. Resulting magnetic field when active shielding system 

with two windings operating only 
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Figure 6 shows resulting magnetic field induction 
distribution during hybrid shield operation. As can seen 
from Fig. 6, resulting magnetic field induction level 
decreased by approximately 8.3 times. At the same time, 
resulting magnetic field induction level in shielding space 
does not exceed 0.24 μT, which is more than two times 
less than induction level of industrial frequency magnetic 
field for population safe living. 

 
Fig. 6. Resulting field when hybrid shield working 

 

Moreover, in comparison with active shield operation 
only, when combined shield operating, initial magnetic 
field shielding effective occurs in significantly larger 
shielding space. 

Let us now consider resulting magnetic field 
induction distribution level along shielding space length 
based on three-dimensional magnetic field modeling. 

First, let’s consider resulting magnetic field three-
dimensional modeling results when multi-circuit passive 
shield operating only. Figure 7 shows the of magnetic 
field induction distribution along passive shield length for 
various coordinates along multi-circuit passive shield 
height and width. 
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Fig. 7. Resulting magnetic field distribution level along shielding 

space length when multi-circuit passive shield operating only 

As can seen from Fig. 7, shielding efficiency when 
multi-circuit passive shield using only remains almost 
constant along shield length and only slightly decreases at 
shielding area edges. 

Let us now consider three-dimensional modeling 
results of resulting magnetic field when active shield 
operating only. Figure 8 shows resulting magnetic field 
induction distribution along length for various coordinates 
along shielding space height and width. 
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Fig. 8. Resulting magnetic field level distribution along 
shielding space length when active shield operating only 

 

As can seen from Fig. 8, when active shield 
operating only in central part along shielding space 
length, resulting magnetic field induction level is in range 
0.22–0.42 μT. However, at shielding region edges, 
resulting magnetic field induction level increases by 
approximately 1.3–1.5 times to values of 0.27–0.7 µT. 

Let us now consider three-dimensional modeling results 
of resulting magnetic field during combined screen operation. 
Figure 9 shows resulting magnetic field induction distribution 
along length for various coordinates along shielding space 
height and width when combined shield operating. 

As can seen from Fig. 9, when combined shield 
operates in central part along shielding space length, 
resulting magnetic field induction level slightly reduced 
compared to induction level when active screen operating 
only. In addition, at shielding area edges, resulting 
magnetic field induction level increases slightly less 
compared to induction level when active shield operating 
only. Thus, with the help of combined shield, resulting 
magnetic field induction level reduced in significantly 
larger space compared to active shield operation only. 
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Fig. 9. Resulting magnetic field distribution level along 

shielding space length during combined screen operation 
 

Combined hybrid active and multi-loop passive 
shielding system experimental setup description. To 
conduct experimental studies combined shield experimental 
setup developed. All experimental studies carried out on the 
magnetodynamic measuring stand at the Anatolii 
Pidhornyi Institute of Power Machines and Systems of the 
National Academy of Sciences of Ukraine [42].  

 
Fig. 10. Multi-circuit 

passive shield 

Experimental setup contains 
single-circuit power line setup 
with «Triangle» type wires 
arrangement, two compensation 
windings of active shielding 
system and a multi-circuit 
electromagnetic shield made of 
aluminum rod with 8 mm 
diameter. Figure 10 shows an 
experimental installation of such 
multi-circuit passive shield. Two 
magnetic field sensors installed 
inside passive shield. 

As Fig. 11 shows, to implement two closed-loop 
control loops for two compensation windings of active 
shielding system with feedback on resulting magnetic field. 

During control loops adjusting process, these sensors 
axes seted in such way as to maximum magnetic field 
induction value measured generated by compensation winding 
of corresponding compensating channel. This magnetic field 

sensors axes installation makes it possible to minimize 
channels on each other influence when they work together. 

 

 
Fig. 11. Magnetometer installation diagram 

 

 
Fig. 12. Two compensating 
windings of active shielding 

system 

Two more magnetic field 
sensors installed inside 
passive shield, which axes 
directed parallel to 
coordinate axes. These two 
sensors used in system for 
resulting magnetic field 
space-time characteristics 
measuring. This measuring 
system used to control loops 
adjust of active shielding 
system of combined 
magnetic field shielding. 

Figure 12 shows two 
compensation windings of 
active shielding system. 

Figure 13 shows combined shielding control system. 
To measure resulting magnetic field inside shielding 
space a three-coordinate magnetometer type «TES 1394S 
triaxial ELF magnetic field meter» is used. 

 

 
Fig. 13. Combined shielding control system 

 

Experimental studies results. Let us consider 
experimental studies results of resulting magnetic field 
distribution dependences with combined multi-circuit 
electromagnetic shield consisting of two compensation 
windings of active shield and multi-circuit passive shield 
consisting of 16 circuits. 

Let us now consider of experimentally measured 
distribution level of resulting magnetic field induction 
along shielding space length based on three-dimensional 
modeling of magnetic field distribution. 

First, let us consider the experimentally measured 
results of resulting magnetic field when multi-circuit passive 
shield operating only. Figure 14 shows experimentally 
measured distributions of magnetic field induction along 
passive shield length for various coordinates along multi-
circuit passive shield height and width. 
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Fig. 14. Experimentally measured distributions of resulting 
magnetic field level along shielding space length when multi-

circuit passive shield operating only 
 

As can seen from Fig. 14, shielding efficiency when 
multi-circuit passive shield using only remains almost 
constant along shielding space length and only slightly 
decreases along shielding area edges, which corresponds 
to calculated magnetic field distributions shown in Fig. 6. 

Let us now consider experimentally measured values 
results of resulting magnetic field when active shield 
operating only. Figure 15 shows experimentally measured 
distributions of resulting magnetic field induction along 
length for various coordinates along shielding space 
height and width. 

As can seen from Fig. 15, when active shield 
operating only in central part along shielding space 
length, experimentally measured levels values of resulting 
magnetic field induction distribution coincide with 
calculated magnetic field distributions shown in Fig. 8 
with 20 % accuracy. 

Let us now consider experimentally measured 
distributions of resulting magnetic field during operation 
of combined active and multi-loop passive shielding 
system. Figure 16 shows experimentally measured 
distributions of resulting magnetic field induction along 
length for various coordinates along shielding space 
height and width during of the combined shield operation. 
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Fig. 15. Experimentally measured distributions of resulting 

magnetic field level along shielding space length when active 
shield operating only 

 
As can seen from Fig. 16, when combined shield 

operating, the experimentally measured induction levels 
values of resulting magnetic field distribution coincide 
with calculated magnetic field distributions shown in 
Fig. 9 with 20 % accuracy. 

Thus, based on three-dimensional modeling results 
and experimental studies, it has been established that with 
combined shield help resulting magnetic field induction 
level reduced in significantly larger space compared to 
active screen operation only. 

Conclusions. 
1. For the first time system synthesis methodology for 

robust combined active and multi-circuit passive shielding 
system to improve effectiveness of of industrial frequency 
magnetic field reduction in residential buildings space 
created by overhead power lines wires developed. 

2. Developed system synthesis methodology for 
robust combined electromagnetic active and multi-circuit 
passive shielding system synthesis based on vector game 
solution. Vector game payoff calculated by finite element 
calculations system COMSOL Muliphysics. Vector game 
solution calculated based on hybrid optimization 
algorithm, which globally explores synthesis search space 
using particle swarm optimization and gradient-based 
sequential quadratic programming to rapidly calculated 
optimum synthesis point from Pareto optimal solutions 
taking into account binary preferences relationships used. 
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Fig. 16. Experimentally measured distributions along of 

shielding space length of resulting magnetic field level during of 
the combined shield operation 

 

3. Performed theoretical studies results shown that 
shielding factor by only electromagnetic multi-circuit 
passive shield made from 1.5 mm thickness solid 
aluminum plate is about 2 units, only active shield made 
from winding form consisting of 20 turns is about 4 units. 
When combined electromagnetic passive and active shield 
used, shielding factor was more 10 units, which confirms 
its high efficiency, exceeding product shielding factors of 
passive and active shields. 

4. Performed experimental studies results confirmed 
modeling and theoretical studies results. Experimentally 
measured induction levels values of resulting magnetic 
field distribution coincide with calculated magnetic field 
distributions with 20 % accuracy. 

5. Practical used of developed combined active and 
multi-loop passive shielding system will allow magnetic 
field level reducing in residential building from phase 
wires triangular arrangement of overhead power lines to 
population safe level of 0.5 μT. 

6. In the future, it is necessary to implement such 
combined electromagnetic active and multi-circuit passive 
shielding systems to normalize the field in real residential 
building. 
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Fuzzy logic-based vector control of permanent magnet synchronous motor drives 
under inter-turn short-circuit fault conditions 
 

Introduction. Permanent magnet synchronous motors (PMSMs) are widely used in industrial and automotive applications due to their 
high efficiency and power density. Problem. However, their performance can be significantly affected by faults such as inter-turn short-
circuits faults (ITSCFs) in the stator windings. These faults introduce oscillations in rotor speed and electromagnetic torque, increase total 
harmonic distortion (THD), and degrade the overall reliability of the system drive. Conventional field-oriented control (FOC) methods, 
particularly, those employing PI controllers, often struggle to maintain stability under such fault conditions. Goal. This study aims to 
develop and evaluate a fuzzy logic-based control strategy to enhance the fault tolerance of PMSM drives under ITSCFs conditions. 
Methodology. To achieve this, a mathematical model of the PMSM is developed to represent both healthy and faulty operating states. This 
model is integrated into a vector control framework where two types of speed controllers are compared: a conventional PI controller and 
a fuzzy PI controller. The proposed fuzzy logic controller is implemented within the FOC scheme and evaluated through simulation. 
Results. Simulation results demonstrate that the fuzzy vector control approach significantly reduces rotor speed and electromagnetic 
torque ripples under both healthy and faulty conditions, while maintaining stable torque output and minimizing THD. It consistently 
outperforms the conventional PI controller. Scientific novelty. Unlike traditional FOC methods, this study introduces a fuzzy logic-
enhanced control strategy specifically designed to improve PMSM performance under fault conditions. The integration of fuzzy logic with 
vector control offers superior dynamic response and enhanced resilience. Practical value. The proposed approach improves the 
robustness and reliability of PMSM drives, particularly in fault-sensitive applications such as industrial automation and electric vehicles. 
This contributes to extended system lifespan and improved operational stability. References 26, tables 2, figures 13. 
Key words: permanent magnet synchronous motor, field-oriented control, inter-turn short-circuit, PI controller, fuzzy logic controller. 
 

Вступ. Синхронні двигуни з постійними магнітами (PMSMs) широко використовуються в промисловості та 
автомобілебудуванні завдяки своїй високій ефективності та питомій потужності. Проблема. Однак на їх продуктивність 
можуть суттєво впливати такі несправності, як міжвиткові короткі замикання (ITSCFs) в обмотках статора. Ці 
несправності призводять до коливань швидкості ротора та електромагнітного моменту, збільшують коефіцієнт гармонічних 
спотворень (THD) та знижують загальну надійність приводу системи. Традиційні методи управління з орієнтацією по полю 
(FOC), зокрема, з використанням ПІ-регуляторів, часто не забезпечують стійкість у таких умовах. Мета. Дане дослідження 
спрямоване на розробку та оцінку стратегії управління на основі нечіткої логіки для підвищення стійкості до відмови PMSMs в 
умовах ITSCFs. Методологія. Для досягнення цієї мети розроблено математичну модель PMSMs, яка описує як справні, так і 
несправні робочі стани. Ця модель інтегрована у систему векторного управління, де порівнюються два типи регуляторів 
швидкості: звичайний ПІ-регулятор та нечіткий ПІ-регулятор. Запропонований нечіткий логічний контролер реалізовано в 
рамках FOC схеми та оцінено за допомогою моделювання. Результати моделювання показують, що підхід з нечітким векторним 
управлінням значно знижує частоту обертання ротора і пульсації електромагнітного моменту як у справному, так і 
несправному стані, зберігаючи при цьому стабільний вихідний крутний момент і мінімізуючи сумарний THD. Він стабільно 
перевершує традиційний ПІ-регулятор. Наукова новизна. На відміну від традиційних FOC методів, це дослідження пропонує 
стратегію керування з покращеною нечіткою логікою, спеціально розроблену для покращення продуктивності PMSM в умовах 
несправності. Інтеграція нечіткої логіки з векторним управлінням забезпечує чудовий динамічний відгук та підвищену стійкість. 
Практична цінність. Пропонований підхід підвищує надійність та стійкість PMSMs, особливо у чутливих до відмов сферах, 
таких як промислова автоматика та електромобілі. Це сприяє збільшенню терміну служби системи та підвищенню 
експлуатаційної стабільності. Бібл. 26, табл. 2, рис. 13. 
Ключові слова: синхронний двигун з постійними магнітами, полеорієнтоване керування, міжвиткове замикання, 
ПІ-регулятор, нечіткий логічний регулятор. 
 

Introduction. Permanent magnet synchronous motors 
(PMSMs) have garnered significant attention in industrial 
applications, particularly in the traction and auxiliary 
machinery, due to their superior efficiency, high torque-to-
inertia ratio, and high power density [1–3]. However, during 
its operation, PMSMs are subjected to various stresses, 
including fluctuating power supply conditions, load 
variations, and thermal stresses on the stator winding that 
can lead to performance degradation and eventual failure. 
These effects are further accelerated when the motor is 
driven by inverter-based power systems [4, 5]. PMSM 
failures are typically classified into 3 categories: electrical, 
mechanical, and magnetic. Among these, stator inter-turn 
short-circuit faults (ITSCFs) are the most common electrical 
faults, accounting for approximately 30–40 % of all PMSM 
failures [6–8].  

ITSCFs create imbalances in the phase currents, 
leading to rotor speed oscillations, fluctuations in 
electromagnetic torque, increased total harmonic 
distortion (THD), and mechanical vibrations which can 
accelerate the degradation on both mechanical and 
electrical components. Therefore, early detection and real-
time compensation of these faults are critical for ensuring 
service continuity and enhancing motor longevity [2]. 

Several studies have been directed at fault detection 
and mitigation. For instance, authors [3] proposed a 
detection technique based on stator current analysis, while 
in [4] were utilized thermal sensors for fault 
identification. However, these methods primarily focus on 
fault detection rather than active compensation.  

Furthermore, traditional control strategies, such as 
field-oriented control (FOC) paired with conventional PI 
controllers, tend to perform poorly under fault conditions 
due to their limited adaptability to dynamic system 
changes [5]. Most modern industrial processes require 
speed drives with great performance, good steady-state 
accuracy, high overload capability over the whole speed 
range and robust operation. In fact, many control 
techniques have been developed to achieve high 
efficiency. Among these techniques, FOC allows PMSM 
to be controlled like an independently excited DC 
machine providing natural flux-torque decoupling and 
enabling a rapid torque response [9, 10]. 

The FOC structure with conventional PI controllers is 
widely preferred in many applications [10, 11]. However, 
due to their fixed proportional gain and integral time 



52 Electrical Engineering & Electromechanics, 2025, no. 6 

constant, the static and dynamic performance of PI 
controllers is significantly affected by parameter variations, 
load disturbances, and speed fluctuations. To overcome these 
limitations and improve the robustness of FOC, reducing its 
sensitivity to parametric variations, faults, and their effects, 
the implementation of modern and intelligent controllers has 
become more necessary [12, 13]. Recently, new control 
techniques for PMSM that are more competitive, able to 
surmount the nonlinearities and more robust were proposed 
in the literature such as adaptive control [13], fuzzy logic 
control [14–16], sliding mode control (SMC) [17, 18] and 
direct torque control (DTC) [19]. In most of these cited 
works, the PMSM models were considered without failures 
(healthy state). In [20] authors show guidelines for the search 
and choice of PMSM control strategies under different type 
of faults. They found that adaptive control based on the 
extended Kalman filter [21] is the best estimation system 
states, but a drawback complexity. SMC has been widely 
used for controlling nonlinear systems, providing excellent 
stability, robustness, and reliable performance even in the 
presence of uncertainties and external disturbances. Indeed, 
for the SMC as given in [22], the chattering phenomenon 
still remains the major problem of this method. On the other 
hand, various studies have shown that DTC offers several 
advantages over conventional FOC [19, 23]. However, DTC 
has notable drawbacks, including high flux and 
electromagnetic torque ripples, as well as variable switching 
frequency due to the use of hysteresis controllers [24]. To 
overcome these limitations, AI techniques, such as neural 
networks and fuzzy logic, have recently been introduced by 
researchers to enhance the performance of PMSM drive 
controllers [15–17]. The neural network technique offers 
high performance; however, it requires a training process, 
which can slow down the controller’s response. In contrast, 
fuzzy logic control is an intelligent strategy that emulates 
human decision-making [16, 17]. Fuzzy logic controllers 
(FLC) are particularly effective in handling systems with 
uncertainties or parameter variations. The performance of 
FLC can be tuned through its internal components, including 
fuzzy rules, fuzzification, and defuzzification blocks.  

Goal. The study aims to develop an advanced vector 
control strategy incorporating fuzzy logic to enhance fault 
tolerance in PMSM drives by replacing the conventional 
PI controller with a FLC. Instead, it relies on a set of 
linguistic rules derived from expert knowledge, allowing 
for adaptive and intelligent control. The primary objective 
is to evaluate the effectiveness of the FLC in terms of 
reducing torque and speed ripples while preserving 
overall system performance during fault conditions. 

To demonstrate the effectiveness of the proposed 
method, a comparative study between fuzzy FOC and 
conventional FOC is conducted under short-circuit fault 
conditions in various operating scenarios. Simulation 
results confirm the superiority of fuzzy control in terms of 
robustness and efficiency in handling ITSCFs. A 
mathematical fault model of a PMSM driven by a pulse 
width modulation (PWM) inverter is utilized to analyze 

various inter-turn fault conditions and severity levels. In 
an open-loop framework, the system’s basic behavior is 
observed. However, in a closed-loop configuration, the 
controller actively regulates the d-q currents, influencing 
the motor’s fault response [12].  

Modeling of PMSM under ITSCFs. Figure 1 shows 
the PMSM stator with an inter-turn fault, accounting for 
resistance, self-inductance, back electromotive force (EMF) 
and mutual inductance between faulty and healthy 
windings [25]. 

 
Fig. 1. PMSM stator with ITSCF in phase (as) 

 

ITSCF refers to a fault among 2 stator windings 
within the same phase. To model this fault the affected 
phase (as) is divided into 2 sub-windings, representing the 
healthy and faulty branches. ITSCF is represented by a 
resistance whose value varies based on fault severity [25, 
26]. As the fault resistance Rf approaches 0, the insulation 
failure progresses to a full inter-turn short-circuit. The 
fault current through Rf is denoted as if. To quantify the 
fault severity, a parameter µ is introduced, defined as the 
ratio of short-circuited turns Nf to the total number of 
turns in a phase Ns. Fault severity is characterized by 2 
key parameters – the short-circuit percentage µ and the 
resistance (Rf). The resistances of healthy and faulty 
sections of the stator winding are: 
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To model the PMSM drive, the following assumptions 
are made: no magnetic saturation, negligible temperature 
effects, sinusoidal flux and magnetomotive force distribution, 
and the exclusion of higher harmonics [10]. Additionally, the 
following relationships are generally recognized: 
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In general, the stator phases are connected in a star 
configuration, ensuring that: ias+ibs+ics=0. Under these 
conditions, the homopolar current component is 0, and the 
phase currents are limited solely by the cyclic inductance: 
Ls=L–M. Consequently, the voltage equations of PMSM 
with an ITSCF in phase (as), as shown in Fig. 1, can be 
expressed in the (abcf) reference frame as follows: 
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where Rs, Ls are the resistance and self-inductance of 
healthy stator phase windings with Ras=Rbs=Rcs=Rs; 

Ras2, Las2 are the resistance and self-inductance of the 
faulty sub-coil (as2); Ma1a2, Ma2b, Ma2c are the mutual 
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inductances between sub-coil (as1) and coils (as2), (bs), 
and (cs), respectively; Ma1b, Ma1c are the mutual 
inductance between sub-coil (as1) and coils (bs) and (cs); 
Mab is the mutual inductance between coils (as) and (bs).  

Thus, (3) can be expressed in a more compact form: 

          abcfabcfsabcfsabcf EiLiRV 
td
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where [Vabcf], [iabcf], [Eabcf] are the stator voltage, current 
and back-EMF vectors, respectively. 

Based on the power conservation principle, the 
electromagnetic torque under a short-circuit fault is given as: 
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The motor’s dynamic behavior is described by the 
following mechanical equation: 

t
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where f is the friction coefficient; J is the rotor moment of 
inertia; CL is the load torque; Ω is the rotor’s mechanical 
speed. Identifying the inductances of a faulty motor is 
crucial, as they contain essential fault-related information. 
Two methods are employed to determine the faulty 
inductances of a PMSM by applying a simple percentage 
adjustment to the parameters of the healthy state [26].  

In this study we adopt a method where the self-
inductances of the faulty and healthy winding (as1, as2) 
are proportional to the square of the number of shorted 
turns. Additionally, the mutual inductance depends on the 
turn count of both sections [25]: 
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where μ is the fraction of shorted turns. 
Since the PMSM model is a multi-variable, non-

linear and strongly coupled system. Hence, to surmount 
this difficulty and to obtain a model similar to that of the 
separately DC machine, the most popular control strategy 
of PMSM named FOC was established. 

Proposed method. This approach involves replacing 
the conventional PI controller with a FLC in the FOC 
scheme for a PMSM drive, aiming to enhance performance 
under short-circuit faults in various operating conditions. 
FOC is the most used technique to drive the PMSM; it is 
based on the use of a transformation that takes machine’s 
electrical variables from (abc) stationary referential into 
(d-q) rotating referential with the flux vector. 
Consequently, this makes it possible to control the flux 
with the stator current id, while, the component iq allows to 
control the electromagnetic torque [9, 10]. When id=0, the 
relationship between Cem and iq becomes linear, and PMSM 
will be equivalent to a DC motor with separate excitation. 
As shown in Fig. 2, FOC can achieve closed-loop speed 
control. The speed PI controller generates reference 
quadrature current iq

*, or reference of the output torque: 

fqem piC *5.1 ,                          (8) 

where f is the permanent magnet flux; p is the number of 
pole pairs of the motor. 

To generate gating signals for the inverter, PWM is 
applied to produce the reference signals. Figure 2 shows the 
block diagram of the FOC for PMSM drive under ITSCF. 

 
Fig. 2. Block diagram of the FOC for PMSM under faults 

 

Classical PI speed controller. The PI controller is a 
feedback control loop method which is widely used in 
control systems in industries [13, 14]. It is defined by the 
following action law: 

  tkki rirpq d)()( ***  ,               (9) 

where kp, ki are the PI parameters which represent gains 
determined by pole placement method. 

Fuzzy PI speed controller. Note that conventional 
PI controllers have certain limitations, such as overshoot 
and undershoot in the response, particularly when the 
system is affected by unknown nonlinearities [15, 16]. On 
the other hand, FLCs are able to overcome these 
disadvantages. Similar to human reasoning, FLC handles 
imprecise information through 3 steps: fuzzification, 
inference and defuzzification. Fuzzification converts crisp 
values into fuzzy values using membership functions. 
Inference applies rules to link inputs and outputs, while 
defuzzification converts the fuzzy output back to a crisp 
value. Figure 3 gives the whole framework of the FOC 
method containing 3 regulators, 2 conventional PI for the 
currents id and iq (inner loops) and 1 regulator for the 
speed (outer loop). The proposed fuzzy PI speed controller 
is of Mamdani type with 3 linguistic variables: 2 inputs 
(error e and its variation de) and 1 output (control action 
current iq

*). The error speed e and its change de are: 
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In Fig. 3 gains ke, kde are scaling factors used to 
adjust controller input values for best performances. 

 
Fig. 3. Block framework of the fuzzy PI controller 

 

The fuzzy PI control law is expressed as: 
)()1()( kdukkuku u ,                (11) 

where ku is the control gain.  
Each linguistic variable’s universe of discourse is 

divided into 7 fuzzy subsets, defined by the following 
membership functions (Fig. 4): NB (Negative Big); NM 
(Negative Medium); NS (Negative Small); ZE (Zero); PS 
(Positive Small); PM (Positive Medium); PB (Positive Big). 
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Fig. 4. Inputs and output FLC membership functions 

 

Controller fuzzy rules are given in Table 1. Used 
rules have the following If-Then form:  

R(l): if e is Al, and de is Bl, Then iq
* is Cl, 

where (l) is the rule number; Al, Bl are input membership 
functions; Cl is the output membership function. 

Defuzzification process is based on the popular 
centre of gravity method. 

Table 1 
Speed fuzzy controller rules 

  de 
e 

NB NM NS ZE PS PM PB 

NB NB NB NB NM NS NS ZE 
NM NB NM NM NM NS ZE PS 
NS NB NM NS NS ZE PS PM 
ZE NB NM NS ZE PS PM PB 
PS NS NS ZE PS PS PM PB 
PM NS ZE PS PM PM PM PB 
PB ZE PS PS PM PB PB PB 

 

Simulation and results. All results presented here are 
based on the assumption that the fault parameters  and Rf are 
known. The simulations are performed in MATLAB/Simulink 
environment. The nominal parameters of the PMSM used in 
this study are listed in Table 2. To analyze the motor’s 
behavior under an inter-turn fault in the stator winding, both 
healthy and faulty operating conditions were considered. 

Table 2 
Parameters of PMSM used in simulation 

Components Value
Number of pole pairs, p 8 
Number of winding turns /slot, Ns 40 
Rated power, Pn, kW 5 
Rated current, In, A 19 
Stator resistance/phase, Rs, Ω 0.44 
Stator inductance/phase, Ls, mH 2.82 
Synchronous speed, Ωs, rpm 1000 
Magnetic flux, f, Wb 0.108
Moment of inertia, J, kgm2 0.0006
Friction coefficient, f, Nms/rad 0.007
Nominal torque, Cn, Nm 10 

 

PMSM in healthy case. In this section, the 
performances of the vector control drive of PMSM, under 
healthy conditions are tested. In Fig. 5, 6 the rotor speed, 
the electromagnetic torque and the stator phase currents in 
the Park’s frame for the healthy PMSM associated to the 
FOC with both classical PI and fuzzy PI speed controllers 
are respectively presented. The vector control robustness 
is tested under the application of a load torque at t=0.15 s 
followed by an application of a reversing speed from 100 
rad/s to –100 rad/s at time t=0.25 s. It can be seen that 
obtained results with the classic PI speed regulator are 
almost similar to those obtained by the fuzzy PI regulator, 
but with a slight superiority of the later in terms of 
response time and load disturbance rejection. In addition, 
the three phase stator currents in (abc) reference frame as 
shown in Fig. 5,a and Fig. 6,a are balanced and sinusoidal. 
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Fig. 5. Simulation results with classical PI speed controller 

in healthy case: a) stator phase currents; b) rotor speed; 
c) electromagnetic torque 
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Fig. 6. Simulation results with fuzzy PI speed controller 
in healthy case: a) stator phase currents; b) rotor speed; 

c) electromagnetic torque 
 

PMSM in faulty case. In this case, we will consider the 
FOC comportment of the PMSM drive with the presence of 
ITSCF. We test the robustness with the application of a load 
torque of 10 Nm at t=0.15 s followed by a speed reversing 
from 100 rad/s to –100 rad/s at time t=0.25 s as shown in 
Fig. 7,b,c and Fig. 8,b,c. Consider that the phase (as) is 
affected by a short-circuit fault introduced at t=0.4 s with 
μ=20 %, which corresponds to 32 turns out of 160 being 
faulty. The resistance Rf is fixed to 0.1 Ω. As shown in 
Fig. 7,a and Fig. 8,a the current magnitude in the faulty phase 
(as) is higher compared to the other healthy phases (bs, cs) and 
the unbalance of the phase currents becomes more important. 
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Fig. 7. Simulation results with classical PI speed controller 

(µ=20 % and Rf=0.1 Ω): a) three phase stator currents; 
b) rotor speed; c) electromagnetic torque 
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Fig. 8. Simulation results with fuzzy PI speed controller 
(µ=20 % and Rf=0.1 Ω): a) three phase stator currents; 

b) rotor speed; c) electromagnetic torque 
 

Comparison and discussion. Figures 9, 10 show the 
rotor speed and electromagnetic torque for a healthy 
PMSM. For the fuzzy PI controller, the ripples magnitude 
is smaller compared to that obtained with the conventional 
PI controller. In what follows, and for comparison 
purposes, consider that the phase (as) is now affected by a 
short-circuit fault introduced at t=0.4 s with μ=50 %, which 
corresponds to 80 turns out of 160 being faulty. 

 

t, s

, rad/s 

 
Fig. 9. Rotor speed of healthy PMSM 
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t, s
 

Fig. 10. Electromagnetic torque of healthy PMSM 

Figures 11, 12 show the rotor speed and the 
electromagnetic torque, in which we note that the ripples 
increase significantly when µ increases to 50 % ITSCF 
with the fault resistance Rf=0.1 Ω. Comparing the classic 
PI controller with the fuzzy controller, we see that: 1) fuzzy 
control reduces efficiently ripples magnitude while utilizing 
the defective phase to maintain maximum torque capacity; 
2) provides faster responses and more efficient load 
disturbance rejection in both cases, healthy and faulty ones. 
This control can be used in a situation where the fault 
severity is estimated to be safe to keep the motor running. 
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Fig. 11. Rotor speed of PMSM under short-circuit fault 

(µ=50 % and Rf =0.1 Ω) 
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Fig. 12. Electromagnetic torque for PMSM under short-circuit 

fault (µ=50 % and Rf=0.1 Ω) 
 

Figure 13 shows the rotor speed and electromagnetic 
torque spectra using MATLAB’s fast Fourier transform 
(FFT) toolbox to analyze frequency components and THD.  
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Fig. 13. Frequency analysis under ITSCF conditions in the fuzzy 

vector control (Rf=0.1 Ω and μ=50 %): a) rotor speed spectral 
analysis; b) electromagnetic torque spectral analysis 

 

Under ITSCF conditions, harmonic frequencies appear, 
and their amplitude increases with the severity of the fault. 
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The results show that the fuzzy controller is more robust than 
the classical PI, exhibiting fewer ripples and lower THD. 

Conclusions. In this study, the PMSM model, 
incorporating ITSCF in the stator winding, was integrate 
with vector control in a closed loop scheme using 2 types 
of controllers. The simulation results confirmed the 
superiority of the fuzzy PI controller over the conventional 
PI, especially in the presence of an ITSCF. Fuzzy logic 
based vector control ensures a high-quality dynamic 
response and robust control under load torque disturbances, 
speed reversals, and stator short faults. In addition, the FLC 
provides excellent dynamic and steady state responses for 
torque and motor speed, with reduced ripple content that 
can accelerate stator winding degradation. This advantage 
extends the winding’s lifespan and enhances the predictive 
diagnosis of turn damage. In conclusion, it can be seen that 
our approach based on the FLC provides better results than 
the conventional method and makes the system much more 
robust to faults. In fact, the proposed scheme has the 
capability to reduce significantly the torque ripples and the 
fluctuations in the rotor speed. So, the controller does not 
just perform control tasks, but is also able to maintain 
protection when faults happening in the system and can be 
easily adapted to changes in machine parameters.  
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New adaptive modified perturb and observe algorithm for maximum power point tracking 
in photovoltaic systems with interleaved boost converter 
 

Introduction. In recent years, maximum power point tracking (MPPT) has become a critical component in photovoltaic (PV) systems to 
ensure maximum energy harvesting under varying irradiance and temperature conditions. Among the most common algorithms, perturb and 
observe (P&O) and incremental conductance (IC) are widely adopted due to their simplicity and effectiveness. Problem. Conventional P&O 
suffers from steady-state oscillations and slow dynamic response, while IC requires higher computational complexity and loses accuracy 
under rapidly changing conditions. These drawbacks limit overall tracking efficiency and system reliability. The goal of this work is the 
development and evaluation of a novel adaptive modified perturb and observe (AM-P&O) algorithm for a PV system with an interleaved 
boost converter. The proposed method dynamically adjusts the perturbation step size to achieve faster convergence and lessen steady-state 
oscillations to enhance tracking efficiency. Its performance is assessed through simulation with varying irradiance. It is then compared to 
traditional methods (P&O and IC) using quantitative metrics such as convergence time, oscillation magnitude, tracking efficiency, and 
computational cost. Methodology. The AM-P&O algorithm introduces an adaptive step size adjustment strategy, in which the perturbation 
magnitude is dynamically tuned according to the slope of the PV power-voltage curve. A detailed PV system and converter model was 
developed in MATLAB/Simulink, and simulations were performed under varying irradiance conditions. Performance metrics include 
tracking efficiency, convergence time, steady-state oscillation amplitude, and computational complexity. Results. The proposed AM-P&O 
achieves a better tracking, reduces convergence time by approximately 35 %, and decreases steady-state oscillations by nearly 90 % 
compared to conventional P&O. Under fast irradiance variations, the AM-P&O also demonstrates superior dynamic performance with 
lower computational burden compared to IC. Scientific novelty of this work lies in the adaptive perturbation mechanism, which balances 
fast convergence and reduced oscillations without increasing algorithmic complexity. Practical value. The AM-P&O provides a practical 
MPPT solution for PV systems, ensuring higher energy yield and improved stability in real-world applications, thereby supporting more 
efficient renewable energy integration into power networks. References 32, tables 8, figures 8. 
Key words: photovoltaic system, maximum power point tracking, adaptive step size, modified perturb and observe algorithm, 
interleaved DC- DC converter, tracking efficiency. 
 
Вступ. В останні роки відстеження точки максимальної потужності (MPPT) стало критично важливим компонентом у 
фотоелектричних (PV) системах для забезпечення максимального збору енергії в умовах змінних освітленості і температури. 
Серед найбільш поширених алгоритмів, що широко застосовуються завдяки своїй простоті та ефективності, є алгоритми 
збурення і спостереження (P&O) і збільшення провідності (IC). Проблема. Звичайний P&O схильний до коливань і повільного 
динамічного відгуку, в той час як IC вимагає більш високої обчислювальної складності і втрачає точність при швидко мінливих 
умовах. Ці недоліки обмежують загальну ефективність відстеження та надійність системи. Метою даної роботи є розробка 
та оцінка нового адаптивного модифікованого алгоритму збурення і спостереження (AM-P&O) для PV системи з підвищуючим 
перетворювачем з чергуванням. Запропонований метод динамічно регулює розмір кроку збурення для досягнення більш швидкої 
збіжності і зменшення усталених коливань для підвищення ефективності відстеження. Його продуктивність оцінюється 
шляхом моделювання зі змінною освітленістю. Також він порівнюється з традиційними методами (P&O та IC) з використанням 
кількісних метрик, таких як час збіжності, амплітуда коливань, ефективність відстеження та обчислювальні витрати. 
Методологія. Алгоритм AM-P&O пропонує стратегію адаптивного регулювання розміру кроку, в якій амплітуда збурення 
динамічно налаштовується відповідно до нахилу кривої потужності-напруги PV системи. Детальна модель PV системи та 
перетворювача розроблена в MATLAB/Simulink, а моделювання виконано в умовах змінної освітленості. Метрики продуктивності 
включають ефективність відстеження, час збіжності, амплітуду коливань і обчислювальну складність. Результати. 
Запропонований AM-P&O досягає кращого відстеження, скорочує час збіжності приблизно на 35 % і зменшує усталені коливання 
майже на 90 % у порівнянні з традиційним P&O. При швидких змінах освітленості AM-P&O також демонструє високі динамічні 
характеристики з меншим обчислювальним навантаженням у порівнянні з IC. Наукова новизна роботи полягає у механізмі 
адаптивного збурення, який забезпечує баланс між швидкою збіжністю та зниженням коливань без збільшення складності 
алгоритму. Практична значимість. AM-P&O пропонує практичне рішення MPPT для PV систем, забезпечуючи більше 
вироблення енергії та покращену стабільність у реальних умовах експлуатації, сприяючи ефективнішій інтеграції відновлюваних 
джерел енергії в енергомережу. Бібл. 32, табл. 8, рис. 8. 
Ключові слова: фотоелектрична система, відстеження точки максимальної потужності, адаптивний розмір кроку, 
модифікований алгоритм збурення та спостереження, DC-DC перетворювач з чергуванням, ефективність відстеження. 
 

Introduction. Photovoltaic (PV) technology has 
seen rapid deployment worldwide as a cost effective, 
modular source of low carbon electricity. However, their 
output is nonlinear and strongly sensitive to 
environmental factors (irradiance, temperature, etc.) and 
operating conditions (partial shading, etc.) so the 
maximum power point tracking (MPPT) is vital but 
requires a robust, fast and low cost MPPT solution to 
improve MPPT energy yield [1–4]. 

Classical MPPT techniques such as perturb & observe 
(P&O) and incremental conductance (IC) remain widely 
used because of their simplicity and low implementation 
cost. Nonetheless they exhibit limitations, for example 
P&O tends to oscillate around the maximum power point 
(MPP) in steady state and can be misled by varying 

environmental conditions, while IC depends strongly on 
step size selection. These limitations introduced new 
concepts as variable/adaptive step-size schemes, hybrid 
methods, and occasional global search strategies to handle 
PV curves under partial shading [5–10]. 

Partial shading and module mismatch can cause the PV 
characteristics to have multiple local maxima which mislead 
the conventional MPPT techniques. To address this and the 
conventional techniques limitations, researchers proposed 
two broad directions. The first was to make them more 
adaptive (variable step-size, prediction/estimation, 
constrained search windows) so they remain lightweight yet 
dynamic, while the second was to incorporate occasional or 
hybrid global optimizers (particle swarm optimization 
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(PSO), grey wolf optimization (GWO), teaching learning 
based optimization etc.) that combine fast local search with 
less-frequent global exploration. Hybrid and metaheuristic 
approaches improve the global MPP (GMPP) at the cost of 
higher computational resources and complexity [3, 7]. 

Despite these efforts, a clear gap remains between 
simple low-cost controllers and advanced computationally 
intensive solutions. Many adaptive MPPT techniques either 
increase algorithmic complexity (difficult for low-cost 
microcontrollers) or still suffer from oscillations and delayed 
convergence under rapid irradiance fluctuations [6, 8, 11]. 

Discussion in light of recent literature (2020–2025). 
MPPT algorithms are evaluated primarily by their 
tracking efficiency and convergence time [12, 13]. 
Contemporary literature (2020–2025) shows that 
advanced AI-based methods typically achieve tracking 
efficiencies ~99 %, with very fast convergence, 
outperforming conventional methods [12, 13]. However, 
classical methods (like P&O and IC) remain popular for 
their simplicity and low implementation cost [12, 14]. In 
practice, the choice of MPPT involves trade-offs among 
efficiency, speed, complexity, and robustness to changing 
conditions (irradiance, shading, temperature) [12, 14]. 

P&O and IC are widely used «baseline» MPPT 
methods due to their simplicity and minimal sensor 
requirements [13, 14]. P&O works by perturbing the PV 
operating point and observing power changes. It is easy to 
implement but inherently oscillates around the MPP [13]. 
IC compares incremental and instantaneous conductance 
to decide the direction of tracking; it achieves smoother 
convergence and lower steady-state ripple than P&O 
which makes it a better choice [13, 15]. 

Empirical studies highlight these differences. For 
example, under varying irradiance (250–1000 W/m2), 
authors [15] found that IC reached ~98.7 % tracking 
efficiency with a 0.15 s convergence, versus ~95.2 % for 
P&O. IC also yielded much smaller power ripple (~1.2 kW 
vs. 3.8 kW) [15]. In general, P&O tends to overshoot and 
oscillate around the MPP, resulting in longer settling times, 
while IC responds more smoothly [13, 15]. Under uniform 
insolation both work reasonably, but under partial shading 
their limitations become severe: they often lock onto a local 
maximum rather than the GMPP, causing large energy 
losses (up to ~70 %) [10, 13]. 

To mitigate oscillations and improve speed, many 
adaptive or variable-step versions of P&O and IC have 
been proposed. These algorithms dynamically adjust the 
perturbation step based on PV conditions. For example, 
authors [5] introduced a variable-step P&O that uses 
multiple step sizes; simulations showed it reduced power 
ripple by ~80 % and cut response time by ~30 % compared 
to fixed-step P&O. Similarly, authors [3, 16] developed a 
4-segment variable-step IC by dividing the I–V curve into 
regions with optimized steps, it eliminated steady-state 
oscillation and greatly accelerated tracking under rapidly 
changing irradiance. 

These adaptive schemes retain the basic simplicity 
of classical methods but add computational overhead for 
step-size logic. In practice, they offer faster convergence 
and lower ripple than their fixed-step counterparts while 
maintaining comparable steady-state efficiency. For 
instance, the improved IC was shown to achieve no 
oscillation and improved energy extraction under dynamic 
irradiance [3, 17]. 

AI-based (artificial neural network (ANN), fuzzy logic) 
and metaheuristic (PSO, GWO, whale optimization 
algorithm (WOA)) approaches use global-search or learning 
to overcome classical limits. These methods typically 
achieve very high tracking efficiency (often ≥97 %) and can 
handle multiple maxima, but they incur higher complexity 
and require more computation or training. Recent reviews 
report that AI and metaheuristic MPPTs routinely reach 
~99 % of theoretical power [12, 18]. 

For example, a neural-network MPPT was shown to 
reach ~99.7 % efficiency on clear days (99.3 % on 
overcast), with much lower steady-state error and faster 
transient response than P&O or IC [18]. Fuzzy-logic 
controllers also perform strongly; a recent hybrid fuzzy-
IC MPPT achieved ~97.7 % average efficiency and a 
convergence time of only 53.5 ms, outperforming 
conventional and other hybrid techniques [19]. 
Metaheuristics further push these metrics: WOA/GWO 
achieved ~98.9 % efficiency in simulation and 
measurement [20], and a chimp optimization algorithm 
reached ~99.63 % efficiency under shading [14]. 

However, these gains come at cost. AI and 
metaheuristic methods are computationally intensive: 
ANNs require off-line training and embedded hardware, 
fuzzy controllers need rule-tuning, and swarm algorithms 
iterate many function evaluations. Authors [12] note that 
classical methods have low computational cost while AI 
methods «demand more complex hardware/software». In 
terms of dynamic performance, metaheuristics may 
converge slower (~0.65 s for WOA in one study [21], 
versus <<0.1 s for some fast techniques) but they excel at 
finding the global optimum under variable conditions. 

Hybrid methods combine the strengths of global 
optimization and local tracking. A common pattern is 
using a metaheuristic or AI for coarse tracking and a fast 
local method for fine adjustment. These techniques aim to 
achieve near-optimal efficiency with accelerated 
convergence. For instance, authors [19] proposed a 
P&O+PSO hybrid: it attained ~2 % higher efficiency than 
pure P&O (and a 0.2 ms faster convergence) under 
shading conditions. In [18] authors achieved by fuzzy-IC 
hybrid 97.7 % efficiency with only 53 ms settling time. 
Similarly, a modified hybrid predictive control and 
adaptive P&O (MPC+P&O) controller improved P&O’s 
response by ~35 % and reduced overshoot by 28 % [13]. 

GWO/PSO hybrids exemplify this trade-off: 
authors’ GWO–PSO method used GWO for exploration 
and PSO for exploitation. It required only two tuning 
parameters and converged quickly to the GMPP 
independently of initial conditions [15], outperforming 
standalone PSO or GWO. In general, global-local hybrids 
can achieve tracking efficiencies ≳98 % with fast 
convergence times, at the expense of doubled algorithmic 
complexity (and tuning of both components). 

The recent literature (2020–2025) shows a clear 
hierarchy classical MPPTs are simple and low-cost but 
oscillatory and vulnerable to shading; adaptive classical 
methods improve dynamic behavior with modest 
complexity; intelligent/metaheuristic algorithms achieve 
very high efficiency and robust shading performance but 
are computationally demanding; and hybrid strategies 
combine global search with fast local refinement to 
optimize both convergence and accuracy. The choice 



Electrical Engineering & Electromechanics, 2025, no. 6 59 

depends on application priorities: if simplicity and low cost 
dominate, classical or adaptive methods suffice; if maximal 
energy yield under complex conditions is needed, modern 
AI or hybrid schemes are preferable [12, 15]. 

Problem statement. Although many MPPT 
approaches have been proposed, practical PV systems 
impose the following challenges that are not fully solved 
by conventional P&O or IC: 

 Rapid irradiance changes shift the MPP quickly fixed-
step algorithms either fail to converge fast enough or 
produce large steady-state oscillations [5, 11]. 

 Under partial shading multiple local maxima appear 
simple hill-climbing techniques can be trapped in local 
MPPs. Global or hybrid searches can find the GMPP but 
add complexity and runtime overhead [3, 7]. 

 There is no universal optimally methods. Methods 
that maximize speed often increase oscillation or 
computational effort [2, 9]. 

The goal of the work is the development and 
evaluation of a novel adaptive modified perturb and 
observe (AM-P&O) algorithm for a PV system with an 
interleaved boost converter (IBC). 

The proposed method dynamically adjusts the 
perturbation step size to achieve faster convergence and 
lessen steady-state oscillations to enhance tracking 
efficiency. Its performance is assessed through simulation 
with varying irradiance. It is then compared to traditional 
methods (P&O and IC) using quantitative metrics such as 
convergence time, oscillation magnitude, tracking 
efficiency, and computational cost. 

Materials and methods. The AM-P&O algorithm 
was implemented in MATLAB/Simulink. A standard PV 
module model was used under dynamic irradiance 
conditions to evaluate the algorithm’s response to rapid 
changes in solar input. The performance of AM-P&O was 
compared to conventional P&O and IC using tracking 
efficiency, convergence time, and steady-state oscillation 
as quantitative metrics. Simulations were conducted using 
continuous, variable sampling. 

PV system modeling. PV cell can be represented by an 
equivalent electrical circuit that models its non-linear I-V 
characteristics under different irradiance G and temperature 
T conditions. The most widely used representation is the 
single-diode model [21] (Fig. 1). It is adopted for its balance 
between accuracy and simplicity. While the double-diode 
model offers improved accuracy, it requires additional 
parameters that are rarely found in datasheet (diffusion and 
recombination diode reverse saturation current, diffusion and 
recombination diode ideality factor) and increases 
computational complexity. 
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Fig. 1. PV cell single-diode equivalent model  

 

The output current I of a single-diode model is: 
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where Iph is the photocurrent; I0 is the diode reverse 
saturation current; Rs, Rsh are the series and shunt 

resistances; n is the diode ideality factor; q is the electron 
charge; k is the Boltzmann constant; T is the temperature. 

The photocurrent Iph depends linearly on solar 
irradiance G and is affected by temperature T: 
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where G is the incident irradiance; Gref is the reference 
irradiance (often 1000 W/m2), α is the temperature 
coefficient of the current; Tref is the reference temperature; 
Isc,ref is the short-circuit current under reference conditions. 

The diode reverse saturation current I0 varies 
exponentially with temperature as: 
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where I0,ref is the reference current; Eg is the 
semiconductor band-gap energy. 

Power converter modeling. The converter used is an 
IBC due to its ability to handle high input currents, reduce 
current ripple, and improve overall efficiency. It consists of 
multiple boost converters in parallel interleaved in operation 
with a phase shift (180° for two-phase IBC) (Fig. 2). The 
interleaving reduces input current ripple thus minimizes stress 
on the PV module and lower electromagnetic interference. 
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Fig. 2. Two-phase IBC circuit 

 

The two-phase IBC [22] used in this work comprises: 
two inductors L1, L2 one per phase; two controlled switches 
S1, S2 (typically MOSFETs or IGBTs); two diodes VD1, 
VD2; an output capacitor C; a load resistance RL. We can 
arrive to the following result after using state space 
representation and using the state space averaging technique: 
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where X is the state vector; Y is the output vector; Cout is 
the output matrix; iL1, iL2 are the inductor currents; V0 is 
the output voltage; Vin is the input voltage; R is the load 
resistance; L1, L2 are the inductance of both phases of the 
IBC; D is the duty cycle; C is the output capacitance. 

The system consists of a PV panel connected to a 
two-phase IBC (Fig. 3). The PV voltage and current are 
measured and sent to the control block, which runs the 
MPPT algorithm. Based on these values, the control 
generates a duty ratio that drives the IBC to regulate the 
output and deliver maximum power to the load. 
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Fig. 3. System 
configuration schema

 
 

MPPT algorithms. For decades, researchers have 
focused on extracting the most power from PV systems, 
resulting in a wide range of MPPT techniques. These 
range from traditional methods (for example, P&O, IC 
and hill climbing) to more modern approaches like as 
fuzzy logic, neural networks, PSO and genetic algorithms. 
P&O is the most widely used MPPT technique due to its 
simplicity and low cost to implement. It perturbs the 
operating point of the PV and observes the power if 
power increases, perturbation continues in the same 
direction; if it decreases, the direction reverses. 

It does however display oscillations around the MPP 
in steady state and can fail under rapidly changing 
irradiance. Furthermore, the fixed step size creates a 
trade-off , big step size allow for faster tracking but 
increased power loss due to oscillations while tiny step 
size reduce oscillations but hinder convergences. 

Principle of operation of P&O. P&O is based on 
an iterative process that continuously adjusts the duty 
cycle of the DC-DC converter to extract the maximum 
amount of power possible from a PV [23]. 

The algorithm measures the new power and 
compares it to the last value. If power increases it 
continues perturbing in the same direction. If it decreases 
it perturbs in the opposite direction (see Table 1). 

Table 1  
Power voltage cases for P&O algorithm 

ΔP ΔV Action 
> 0 > 0 Increase voltage 
> 0 < 0 Decrease voltage 
< 0 > 0 Decrease voltage 
< 0 < 0 Increase voltage 

 

Principle of operation of IC. Its an algorithm that 
improves upon the conventional P&O by directly analyzing 
the slope of the power voltage curve of a PV panel. The core 
idea is that the derivative dP/dV is 0 at MPP, positive to the 
left and negative to the right. Unlike P&O which only 
observes the power, IC attempts to mathematically determine 
whether the current operating point is to the left or right of 
the MPP using both instantaneous and IC [24] (Table 2). Let: 

               P = IV;   (8);            dP/dV = I + V(dI/dV);   (9) 
For: 

 dP/dV = 0;   (10)               dI/dV = –I/V,   (11) 
where I is the PV current; V is the PV voltage; P is the PV power. 

Table 2 
IC principle 

Condition Action 
ΔV  0 and ΔI / ΔV = –I / V Stay at MPP 

ΔV  0 and ΔI / ΔV > –I / V Increase voltage 

ΔV  0 and ΔI / ΔV < –I / V Decrease voltage 

ΔV = 0 
If ΔI=0: stay at MPP; 

if ΔI  0: perturb 
 

Proposed modified P&O algorithm. To overcome the 
trade-off due to the step size seen in traditional P&O and IC, 
an adaptive step-size strategy is introduced, in which it 
dynamically adjusts based on the P-V curve and rate of change 
of power. Algorithm description is next (Table 3). Let: 
1 = P(k) – P(k–1); (12) 2 = V(k) – V(k–1). (13)

Adaptive step size: 
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where P is the PV power; V is the PV voltage; αmax is the 

maximum perturbation step, μ is the sensitivity coefficient 
(in this article we took μ=0.01); Δ1, Δ2 are the difference 
of power and voltage. 

Table 3 
Power voltage cases for novel modified P&O algorithm 

ΔP ΔV Duty cycle D 
> 0 > 0 Increase by α(k) 
> 0 < 0 Decrease by α(k) 
< 0 > 0 Decrease by α(k) 
< 0 < 0 Increase by α(k) 

 

Simulation setup. PV module parameters. The PV 
system model is developed using a commercially available 
PV module, with all key parameters carefully extracted 
directly from the manufacturer’s datasheet. These parameters 
include characteristics such as rated power, open-circuit 
voltage, short-circuit current, temperature coefficients, and 
other essential electrical specifications. Table 4 summarizes 
the simulation model parameters used in this study of the 
different control methods for the PV panel. 

Table 4 
PV module parameters 

Parameter Value 
Module Zytech Solar ZT280P
Maximum power Pmax, W 280.33 
Cells per module 72 
Open circuit voltage Voc, V 45.25 
Short-circuit current Isc, A 8.4 
Voltage at MPP Vmpp, V 35.62 
Current at MPP Impp, A 7.87 
Temperature coefficient of Voc, %/°C –0.3199 
Temperature coefficient of Isc, %/°C 0.0483 

Model parameters 
Light-generated current IL, A 8.475 
Diode saturation current I0, A 6.3910–11 
Diode ideality factor 0.9562 
Shunt resistance Rsh, Ω 194.59 
Series resistance Rs, Ω 0.564 

 

Converter parameters. The IBC used in the 
simulation is designed according to the power rating of 
the PV module and the desired DC bus voltage (Table 5). 

Table 5 
IBC converter parameters 

Parameter Value 
Inductor per phase L, mH 4 
Output capacitor C, µF 1000 
Switching frequency fs, kHz 10 
Number of phases 2 
Duty ratio range D [0.1 – 0.9]

 

Load parameters. The load considered in this study 
consists of a 900 W electrical device connected in parallel 
with a rechargeable energy storage system (Table 6). The 
energy storage system is a Li-Ion battery, which is chosen 
for its high energy density, long cycle life, and efficient 
charge/discharge characteristics. This configuration allows 
the system to supply the load continuously while 
accommodating fluctuations in generation and consumption. 
The parallel configuration also allows for the analysis of 
transient responses and the impact of load variations on both 
the PV system and the battery performance. 
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Table 6 
Load parameters 

Component Parameter Value 
Type Li-Ion 
Nominal voltage, V 96 
Rated capacity, Ah 50 
Initial state of charge, % 20 

Battery 

Battery response time, s 30 
Rated power, W 900 

Load 
Connection In parallel with the battery

 

Test scenarios. To evaluate the performance of the 
system, several test scenarios are considered, focusing on 
variations in environmental and operating conditions. The 
primary scenario involves changes in solar irradiance levels, 
simulating real-world fluctuations in sunlight intensity. 

Performance evaluation metrics. System 
performance is evaluated by tracking efficiency, 
convergence time, steady-state oscillations, and 
computational cost, which together measure power 
extraction, speed, stability, and algorithm efficiency. 

Results and discussion. In this simulation, the initial 
duty cycle variation (ΔD) was fixed at 0.01 across all 
methods, ensuring a consistent and fair basis for comparison. 
Figure 4 shows the irradiance profile applied during the 
simulation. The irradiance begins at 1000 W/m2, at 0.6 s drops 
to 700 W/m2, and then rises to 800 W/m2 from 1.2 s to 1.8 s. 
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Fig. 4. Time profile of irradiance applied during the simulation 

 

These irradiance variations are applied to assess the 
dynamic performance of the PV system, focusing on its 
voltage, current, and power response under rapidly 
changing solar conditions. Such an analysis offers 
valuable insight into the system’s stability and efficiency 
when operating under realistic, time-varying irradiance 
profiles. Figure 5 illustrates the duty cycle performance 
comparison of 3 MPPT algorithms: IC, P&O, and the 
proposed method over a period of 1.8 s. The most notable 
characteristic is the dramatically different behavior 
patterns between the methods. 

 

 D 

t, s  
Fig. 5. Duty cycle variation obtained using IC, P&O and the 

proposed AM-P&O method 
 

IC and P&O algorithms exhibit pronounced 
oscillations, with duty cycles fluctuating between 0.5 and 
0.8 due to the fixed perturbation step (ΔD). In contrast, the 
proposed method demonstrates much greater stability, with 
only brief disturbances around 0.6 s and 1.2 s, after which it 
quickly returns to the steady operating point. This stable 
behavior highlights the effectiveness of the adaptive 
mechanism in minimizing oscillations, enabling more 
accurate MPPT, improved energy harvesting efficiency, 
and reduced power loss compared to traditional methods. 

Figure 6 shows the PV power output of the 3 MPPT 
algorithms over a simulation period of 1.8 s. The results 
illustrate how effectively each method tracks the MPP 
under changing irradiance conditions. The output 
stabilizes around 1400 W initially, then drops to 
approximately 1000 W, and finally settles near 1132 W.  
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Fig. 6. Instantaneous PV power response under different 

MPPT algorithms IC, P&O and the proposed method 
 

While all algorithms are able to follow the MPP 
transitions, the proposed method exhibits faster stabilization 
and smoother tracking compared to IC and P&O. Figure 7 
presents the PV power output of the 3 MPPT algorithms 
over a 0.04-second window to provide a clearer view of their 
dynamic behavior. 
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Fig. 7. Zoomed-in view of PV power variations 

under IC, P&O, and the proposed method 
 

While all methods eventually reach the MPP, their 
responses differ noticeably in terms of oscillations. The 
proposed method delivers the most stable performance, 
keeping the output within just 1–2 W of the optimum. By 
comparison, the P&O algorithm shows moderate 
oscillations of about 15–20 W above and below the MPP 
due to its continuous P&O operation.  

The IC algorithm exhibits the most significant 
oscillations, with power swings of 20–25 W around the 
MPP, particularly pronounced during the initial portion of 
the measurement period before somewhat stabilizing. 
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Overall, these results underline the superior stability and 
efficiency of the proposed method compared with 
conventional approaches. 

Figure 8 compares the mean output power of the three 
MPPT algorithms. The proposed method delivers the highest 
performance at 955 W, followed by P&O at 949.5 W and IC 
at 946.5 W. Although the numerical differences may seem 
modest about 0.6 % higher than P&O and 0.9 % higher than 
IC this improvement translates into more efficient energy 
harvesting over extended operation. These results confirm 
the proposed method’s superior capability to track the MPP 
while minimizing power losses. 

 

 Pout, W 

 
Fig. 8. Mean output power comparison of 

IC, P&O, and the proposed method 
 

Analysis of trade-offs between speed, accuracy, and 
complexity. The comparison of the 3 MPPT methods 
(Tables 7, 8) highlights key trade-offs. P&O and IC respond 
quickly but exhibit higher oscillations (±15–25 W), leading 
to slightly lower mean power (949.5 W and 946.5 W) and 
reduced tracking accuracy. The proposed method achieves 
high accuracy and minimal oscillations (±1–2 W) with a 
higher mean power of 955 W, but at the cost of increased 
computational complexity. These results demonstrate that 
improved stability and energy harvesting efficiency can be 
obtained with more complex algorithms, while simpler 
methods offer faster but less precise tracking. 

Table 7 
Comparative table of the methods 

MPPT 
method 

Duty cycle behavior 
Computational 

cost 

P&O 
High oscillations, fluctuates 

between 0.5 and 0.8 
low 

IC 
High oscillations, fluctuates 

between 0.5 and 0.8 
low 

Proposed 
method 

Stable, minor disturbances 
at ~0.6 s and 1.2 s 

high 
 

Table 8 
Power comparative table of the methods 

MPPT method 
Power oscillations 

around MPP 
Mean output 

power, W 
P&O moderate, ±15–20 W 949.5 

IC significant, ±20–25 W 946.5 
Proposed method minimal, ±1–2 W 955.0 

 

Conclusions. The proposed method achieved the 
highest mean output power at 955 W, outperforming both 
P&O (949.5 W) and IC (946.5 W) algorithms. More 
importantly, it demonstrated exceptional stability with 
minimal oscillations around the MPP, maintaining steady-
state operation without the continuous perturbation’s 
characteristic of conventional methods. 

The duty cycle analysis revealed that traditional IC 
and P&O algorithms exhibit significant oscillatory 
behavior as they continuously search for the optimal 
operating point. In contrast, the proposed method quickly 
converges to a stable duty cycle and maintains it 
throughout the test period, indicating superior tracking 
precision and reduced power losses. 

Under dynamic conditions with varying irradiance 
levels, the proposed method consistently followed the 
desired MPP while maintaining stable power output. The 
reduced oscillations and improved tracking stability 
translate to enhanced energy harvesting efficiency, making 
it particularly valuable for practical PV applications where 
consistent power generation is crucial. 

Future work can focus on implementing the AM P&O 
algorithm on embedded hardware to validate its real-time 
performance and computational efficiency. Its structure also 
allows for integration with hybrid or predictive schemes to 
further enhance convergence under extreme irradiance 
fluctuations or partial shading conditions. Moreover, 
combining the proposed method with real-time irradiance 
estimation or forecasting techniques could further optimize 
energy extraction in grid-connected PV system. 
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A robust hybrid control strategy for enhancing torque stability and performance in PMSM drives 
 

Introduction. Recently, permanent magnet synchronous motors (PMSMs) have become essential in various high-performance 
applications, including electric vehicles and renewable energy systems. However, traditional control methods, such as PI controllers, 
often struggle to handle dynamic operating conditions and external disturbances, resulting in torque ripple and stability issues. Problem. 
The main issue with existing control strategies is their inability to maintain accurate torque control and system stability under 
fluctuating loads and varying motor parameters, which negatively impacts performance in real-world applications. Goal. This paper 
proposes a robust hybrid control strategy that integrates sliding mode control (SMC) with proportional resonant control (PRC), 
enhanced by Luenberger and Kalman observers. The goal is to improve torque stability, reduce errors, and optimize performance in 
PMSM drive systems. Methodology. The proposed method combines SMC and PRC to form an SMC-PRC controller, with Luenberger 
and Kalman observers integrated for effective load torque estimation. Results. The simulation experiments were carried out to compare 
the effectiveness of the proposed control strategy with that of traditional PI controllers. The results revealed that the SMC-PRC 
approach offers a notable improvement in overall control performance, including reduced tracking error, enhanced dynamic response, 
and better stability. Furthermore, the proposed method achieved faster settling times and maintained robust operation under varying 
system conditions. Scientific novelty. This work introduces a hybrid control approach that combines SMC and PRC with advanced state 
estimation techniques, providing a robust and efficient solution to PMSM control. Practical value. The proposed method is highly 
beneficial for applications under dynamic operating conditions, such as electric vehicles and renewable energy systems, improving 
system efficiency and stability. References 40, tables 7, figures 10. 
Key words: permanent magnet synchronous motor, sliding mode control, proportional resonant control, integral absolute 
error, integral time absolute error, integral square error, Luenberger observer, Kalman filter. 
 

Вступ. Останнім часом синхронні двигуни з постійними магнітами (PMSM) стали невід’ємною частиною різних 
високопродуктивних застосувань, включаючи електромобілі та системи відновлюваної енергії. Однак традиційні методи 
управління, такі як ПІ-регулятори, часто не справляються з динамічними робочими умовами та зовнішніми збуреннями, що 
призводить до пульсацій крутного моменту та проблем зі стабільністю. Основною проблемою існуючих методів управління є 
їх нездатність підтримувати точне управління крутним моментом і стійкість системи при коливаннях навантаження і 
параметрах двигуна, що змінюються, що негативно впливає на продуктивність в реальних ситуаціях. Мета. У цій статті 
пропонується надійна гібридна стратегія управління, що поєднує управління ковзним режимом (SMC) з пропорційно-
резонансним управлінням (PRC), удосконалена за допомогою спостерігачів Люенбергера та Калмана. Мета полягає в тому, 
щоб підвищити стабільність крутного моменту, зменшити похибки і оптимізувати продуктивність систем приводу PMSM. 
Методологія. Пропонований метод об’єднує SMC та PRC для формування регулятора SMC-PRC, з інтегрованими 
спостерігачами Люенбергера та Калмана для оцінки ефективного крутного моменту навантаження. Результати. 
Проведено імітаційні експерименти порівняння ефективності запропонованої стратегії управління з ефективністю 
традиційних ПІ-регуляторів. Результати показали, що підхід SMC-PRC забезпечує помітне покращення загальних 
характеристик управління, включаючи зниження похибки стеження, покращення динамічного відгуку та підвищення 
стійкості. Крім того, пропонований метод забезпечує більш швидкий час встановлення і стійку роботу при умовах 
функціонування системи, що змінюються. Наукова новизна. У роботі представлений гібридний підхід до управління, що 
поєднує SMC та PRC з передовими методами оцінки стану, що забезпечує надійне та ефективне рішення для управління 
PMSM. Практична значимість. Запропонований метод є корисним для застосування у динамічних умовах експлуатації, 
таких як електромобілі та системи відновлюваної енергії, підвищуючи їх ефективність та стійкість. Бібл. 40, табл. 7, рис. 10. 
Ключові слова: синхронний двигун з постійними магнітами, керування ковзним режимом, пропорційно-резонансне 
керування, інтегральна абсолютна похибка, інтегральна тимчасова абсолютна похибка, інтегральна квадратична 
похибка, спостерігач Люенбергера, фільтр Калмана. 
 

Introduction. The permanent magnet synchronous 
motor (PMSM) is widely used in critical applications 
across various industries, including electric vehicles, 
industrial robotics, aerospace, and especially in the 
rapidly expanding renewable energy sector [1–3]. 
PMSMs offer key advantages such as high power density, 
exceptional efficiency, and a broad speed range, all of 
which contribute to their high reliability [4, 5]. PMSM 
control methods are generally categorized into 3 main 
approaches: field-oriented control (FOC), direct torque 
control (DTC) and V/F control [6, 7]. While DTC and 
V/F control are relatively simple to implement, they are 
prone to significant torque ripple and lower efficiency [8]. 
In contrast, FOC provides precise control of the magnetic 
field by adjusting the frequency, voltage, and inverter 
output position, which ensures stable torque, low noise, 
high power, and excellent dynamic performance [6, 9].  

Linear control methods, such as PI control, PID 
control, and linear state feedback, have been commonly 
applied to control PMSMs. However, PMSMs exhibit 
numerous nonlinear characteristics, including system 
uncertainties and external disturbances, which increase 

the complexity of controller design. These nonlinearities 
also make it more challenging to achieve the desired 
tracking performance in PMSM control systems [10]. To 
address these challenges, nonlinear control methods such 
as sliding mode control (SMC), fuzzy logic control, 
adaptive control, and model predictive control have 
gained popularity. For example, articles [11, 12] explore 
integrating a fuzzy event-trigger mechanism with super-
twisting SMC to enhance sampling efficiency and 
tracking performance. Additionally, disturbance observer-
based SMC has been introduced to counteract external 
disturbances in PMSM control [13].  

As a result, sensorless control algorithms for 
PMSMs have become a key research area in motor 
control. These algorithms include high-frequency 
injection, extended Kalman filters (EKFs), model 
reference adaptive systems, and sliding mode observers 
(SMO) [14, 15]. Among these, SMO has become a 
preferred method due to its advantages in variable-
structure control systems, simple implementation, and 
high robustness against parameter variations and external 



Electrical Engineering & Electromechanics, 2025, no. 6 65 

disturbances. Sensorless control methods primarily 
involve high-frequency signal injection [16] and the 
fundamental frequency model [17]. The high-frequency 
injection method involves injecting a high-frequency 
voltage or current into the system and analyzing the 
response to estimate rotor position, even when the motor 
is stationary or running at low speeds. However, this 
approach can introduce high-frequency noise, which 
impacts system performance. On the other hand, the 
fundamental frequency model is typically used for 
medium-to-high speed ranges, where the stator current is 
employed as input to an observer to determine rotor 
position. Common observers used in this method include 
the EKF [18, 19], model reference adaptive control [20], 
SMO [21] and a nonlinear flux observer [22, 23]. Among 
these, EKF has better convergence at low speeds but 
heavily depends on tuning the noise matrix to achieve 
high accuracy, requiring extensive simulation experiments 
to fine-tune suitable parameters [24]. 

Recently, optimization algorithms have been 
employed to determine the optimal values for the Q and R 
matrices in the EKF [24]. Several studies have utilized 
real-coded genetic algorithms in sensorless PMSM 
control systems to optimize the noise matrices of the EKF 
[25, 26]. Another approach involves the use of a 
normalized EKF, designed to improve the adaptability of 
the EKF to various control systems. This method 
integrates a swarm intelligence algorithm for offline 
parameter self-learning. However, these optimization 
algorithms come with high computational complexity, 
requiring large training datasets and multiple iterations to 
achieve optimal results, which results in extended training 
times. Additionally, ensuring that the training dataset 
sufficiently covers all possible operating conditions of the 
system remains a significant challenge in practical 
applications [24]. Some studies [27] have incorporated 
fuzzy logic into the EKF to adjust the Q and R noise 
matrices in the sensorless control system of PMSM. 
However, the effectiveness of this method is heavily 
dependent on the accuracy of the fuzzy logic control 
rules. Furthermore, other research [24, 28, 29] has applied 
the Sage-Husa Kalman algorithm to sensorless control 
systems of PMSM and linear PMSMs. This approach uses 
the Sage-Husa noise estimator to compute R via 
regression methods and determine Q. However, the 
traditional Sage-Husa noise estimator may lead to 
observer divergence. As a result, recent improvements 
have focused on enhancing the stability and accuracy of 
the observer, while preserving the benefits of fast 
convergence and high adaptability [24]. 

This study proposes a linear state estimation 
approach for load estimation of PMSM based on an 
improved Luenberger observer and a Kalman filter, 
incorporating the principles of the SMC for speed loop 
control and 2 proportional resonant control (PRC) 
controllers for current loop control. The proposed system 
aims to create a robust motor control system for surface-
mounted PMSM (SPMSM) with precise state estimation, 
strong speed control, and stable current control, optimized 
for high-performance applications in environments with 
noise and load variations. The Kalman filter is utilized to 
estimate unmeasured states and filter the measured 
signals. This filter is a common choice in industrial 
applications due to its optimal performance in linear 
systems with zero-mean, uncorrelated Gaussian noise. 

Interestingly, the Kalman filter remains optimal even 
when the noise is non-Gaussian [30]. The Luenberger 
observer offers notable advantages, such as simplicity and 
low computational cost, particularly for linear systems. It 
is easy to implement and does not require complex 
calculations like the Kalman filter, allowing for quick and 
efficient state estimation. The estimated signal is then 
used for direct torque load compensation to enhance the 
system’s instantaneous response. The SMC algorithm is 
introduced to reduce oscillation during sliding mode 
operation and improve system stability. This algorithm 
utilizes continuous control signals to replace traditional 
high-gain switching terms, thereby enhancing robustness 
against speed variations. Additionally, the algorithm 
integrates adaptive feedback gain correlated with the 
motor speed, mitigating the effects of speed fluctuations 
on system performance.  

The goal of the paper is to propose a robust hybrid 
control strategy for PMSM drive systems, specifically 
targeting improved torque stability and overall system 
performance. By integrating SMC with PRC, the strategy 
seeks to minimize torque ripple and enhance system 
efficiency. The approach is further reinforced by the use 
of enhanced Luenberger state observer (LSP) and Kalman 
state observer (KSP) for accurate load torque estimation. 
The ultimate goal is to offer a more reliable, robust and 
efficient control solution, surpassing traditional PI 
controllers, particularly in environments with fluctuating 
loads and dynamic motor parameters. 

Main contributions of this study are: 
1. The proposal of a hybrid control strategy combining 

SMC and PRC, improving both torque stability and 
system performance, resulting in better performance than 
traditional PI controllers. 

2. The integration of Luenberger and Kalman observers 
enhances load torque estimation and improves system 
reliability by accurately estimating unmeasured states. 

3. The introduction of feed-forward compensation 
(FFC), which compensates for changes in load torque and 
disturbances, thus reducing delays and enhancing 
transient response. 

4. Significant improvements in key performance 
metrics (integral of absolute error – IAE, integral of time-
weighted absolute error – ITAE, integral of squared error 
– ISE) based on simulation results, showing reductions of 
up to 94.614 % in IAE, 94.603 % in ITAE and 99.708 % 
in ISE compared to PI control. 

5. A focus on applications in fluctuating load 
environments such as electric vehicles and renewable 
energy systems, where dynamic motor parameters and 
environmental changes often occur. 

Mathematical model of PMSM. In the dq-axis 
reference frame, disregarding the magnetic saturation 
effect, the extended back electromotive force (EMF) model 
of a PMSM can be represented as follows [4, 6, 24, 31]: 
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where s is the Laplace operator; ud, uq are the stator 
voltages in the dq-axis; id, iq are the components of the 
stator current in the dq-axis; Rs is the stator winding 
resistance; Ld, Lq are the dq-axis inductances; e is the 
rotational speed of the magnetic flux; ea is the magnitude of 
the extended EMF of the PMSM, described as [1, 2, 24]: 
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Applying the inverse Park transformation to (1) 
yields the EMF model in the αβ-axis coordinate system, 
expressed as follows [6, 24]: 
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where  is the electrical rotor angle; u, u are the stator 
voltages in the -axis; i, i are the components of the stator 
current in the -axis. 

The governing torque Te equation can be derived from 
the input power equation of the windings. By simplifying 
this equation and applying the characteristics of the PMSM, 
the following expression is obtained [4, 32]: 

   qdqdqfe iiLLipT  
2

3
,             (4) 

where p is the number of pole pairs; φf is the rotor 
permanent magnet flux linkage. 

In a PMSM, the permanent magnets are positioned 
on the rotor’s surface, making the motor non-salient. 
Consequently, the reluctance paths along both the d-axis 
and q-axis are identical, resulting in equal inductances for 
both axes. For simplicity, the machine’s inductance will 
be represented by Ld = Lq = Ls. Therefore, (4) can be 
written as [33, 34]: 

qfe ipT 
2

3
 .                             (5) 

Using Newton’s second law, the mechanical 
equation of the system can be derived as: 
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r
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d ,                   (6) 

where j is the total system inertia; TL is the load torque; 
r is the mechanical angular velocity of the rotor; Bm is 
the viscous friction coefficient of the motor. 

The total system inertia accounts for the inertia of 
the PMSM and all coupling or fastening components 
connecting them. The first term in the equation 
corresponds to the torque required to accelerate the 
system without the effects of friction. The other 2 terms 
refer to the torque needed to overcome viscous friction 
and disturbance torque, respectively. Disturbance torque 
can originate from factors such as load torque, unmodeled 
friction, or other dynamic effects within the system. 

Load torque identification method. FFC is a 
control technique that improves system response to rapid 
input signal changes without relying on feedback from the 
system. This method effectively reduces delays and helps 
the control system stabilize quickly when there are sudden 
changes in load torque, disturbances, or external factors. 
FFC works by providing a control signal based on the 
predicted behavior of the system. When there are changes 
in load torque or external disturbances, the FFC control 
signal is computed and applied immediately without 
waiting for feedback from the system’s sensors or 
measurement devices. To apply FFC, we first need to 
develop the dynamic model of the system. For SPMSM, 
this model describes the relationship between the 
electromagnetic torque, load torque and frictional effects 
within the system. From (6) we rewrite the general 
equation for the SPMSM system as follows: 
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where TL is the load torque acting on the motor, caused by 
external factors like mechanical load; TD is the 
disturbance torque, including unmeasured factors such as 
unmodeled friction or external disturbances affecting the 
system. Angular acceleration dr/dt is a key factor in 
determining how the motor system responds to the 
applied torque. The above equation can be restructured to 
calculate angular acceleration easily: 
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where L_D is the attenuation coefficient; wL_D is the noise 
affecting the load. Determining dr/dt helps understand 
the rate of change of the motor’s rotational angle under 
the influence of various factors such as electromagnetic 
torque, load torque and friction. The system can measure 
the r but cannot directly measure TL_D. Therefore, the 
speed sensor will give the result: 

spdmotrmeas v _ ,                     (9) 

where meas is the measured motor speed; vmot_spd is the 
measurement noise. 

From (8), (9) we can rewrite in the form: 
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where ;
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From (7), it can be seen that the electromagnetic 
torque Te must overcome the total load force and friction 
force to produce the angular acceleration of the motor. To 
calculate and control torque in the system, the drive 
system needs to respond to changes in the control signal 
and reference torque. The following equation can 
represent a dynamic model of the drive system: 

 erefe
m

e TT
t

T
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1

d

d


,                    (11) 

where Te_ref is the reference torque that the system needs 
to achieve, provided by the controller, m is the time 
constant of the drive system, which reflects the response 
speed of the drive system. This equation (11) means that 
the electromagnetic torque Te will change over time and 
adjust to match the reference torque Te_ref. The time 
response of the drive system is controlled m, helping the 
system achieve stability when there are changes in the 
control signal. 

FFC uses predictive models to react immediately to 
changes in load torque and disturbances. The FFC control 
signal u(t) is calculated in advance and applied directly to 
the system to minimize delays: 

refeDLFFC TTKtu __)(  ,                (12) 

where KFFC is the gain constant for FFC. The FFC control 
signal u(t) is calculated from the estimated load torque 
and disturbance torque, allowing the electromagnetic 
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torque to reach the desired value without waiting for 
feedback from the system.  

Therefore, the modified system structure is depicted 
in Fig. 1. FFC helps transient response and eliminates 
interference in the control system. Figure 1 illustrates the 
control diagram of the system, integrating FOC to 
effectively manage the SPMSM. The speed controller 
takes the reference speed r_ref as input and combines it 
with one of the 2 observers, using the torque signal T to 
generate the iqT_ref signal for motor control. This signal, 
along with the feedback current in the dq-axis, creates the 
reference currents id and iq. The current controller then 
produces the voltage commands ud and uq, which are 
converted into a 3-phase signal and supplied to the space 

vector pulse width modulation converter. The actual stator 
current iq, the real position , obtained from the position 
sensor, and r, derived from the derivative of the real 
position, are used as inputs for the feedback signal, the 
Luenberger observer, and the Kalman filter. The torque 
estimation methods are: discrete Luenberger observer in 
simulation 1 and discrete Kalman filter in simulation 2. 
These 2 simulations are independent of each other to test 
the response of the proposed controller against each 
observer. This design ensures that only one independent 
estimation method is active at any given time, thus 
avoiding data conflicts and facilitating the evaluation and 
comparison of the performance of both methods in a 
unified simulation framework. 
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Fig. 1. Diagram of proposed control strategy 

 

Design of discrete Luenberger observer. The basic 
structure of the Luenberger observer is shown in Fig. 2. 
Based on the mathematical model of the PMSM, the speed 
and torque of the PMSM, which are easy to measure, are 
typically used as inputs to reconstruct the motor’s state. In 
Fig. 2 a feedback control is introduced, where the feedback 
signal is the difference between the estimated state and the 
actual state, such as the q-axis current. This feedback 
mechanism adjusts the observer to make the estimated 
value infinitely close to the actual value as time progresses. 
A linear state observer is constructed based on the 
mechanical equation of the system. 
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Fig. 2. Structure of the discrete Luenberger load observer 

 

The plant in state-space form is presented in (13) 
[35–37]: 
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GwBuAxx
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                         (13) 

where in the Luenberger observer the matrices A, B, C, D, 
G are the essential components in the state-space model of 
the system. These matrices describe the system dynamics 
and the relationship between the system’s states, inputs and 

outputs. With x representing the system states (such as 
speed and torque); u is the input, which is the actual motor 
torque Te; w is the disturbance acting on the system; y is the 
output, which signals like speed or torque can measure. 

The state space representation of the Luenberger 
observer is established in (10), we see that (13) is a 
shortened form of (10) to simplify the control system design 
process. The load is already transformed into a state. The 
Luenberger observer equation is used to estimate the states 
of the system. It is based on the system’s dynamic model 
and adjusts the estimated states based on the measured 
outputs and inputs. The equation is given by [35, 38]: 
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            (14) 

where x̂  is the estimated state of the system; L is the 
observer gain matrix; y is the measured output of the system. 

The equation indicates that by designing the observer 
gains L = [l1   l2]

T such that the new system (A – LC) 
becomes stable and fast enough, the estimation error can 
be driven to zero by using the estimated speed as a 
feedback signal (r = r_ref – r), where r_ref is the 
reference value and r is the response rate. The observer 
gains L can be determined using the pole placement 
method. The closed-loop system poles are placed at the 
desired locations, and then the new characteristic equation 
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is derived. By comparing the coefficients of the latest and 
old characteristic equations, the observer gains can be 
found. By converting the above continuous state function 
A, B, C, D into a discrete state Ad, Bd, Cd, Dd, Gd and 
reconstructing the estimation matrices using the existing 
observer gain L, the values of the Luenberger observers 
are then AdL, BdL, CdL, DdL, GdL. Hence the new system 
matrices are rewritten as: 
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where ts is the sampling time; GdL is the arbitrary matrix; 
S is obtained by solving the Sylvester equation. 

The control parameters are given in Table 1. 
Table 1 

Discrete parameter values of the controller 

Parameters Value Parameters Value 

s1,2 –50 ± j10 Dd 







 003.00

009.0006.0  

L 0  ts(s) 0.210–3 

L 







 960.37

885.99  AdL 






 
999.0007.0

013.0980.0  

Ad 






 
0.10

013.01  BdL 







 007.00

019.0013.0  

Bd 







0

013.0  CdL 






 
0.1003.0

006.0990.0  

Cd 






 
0.1003.0

006.0990.0  DdL 







 003.00

009.0006.0  

 

Design of discrete steady-state Kalman filtering. 
This section presents a simple discrete Kalman filter. The 
system in discrete state space is represented as [24, 39, 40]: 
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where the subscript k–1, k are represented as the time step 
k–1 and k, respectively; xk is the state vector; xk–1 is the 
vector state of the system; uk–1 is the system input; wk–1 is 
the process noise affecting the state; yk is the output 
vector; yk is the output vector at the time step k; vk is the 
measurement noise affecting the output. The process 
noise wk and measurement noise vk are assumed to be 
white, zero-mean, uncorrelated, and have the following 
covariance properties [24, 39]: 
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where Qk is the covariance matrix of the process noise; 
Rk is the covariance matrix of the measurement noise; 
k–1 is the Kronecker delta function (equals 1 if k = j, 
otherwise 0). 

Kalman filter algorithm, including initialization, 
state propagation, covariance update, and Kalman gain 
calculation. The process of solving this algorithm is 
presented as follows. 

Initialization. The first step is to initialize the filter 

by defining the initial state estimate 
0x̂  as the expected 

value of the initial state x0. Similarly, the state estimation 

error covariance matrix 
0P  is initialized. These are 

described as [24, 39]: 
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State propagation. In this step, the filter propagates 
the state estimate forward in time. This is referred to as 
the prior state estimate in the literature. It is calculated 
using as [24, 39]: 

11ˆˆ 



  kkk uBxAx ,                   (19) 

where 
kx̂  is the prior state estimate. 

Covariance update. The next step is to update the 
state estimation error covariance matrix 

kP , which 
describes the uncertainty in the state estimate. The 
equation for this update is [24, 39]: 

11 

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  k
T

kk QAPAP ,                  (20) 
where Qk–1 is the process noise covariance matrix. 

Kalman gain calculation. Finally, the Kalman gain 
Kk is computed to determine how much the state estimate 
should be corrected based on the measurement error. The 
formula for this is [24, 39]: 
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The next step in the Kalman filter algorithm is the 
correction step, where the posterior state estimate 

kx̂  is 
updated based on the measurement. This process is 
described as [24, 39]: 

   kkkkk xCyKxx ˆˆˆ .                  (22) 

The term  kk xCy ˆ  is called the residual or 
innovation, representing the difference between the actual 
measurement and the predicted output. After updating the 
state estimate, the error covariance matrix 

kP  is updated 
by [24, 39]: 

  kkk PKCIP )( ,                     (23) 

where I is the identity matrix; CKk represents the 
adjustment to the covariance based on the Kalman gain 
and output matrix. It is expected that 

kP  will decrease 

over time because the term (I – CKk) < 1. This reduces 
uncertainty in the state estimate as more measurements 
are processed. The noise covariance matrices Qk (process 
noise) and Rk (measurement noise) significantly affect the 
Kalman gain Kk. When Qk increases, the state estimation 
error covariance 

kP  increases, leading to a higher 
Kalman gain Kk. Lowering Rk also increases the Kalman 
gain Kk. With a higher Kalman gain, the algorithm puts 
more weight on the new measurement, leading to larger 
corrections in the state estimate. Conversely, if Kk is close 
to 0, the algorithm ignores new measurements and 
assumes the current estimate is accurate. By substituting 
the same data as in the subsection of «design of discrete 
Luenberger observer», it gets the control parameters for 
the Kalman filter shown in Table 2. 
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Table 2  
Discrete parameter values of the controller 

Parameter Value Parameter Value Parameter Value 


kx̂  








985.5

686.125  
kP  








084.00

00  Kk 







 556.0

835.0

Qk–1 







00

0001.0  
kP  








00

0001.0  
kx̂  








966.0

819.123

In embedded systems, due to limitations in memory 
and computational resources, it is often preferable to fix 
the Kalman gain to reduce processing costs. This means 
that parameters Kk and Pk are not updated continuously, 
which is only feasible under the assumption that the 
system and noise remain time-invariant. The steady-state 
Kalman filter, although not fully optimal, approaches 
optimality k. Figure 3 illustrates that the Kalman gain 
converges to a stable value after approximately 50 and 
500 time samples, with a sampling time of 0.2 ms. In the 
left plot, the Kalman gain increases rapidly from 0.81 to 
0.835 within the first 30 steps and then stabilizes, 
indicating quick adaptation to the measured signal. 
Meanwhile, the right plot shows the Kalman gain 
decreasing from –0.6 to near 0 over 500 steps, reflecting 
an increasing trust in system predictions over time. These 
variations enable the Kalman filter to enhance the 
accuracy of state estimation and noise reduction, 
effectively supporting the control of PMSMs. 
 

t, s t, s

 
Fig. 3. Kalman gains captured during simulation 

 

Proposed speed controller. To introduce the SMC 
design, we first define the system’s state variables, which 
are crucial for implementing this control approach. By 
establishing these state variables, we can proceed to 
formulate the control law and analyze the system’s behavior 
under SMC. Therefore, the system state is defined as: 
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Additionally, the following equations can be 
obtained based on (6) and (24): 
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q  the system (25) is 

represented under the state space system as: 
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The sliding surface function is defined as: 

1xcs rs   .                       (27) 

Differentiating (27) becomes: 
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According to the SMC law, the control signal is 
expressed as: 
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where u is the control signal; c, e, k are the control 
parameters respectively; X is the state variable of the 
system; ss is the deviation (or error) of the system from the 
sliding surface; α is the adaptive switching power term. 

The reference current for the q-axis can be expressed as: 
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To analyze the stability of the controller, define the 
Lyapunov function: 

Ly = ss
2 / 2.                             (31) 

Substituting (27) and (28) into (31), it has follows as: 
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The derivative of the Lyapunov function Ly gives us 
the above result, where dLy/dt is the change in the 
Lyapunov function over time. Since the parameters satisfy 
e > 0,  > 0, k > 0, then dLy/dt < 0 will be established, 
ensuring that the system enters the sliding mode as long 
as the conditions are met. SMC speed control diagram is 
shown in Fig. 4. 
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Fig. 4. The proposed speed control diagram 

 

Proposed current controller. PRC is an effective 
control method designed to improve accuracy in control 
systems, especially in systems that require the resolution 
of issues related to steady-state error at the fundamental 
frequency. Unlike traditional PI control methods, PRC 
control is capable of adjusting the signal at the 
fundamental frequency without producing a steady-state 
error. PRC has the following transfer function: 
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where kp is the proportional gain; ki is the integral gain; 
e is the resonant frequency, which determines the 
frequency at which the PRC has the most effect.  

When the angular frequency of the AC signal is 
given as e, the magnitude of the transfer function 
GPRC(s) will be: 
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From (34), it can be observed that the magnitude of 
GPRC(s) becomes infinite, which allows the control of a 
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sinusoidal signal with the same frequency as the resonant 
frequency to achieve zero steady-state error control. 
However, in practical applications, due to issues in 
implementing the ideal PRC, this section uses an 
improved quasi-PRC, with its transfer function being: 
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where c is the cutoff frequency of the quasi-resonant 
controller. 

From (35), it can be seen that the controller has 3 
design parameters: kp, ki and c. For ease of analysis, 
assume that any 2 parameters are kept constant, and then 
observe how the variation of the 3rd parameter affects the 
system’s performance. Figure 5 shows the corresponding 
changes in the Bode plot when only kp, ki and c is 
changed, and analyzes the role of each parameter.  

In Fig. 5,a, where kp is changed, it can be seen that 
the magnitude outside the bandwidth increases as kp 
increases, while the fundamental frequency does not 
increase significantly. This indicates that when kp 
becomes too large, its effect on resonance is negligible. In 
Fig. 5,b, where only ki is changed, it can be seen that as ki 

increases, the gain at the fundamental frequency 
increases, indicating that it plays a role in eliminating 
steady-state error. However, the increase in ki also widens 
the bandwidth of the PRC, thus increasing the influence 
of resonance and amplifying unnecessary signals, which 
is detrimental to the overall stability of the system. In Fig. 
5,c, where only c is changed, it can be seen that as c 
decreases, the gain at the fundamental frequency 
increases, and the bandwidth narrows. This indicates that 
it has good selectivity for the signal, and fe determines the 
bandwidth of the controller. Therefore, to achieve a good 
control effect with the resonant controller, the principle of 
parameter tuning is to adjust kp to eliminate the steady-
state error of the system and adjust c to suppress the 
impact of frequency fluctuations. The transfer function 
(33) is in the s-domain. When using PRC for digital 
control of a 3-phase PMSM system, to simplify the 
discretization process, only the resonant controller is 
discretized. Its implementation can be done using bilinear 
transformation, and the transformation formula is: 
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Fig. 5. The changes in the Bode plot corresponding: a) kp is changed; b) ki is changed; c) c is changed 

 

Substituting (36) into (35), it can become as follows: 
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in which: 
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After organizing, the difference equation of the 
controller is: 

)2()1()2()()( 2120,  kyakyakebkebku qd . (38) 

Equation (38) achieves steady-state control of the error 
signal. It can be seen that the control is relatively simple and 
easy to implement. The implementation block diagram of the 
PRC is shown in Fig. 6 and parameters are listed in Table 3. 

Table 3 
Parameter of the PRC 

Parameter Value Parameter Value 
kp 5.775 c 20 
ki 1000 ts 0.0001 

 

We have the resonant frequency matches the motor 
speed, thus achieving near-error-free tracking of the current. 
Compared to traditional PI control methods, the control 
system based on the PR controller does not contain feed-
forward compensation terms or decoupling terms related to 

motor parameters. This reduces coordinate rotation, thereby 
simplifying the implementation of the control algorithm and 
improving the robustness of the control system. 
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Fig. 6. Implementation block diagram of the PRC 

 
Results and discussion. The simulation cases were 

conducted under steady-state conditions and assumed 
operating conditions to observe the control signals and 
performance between LSP and KSP under the influence of 
the proposed SMC-PRC controller and the traditional PI 
controller. The parameters of the SPMSM are listed in 
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Table 4. MATLAB/Simulink software was used to conduct 
3 simulation experiments (Fig. 7), to demonstrate the 
operational capability of the SPMSM under all conditions 
and evaluate the effectiveness of the observation methods 
tested in this study. The data from the 3 conditions display 
key parameters, including the actual rotor speed, estimated 

speed, reference speed, current components, dq-axis 
voltage (id, iq, ud and uq), and 3-phase current (iabc). In each 
experimental case, the parameters were calculated and 
compared with the proposed SMC-PRC observer and the 
traditional PI controller. These values indicate the 
superiority of the proposed controller in this study. 

 
 

Table 4  
The parameters of tested system 

Parameter Value Parameter Value 
Rated power Pr, kW 9.4 d-axis inductance Ld, mH 2.2 
Rated speed nr, rpm 4500 q-axis inductance Lq, mH 2.2 

Number of pole pairs 4 
Rotor peak PM flux 
linkage φm, Wb 

0.12258

Stator resistance Rs, Ω 0.268 Viscous friction Bm, Ns/m 0.001665
Total inertia j, kgm2 0.0146 Rated torque Tr, Nm 20 
DC-link voltage Udc, V 360 Switching frequency fs, kHz 5 

 

Case study 1. In this experiment, 2 control 
strategies (SMC-PRC and PI) were compared when the 
motor operated at a low speed of 50 rpm and under no-
load conditions. The simulation results showed that both 
control strategies were able to track the reference signal 
well (Fig. 8,a,b). However, during the startup process, the 
torque of SMC-PRC was lower compared to PI, with the 
startup values being 4.888 Nm and 12.994 Nm, 
respectively, as shown in Fig. 8,c,d. The startup currents 
also exhibited a significant difference: while SMC-PRC 
had a startup current of 6.649 A, PI had a much higher 
current – 17.671 A (Fig. 8,e,f). This indicates that 
SMC-PRC reduces the startup current by up to 62.382 %. 
Additionally, the 3-phase currents (Fig. 8,g,h), displayed 
distinct changes in both control strategies, with 
SMC-PRC providing a more stable current during startup. 

The error indices IAE, ITAE, and ISE (Table 5) 
show that the SMC-PRC method significantly improves 
over PI, with IAE reduced by 10.837 %, ITAE – 9.6 %, 
ISE – 20.72 %.  

Table 5 
A comparison of the error indices in the case study 1 

Observer type SMC-PRC PI Ratios, % 
IAE 0.3258 0.3654 10.837 

ITAE 1.9548 2.1624 9.6 
ISE 0.0176 0.0222 20.72 

These results demonstrate that the use of the SMC-
PRC controller not only helps reduce startup current but 
also enhances control performance, improving the 
accuracy and stability of the system compared to PI. 

Case study 2. This test provides a comprehensive 
overview of the observed results when the speed command 
is increased from 2000 to 3000 rpm at 2 s and then reduced 
from 3000 rpm to 1000 rpm at 3 s, after which the motor 
stabilizes. The simulation results with both the SMC-PRC 
and PI controllers (Fig. 9) reveal significant differences in 
the control parameters throughout the operation. The speed 
of both controllers follows the reference signal almost 
exactly, but PI shows a slower settling time compared to 
SMC-PRC (Fig. 9,a,b). Based on the comparison of settling 
times between the 2 methods, SMC-PRC proves to be 
superior. Specifically, at 3000 rpm, the settling time of SMC-
PRC is 2.089 s, which is shorter than PI’s 2.265 s, and faster 
by approximately 0.176 s. At 2000 rpm, SMC-PRC has a 
settling time of just 0.165 s, while PI takes 0.568 s, faster by 
about 0.403 s. Finally, at 1000 rpm, SMC-PRC achieves a 
settling time of 3.186 s, while PI takes 3.63 s, faster by 
0.444 s. In total, the settling time of SMC-PRC is 5.44 s, 
while PI’s settling time is 6.463 s, with a difference of 
1.023 s. Therefore, SMC-PRC is not only faster, but also 
enables the system to reach the reference speed more 
quickly and stably compared to PI. The torque in 
SMC-PRC during startup is 0.105 Nm, lower than PI’s 
0.343 Nm, indicating that SMC-PRC is more stable in the 
initial phase (Fig. 9,c,d). The startup currents iq and id  
(Fig. 9,e,f) have values of 34.551 A and –15.355 A 
for SMC-PRC, significantly lower compared to PI’s startup 
currents of 55.116 A and –17.964 A, indicating that SMC-
PRC helps reduce the startup current by approximately 
37.312 % for id and 14.634 % for iq. 

 

Fig. 7. The tested simulation model
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Fig. 8. Dynamic response of the system in the case study 1: a) and b) the rotor speed applying SMC-PRC and PI methods; 

c) and d) the electromagnetic torque applying SMC-PRC and PI methods; e) and f ) the d- and q-axis current applying SMC-PRC and 
PI methods; g) and h) the 3-phase current applying SMC-PRC and PI methods 
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Fig. 9. Dynamic response of the system in the case study 2: a) and b) the rotor speed applying SMC-PRC and PI methods; 

c) and d) the electromagnetic torque applying SMC-PRC and PI methods; e) and f ) the d- and q-axis current applying SMC-PRC 
and PI methods; g) and h) the 3-phase current applying SMC-PRC and PI methods 

 

The 3-phase current images also show significantly 
greater stability in SMC-PRC compared to PI, where PI 
experiences strong oscillations in the phases. These results 
demonstrate that the SMC-PRC controller outperforms PI in 
reducing startup current and maintaining system stability. 

The error indices IAE, ITAE, and ISE (Table 6) show 
significant improvements in the SMC-PRC method compared 
to PI, with IAE reduced by 94.614 %, ITAE – 94.603 %, and 
ISE – 99.708 %. These results confirm that the use of the 
SMC-PRC controller not only helps reduce the startup 
current, but also enhances control performance, improving the 
accuracy and stability of the system compared to PI. 

Table 6 
A comparison of the error indices in the case study 2 

Observer type SMC-PRC PI Ratios, % 
IAE 0.548 10.182 94.614 

ITAE 3.296 61.092 94.603 
ISE 0.05 17.278 99.708 

Case study 3. In this case, the simulation results were 
carried out by setting the speed to 2000 rpm and varying the 
load torque from 0 to 12 Nm at 3 s (Fig. 10). The results for 
both the SMC-PRC and PI control methods show significant 
differences in tracking the speed and current signals. Both 
methods maintain the speed close to the reference value, but 
SMC-PRC exhibits higher stability, especially during the 
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rapid speed change from 2.9 s to 3 s (Fig. 10,a,b). The 
torque in SMC-PRC stabilizes at around 12 Nm, while 
PI shows greater fluctuation, reaching approximately 
12.53 Nm (Fig. 10,c,d). The currents in Fig. 10,e,f show 
large variations in both methods during startup. SMC-PRC 
starts with a significantly lower current about 18.558 A for iq, 
while PI peaks at 20.229 A for iq, indicating that SMC-PRC 
is more effective in reducing the startup current. Also, the 
3-phase currents (Fig. 10,g,h), are more stable in SMC-PRC 
compared to PI, helping to minimize unnecessary 
oscillations. These results show that SMC-PRC not only 
reduces the startup current, but also improves the stability 
and overall performance of the system compared to PI. 

The error indices IAE, ITAE, and ISE (Table 7) 
show that the SMC-PRC method significantly improves 
over PI, with IAE reduced by 74.18 %, ITAE – 74.18 %, 
and ISE – 93.333 %. These results confirm that the use of 
the SMC-PRC controller not only helps reduce the startup 
current but also enhances control performance, improving 
the accuracy and stability of the system compared to PI. 

Table 7 
A comparison of the error indices in the case study 3 

Observer type SMC-PRC PI Ratios, % 
IAE 82.68 320.22 74.18 

ITAE 496.08 1921.32 74.18 
ISE 1139.33 17090.141 93.333 
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Fig. 10. Dynamic response of the system in the case study 3: a) and b) the rotor speed applying SMC-PRC and PI methods; 

c) and d) the electromagnetic torque applying SMC-PRC and PI methods; e) and f ) the d- and q-axis current applying SMC-PRC 
and PI methods; g) and h) the 3-phase current applying SMC-PRC and PI methods 

 

Conclusions. The purpose of this work was, firstly, 
to evaluate the performance of the use of field 
programmable gate array programmable logic circuits for 
the diagnosis of faults in an induction machine by 
introducing a fuzzy inference system into the algorithm of 
the analysis of the motor current signal analysis by taking 
the RMS signal of the stator phase current as the fault 
indicator signal. Secondly, to implement and validate the 
proposed hardware detection algorithm. The originality of 
our work has been to combine the performance of artificial 
intelligence techniques, the simplicity of motor current 
signal analysis algorithms and the execution power of 
programmable logic circuits, for the definition of a fault 
diagnosis structure for the induction machine achieving the 
best simplicity/performance and speed/performance ratios. 
Finally, the proposed solution has improved the 
performance of fault detection for the induction machine, 
especially in terms of hardware resource consumption, real-
time online detection and speed of detection. 
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Nonlinear vector control of multiphase induction motor using linear quadratic regulator 
and active disturbances rejection control under disturbances and parameter variations 
 

Introduction. This paper introduces a hybrid control strategy for multiphase induction motors, specifically focusing on the dual star 
induction motor (DSIM) by integrating active disturbances rejection control (ADRC) and linear quadratic regulator (LQR). Problem. 
Conventional PI-based indirect field oriented control (IFOC) of DSIM drives exhibit 3 critical shortcomings: 1) sensitivity to parameter 
variations, such as rotor resistance fluctuations; 2) sluggish transient response during rapid speed and torque changes; 3) slow 
disturbances rejection, such as sudden load torque variations. The goal of this work is to achieve enhanced reliability, precision and 
robustness of DSIM drives in high-performance demand applications such as automotive. Methodology. The proposed hybrid control 
architecture is structured as follows: 1) IFOC decoupling. The DSIM’s stator currents are decomposed into 2 components using Park 
transformations, aligning the rotor flux vector to the d-axis. 2) The LQR is designed to optimize the outer speed/torque loop regulation 
by minimizing control efforts and state deviations. 3) ADRCs controllers are designed in the inner current loops. Each controller utilizes 
an extended state observer to estimate and compensate parameter variations and external disturbances in real time. Results. Simulations 
using MATLAB/Simulink validation on a 5 kW DSIM under multiple scenarios confirm the robustness of the proposed hybrid strategy. 
Scientific novelty. The contribution lies in the integration of ADRC and LQR in IFOC: The hierarchical fusion of ADRC (inner loops) 
and LQR (outer loop) uniquely leverages ADRC’s and the LQR’s real-time power to handle any disturbances and unmodeled dynamics. 
Practical value. The proposed technique demonstrates enhanced performances in speed’s response, sudden load torque demands and 
parameter variations. It exhibited high robustness even under degraded conditions such as phase faults, making this strategy ideal for 
high-performance applications like electric vehicles, where stability and adaptability are critical. References 31, tables 2, figures 24. 
Key words: optimal control, active disturbances rejection control, indirect field-oriented control, multiphase induction motor, 
three-level neutral point clamped inverters. 
 

Вступ. У статті розглядається гібридна стратегія управління багатофазними асинхронними двигунами, зокрема з 
фокусом на асинхронний двигун з подвійною зіркою (DSIM),шляхом залучення активного управління придушенням збурень 
(ADRC) та лінійно-квадратичного регулятора (LQR). Проблема. Традиційне непряме полеорієнтоване управління (IFOC) на 
основі ПІ-регулятора приводів DSIM має 3 критичні недоліки: 1) чутливість до змін параметрів, таких як коливання опору 
ротора; 2) інерційний перехідний процес при швидких змінах швидкості та крутного моменту; 3) повільне придушення 
збурень, таких як різкі зміни крутного моменту навантаження. Метою роботи є підвищення надійності, точності та 
стійкості приводів DSIM у високопродуктивних застосуваннях, таких як автомобілебудування. Методологія. 
Запропонована архітектура гібридного управління структурована таким чином: 1) Розв’язування IFOC. Струми статора 
DSIM розкладаються на 2 складові з використанням перетворень Парка, вирівнюючи вектор потоку ротора осі d. 2) LQR 
призначений для оптимізації регулювання зовнішнього контуру швидкості/крутного моменту за рахунок мінімізації зусиль з 
управління та відхилень стану. 3) Контролери ADRC спроєктовані у внутрішніх струмових контурах. Кожен контролер 
використовує розширений спостерігач стану для оцінки та компенсації змін параметрів та зовнішніх збурень у реальному 
часі. Результати. Моделювання з використанням валідації у MATLAB/Simulink для 5 кВт DSIM у кількох сценаріях 
підтверджує надійність запропонованої гібридної стратегії. Наукова новизна. Внесок полягає в інтеграції ADRC і LQR в 
IFOC: ієрархічне злиття ADRC (внутрішніх контурів) і LQR (зовнішнього контуру) унікальним чином використовує 
потужність ADRC та LQR в реальному часі для обробки будь-яких збурень та немодельованої динаміки. Практична 
цінність. Запропонована методика демонструє покращені характеристики при реагуванні на швидкість, раптові вимоги 
до крутного моменту навантаження і зміни параметрів. Він показав високу надійність навіть за умов погіршення 
характеристик, таких як фазові замикання, що робить цю стратегію ідеальною для високопродуктивних застосувань, 
таких як електромобілі, де стабільність та адаптивність мають вирішальне значення. Бібл. 31, табл. 2, рис. 24. 
Ключові слова: оптимальне керування, активне придушення перешкод, опосередковане полеорієнтоване керування, 
багатофазний асинхронний двигун, трирівневі інвертори з фіксованою нейтральною точкою. 
 

Introduction. Three-phase induction motors have 
broad applications across industries and electric traction 
and have gained large attention in recent researches [1, 2]. 
However, multiphase motors have become favored in 
traction applications like electric vehicles and electric 
marine propulsion due to their superior features over three-
phase motors. They distribute power across more phases, 
reducing power per phase and torque ripples. Multiphase 
motors enhance fault tolerance and torque density with 
increased degrees of freedom and harmonic current 
reduction [3]. However, multiphase motors are inherently 
nonlinear systems due to their coupling between stator and 
rotor flux dynamics. As a result, achieving precise control 
over their dynamic performance during variations in speed 
and torque remains a challenging task. The choice of 
strategy depends on the specific application, computational 
resources, and performance requirements. To this end, 
innumerable control strategies have been developed to fully 
exploit multiphase induction motors performance across 
various operating points.  

Starting with the most familiar strategies, namely 
scalar control, vector control, and direct torque control 
(DTC) [4–8], where authors [5] designed a flux and speed 
state observer for sensorless control of a dual star 
induction motor (DSIM) for direct vector control. A 
comparison with the sliding mode model reference 
adaptive system technique was conducted to evaluate 
speed and flux tracking during transients and parameter 
variations. The results demonstrated the observer’s 
superior robustness against uncertainties, disturbances, 
and speed changes, while reducing torque ripple 
compared to model reference adaptive system. However, 
the proposed state observer still sensitive to parameters 
variations particularly in low speed. A novel vector 
control scheme for speed sensorless control of a dual 
stator induction generator in a grid-connected wind 
energy conversion system is presented in [6]. This work 
introduced a 9-zone space vector-based hybrid pulse 
width modulation (PWM), which optimally controlled 
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grid and motor side converters, reducing torque pulsation, 
current ripple, and switching losses. Simulation and 
laboratory validation demonstrated that the proposed 
sensorless control outperformed conventional vector 
control schemes. However, while the hybrid PWM and 
sensorless control provide significant advantages, the 
work lacks parameter variation tests. 

When conventional DTC scheme is extended for the 
multiphase motors, it can produce undesirable harmonics 
(5th and 7th order) in phase currents which cause losses in 
the motor winding, as a remedy, a simplified method of 
synthetic vectors generation is proposed in [7]. By using 
the mapped voltage vectors in d-q and x-y subspaces, dwell 
times are calculated to suppress the effect of some 
undesirable vectors and generate new synthetic vectors. 
These latter are achieved by both field programmable gate 
array and PWM module. Experimental results shown that 
with the proposed DTC the current’s total harmonic 
distortion (THD) is reduced by 70 % when compared to 
that of traditional structure. The authors [8] proposed a 
modified DTC strategy that employs a 2-step approach to 
select the optimal vector for supplying the DSIM, 
effectively reducing harmonic currents. To address the 
steady-state torque error associated with the conventional 
5-level hysteresis controller, they developed a 5-level 
torque regulator that replaces the zero-voltage vector with 
active voltage vectors and incorporates a PI controller 
within its structure to enhance steady-state performance. 

More advanced techniques have been investigated, for 
instance, in [9], the authors presented a sensorless control 
system using super twisting sliding mode control for direct 
speed and flux control, which ensured robustness, finite-
time convergence, and reduced chattering while eliminating 
speed and position sensors. The innovative torque-sharing 
algorithm enhanced performance across a wide speed 
range, including zero speed, preventing winding overload. 
However, the dependency on the observer of the rotor 
speed and winding fluxes was a notable problem, along 
with the need for load torque information for optimal 
torque sharing. Following the SMC context, authors [10] 
proposed a nonlinear integral backstepping control for 
DSIM, improving robustness under parameter variations by 
using both reduced and complete mathematical models. 
The control strategy ensured asymptotic global stability and 
effective load disturbance rejection. Simulation results 
validated the superiority of the complete model over the 
reduced one, showing better handling of internal parameter 
changes, particularly rotor resistance, maintaining 
decoupling between flux and torque. However, the 
increased complexity in implementing the complete model 
was a drawback compared to the simpler reduced model. 

Model predictive control has gained a lot of interest 
from the AC motors control community due to its 
effectiveness in controlling multi-input, multi-output 
systems with constraints. Several enhanced model 
predictive control strategies have been developed with the 
aim of exploring more efficient solutions [11, 12]. The 
objectives include simplifying algorithms, designing 
optimal weighting factors, improving parameter robustness, 
and minimizing current or torque ripples. For example, in 
[13], the authors proposed a new modulation strategy in 
model predictive currents control (MPCC) that combines 
virtual vectors and space vector modulation for an 

asymmetrical 6-phase induction motor. Compared to 
previous MPCC strategies, such as MPCC with virtual 
vectors and MPCC with finite set formulation, the proposed 
MPCC outperforms these methods in x-y current reduction 
and THD. Additionally, a robustness test confirmed the 
controller’s stability under parameter variations.  

Some works have been devoted to model reference 
adaptive control techniques for the DSIM speed control. An 
adaptive control technique based on the Landau stability 
theorem was applied in [14] to improve speed regulation. 
The controller adapts parameters over time using a closed-
loop output error algorithm, ensuring robustness against 
motor parameter variations. Simulation results demonstrated 
satisfactory speed control, quick disturbance rejection, and 
smooth electromagnetic torque without peaks. Robustness 
tests under rotor resistance variations confirmed the 
method’s efficiency in normal and severe conditions. 

Other papers have opted to use AI-based strategies as 
fuzzy, neural network and neuro-fuzzy controllers. An 
adaptive fuzzy controller based on Lyapunov’s stability 
algorithm was developed in [15]. The approach used a 
recalculation of the PI-fuzzy speed gains regulator in real 
time. MATLAB/Simulink simulations showed improved 
tracking performance and robustness against parameter 
variations compared to the conventional PI-fuzzy controller. 
However, tests were limited to medium speeds (±100 rad/s), 
the DSIM was not at full load, and keeping traditional PI 
current controllers make the system susceptible to 
disturbances. A sensorless 5-level DTC scheme based on 
neural networks and an extended Kalman filter for a DSIM 
was studied in [16]. To improve robustness and dynamic 
performance, artificial neural networks were employed, and 
extended Kalman filter was used to estimate rotor speed, 
reducing sensor requirements and installation costs. 
Simulation results in MATLAB demonstrated that the 
proposed control scheme provided highly satisfactory 
performance for the DSIM. However, the work necessitates 
tests at low speeds as well as evaluations of robustness 
against parameter variations. In [17], a neuro-fuzzy scheme 
was developed for speed control of a DSIM with improved 
performance. A 4-layer network was used to optimize the 
fuzzy elements by minimizing the squared error. Two 5-
level inverters with PWM techniques and indirect field-
oriented control (IFOC) were implemented. Simulation 
results showed the neuro-fuzzy controller provided better 
speed response, robustness to load disturbances, and 
parameter variations compared to a conventional inverter. 
Additionally, the 5-level inverter significantly reduced stator 
currents and pulsating electromagnetic torque. Another 
aspect of AI optimization techniques has been used with a 
synergetic control to improve the performance of vector 
control scheme of a DSIM in [18]. The optimal parameters 
in the speed loop are obtained based on the synergistic 
control theory and the particle swarm optimization. The 
results showed that synergetic control enhances the 
robustness of drive speed control, offering superior 
performance in load torque rejection and reducing torque 
vibrations caused by chattering.  

Optimal control strategies, like the linear quadratic 
regulator (LQR), aim to minimize a defined cost function, 
such as energy consumption, torque ripple, or trajectory 
tracking errors, while adhering to system constraints. 
Although these techniques are not commonly applied to 
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multiphase motors, studies in [19–21] investigated their 
use for induction motors, showing promising potential for 
such strategies.  

Finally, in [22], the authors proposed a control 
scheme for a DSIM using active disturbance rejection 
control (ADRC) without relying on current or speed 
sensors. By utilizing only DC voltage information and the 
switching states of the converters, voltage observers were 
employed to estimate the stator currents and rotor speed. 
It is noteworthy that ADRC was applied solely to the 
stator currents, while traditional PI controllers were 
retained for speed and flux control. However, despite the 
promising results, the system was not tested under 
conditions of parameter variation. 

To ensure high robustness against external 
disturbances, such as load torque variations and changes 
in speed reference, and to improve the efficiency of the 
IFOC system in addressing internal disturbances, 
including variations in stator and rotor resistance as well 
as changes in the moment of inertia and even in degraded 
conditions such as phase fault, 2 advanced regulators will 
be utilized. The LQR regulator will be employed to 
regulate speed and torque, while the ADRC regulator will 
be used to control the reference voltages of the inverters. 
By adopting this approach, classical PI regulators will be 
avoided, thereby eliminating the performance limitations 
typically associated with these regulators. 

The main problem addressed is: how can a hybrid 
LQR-ADRC strategy be designed and validated to replace 
conventional PI regulators in IFOC systems, ensuring 
superior robustness, efficiency, and fault tolerance under 
complex operational scenarios? By resolving this, the 
study aims to eliminate the performance limitations of PI-
based systems while enhancing the reliability of 
multiphase motor drives in electric vehicles. 

Mathematical methods and modeling. 
Model of the DSIM. The DSIM is  a type of  a 3-phase 

 

 
Fig. 1. Spatial distribution 

of fluxes in the DSIM 

induction motors which contain
dual stators coupled in star, the 
phase shift between the first and 
the second star is and the rotor 
windings are shorted. Figure 1 
shows the distribution of fluxes 
axis of all windings. 

By applying the Park 
transformation on the 3 windings 
of the DSIM, the system will be 
expressed as follows [3]: 
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where Rs1, Rs2 are the resistances of the 1st and 2nd star; 
Rr is the rotor resistance; ωs, ω are the angular velocities 
of the stator and the rotor; Vd,q(s,r)1,2, id,q(s,r)1,2, d,q(s,r)1,2 are 
the motor’s voltages, currents and fluxes. 

The stator fluxes expressions are given by: 
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where Ls1, Ls2 are the inductances of the 1st and 2nd star; 
Lr is the rotor inductance; Lm is the mutual inductance. 

Using stator currents and rotor flux components, the 
equation for electromagnetic torque is: 
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where p is the number of pole pairs. 
Finally, the rotational equation is given by: 
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where Ω is the mechanical rotor speed; J is the moment of 
inertia; TL is the load torque; Fr is the friction coefficient. 

Modeling of the IFOC. The principle of field-
oriented control is to realize decoupling between the 
magnetic flux and the torque. Unlike the direct approach, 
IFOC calculates the rotor flux angle indirectly by using 
the shafts’ speed information, which eliminates the need 
to directly measure the rotor flux position.  

By aligning the d-axis with the rotor’s flux, the 
orientation is achieved, resulting in the following [23]: 

rdrqr   0 .                         (5) 

The new system can now be governed using the 
decoupling terms v*

ds1 and eds1 as follows:  
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where r=Lr/Rr is the rotor time constant; ωsl is the slip 
frequency. The symbol (*) indicates the references. 

The electromagnetic torque is: 
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Equation (9) shows that the electromagnetic torque 
is similar to that of a separately excited DC motor, which 
demonstrates that torque and flux are now decoupled. 

The synchronous angular speed can be derived as: 
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The complete scheme of the classical PI-based IFOC 
is presented in Fig. 2. 

 
Fig. 2. Schematic of the classical IFOC with PI-based controllers 

fed by double 2-levels inverters 
 

Design of the LQR. In this section, the LQR will be 
used as an advanced regulator to regulate speed and 
torque of the DSIM, in objective to ensure high 
robustness against phase fault, load torque variation, high 
precision within the shortest time possible without 
surpassing the motor capacity. 

First, let’s take the Laplace transform of (4) 
considering TL as perturbation (i.e. TL = 0) as follows: 
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To define the LQR regulator, (11) must be converted 
into state-space representation. For this purpose, state-
space variables are chosen so that: 
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Using (4) in (12) will give: 
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In matrix form it will be: 
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The output of this system is: 
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So, the matrixes A, B, C, D are then defined as: 
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The control law of the LQR regulator is defined as: 
 xKU lqrlqr  .                        (16) 

where Klqr is the feedback gain of the regulator: 
PBRKlqr  ,                           (17) 

where R is the 1st controller matrix. In our case it has 
been set as: 


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501
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5R ; 

P is the solution of the covariance equation (Ricatti 
equation) which is defined by: 

01   CQCPBRBPAPPA TTT .  (18) 

Q is the 2nd controller matrix: Q = 100. 
The matrixes R and Q represent a degree of freedom 

to adjust between minimization of the error and the effort 
of the control, in other way to control precision and 
response speed. The only inconvenient of this technique is 
to find a relationship between these 2 matrixes to ensure 
the desired robustness. 

Substituting (16) in (18) will lead to a closed loop 
system such that: 

        xKBAx lqr .                    (19) 

The new state space of the system will be: 
    

  






xCy

xAx lqr
.                           (20) 

The structure of the LQR regulator used in the speed 
loop is depicted in Fig. 3. 

 
Fig. 3. Speed regulation using LQR 

 

Modeling of the ADRC. ADRC is a robust control 
strategy designed to estimate and compensate for system 
uncertainties, external disturbances, and nonlinearities in 
real-time. By combining an extended state observer to 
estimate disturbances and a feedback controller to reject 
them, ADRC enhances the performance and stability of 
dynamic systems. 

The ADRC control was first proposed by Han in 
1990s as an alternative to PID controllers [24]. Since 
then, it has been used in flux or torque regulator in vector 
control [25–29]. We opted to apply it to the DSIM, in aim 
to improve torque response, reduce sensitivity to 
parameter variations, and ensure robust operation under 
load disturbances. The illustration of the used ADRC is 
shown on Fig. 4 [30].  

 

 
Fig. 4. Schematic description of the ADRC 

 

According to this work, V1 is the tracking signal for 
the current reference i*sdq(1,2), while e is the error signal of 
the current loop. The term u0 corresponds to the output of 
the nonlinear state error feedback, and u is the reference 
voltage adjusted by the estimated disturbance. 
Additionally, z1 and z2 are the tracking signal for isdq(1,2) 
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and the estimated disturbance, respectively. The tracking 
differentiator makes the feed-back error change gradually 
to solve the contradiction between rapidity and over-
shoot. And b0 is a nominal control gain, it’s an estimate of 
the system’s input gain, which relates the control input to 
the system’s dynamics. 

Thus, 4 ADRC regulators will be used to control the 
DSIM currents, where their outputs will constitute the input 
voltages of the inverters. As it can be seen in Fig. 5, based on 
the current transfer function of the DSIM, the state 
formulation of current loop can be defined by: 
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Fig. 5. Currents regulation using ADRC regulator 

 

The current’s matrixes of the system will be: 
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The ADRC regulator will be used to compensate the 
last system, so the new state space will be: 
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The control low of the previous system shown in 
(23) will be: 
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where wc = 5000 is the bandwidth of the observer; b0 =5000.  
The extended state space of the previous system 

shown in (23) will be: 
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While the output of the extended system is: 
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And the new matrixes are: 

   001,

0

1

0

,

000

10

010


































 extsextssext CLBLRA . 

The scheme of the proposed strategy is shown in Fig. 6. 
Simulation results and discussion. In this section, 

we will evaluate the performance and robustness of the 
DSIM fed by dual 3-level neutral point clamped inverters.  

 

 
Fig. 6. Global control scheme of the proposed LQR-ADRC 

speed and current controllers connected to dual neutral point 
clamped inverters 

 

Using MATLAB/Simulink, 2 control strategies were 
tested: the traditional IFOC with PI regulators, and an 
advanced approach combining IFOC with LQR for 
electromagnetic torque control and ADRC for current 
regulation. The simulations include tests to assess the 
system’s ability to track speed references, handle external 
disturbances, and maintain stability under challenging 
conditions, such as phase faults and internal parameter 
variations. Additionally, a THD study is conducted to 
evaluate the system’s harmonic suppression capabilities. The 
motor parameters used in this study are listed in Table 1 [31]. 

Table 1 
DSIM parameters 

Parameters Value 
Rated power P, kW 4.5 
Line-to-line voltage Vn, V 380 
Rated speed n, rad/s 288.29 
Number of pole pairs p 1 
Stator inductance Ls, mH 22 
Rotor inductance Lr, mH 6  
Mutual inductance Lm, H 0.4092 
Stator resistance Rs,  3.72  
Rotor resistance Rr,  2.12  
Moment of inertia J, kgm2 0.00625 
Friction coefficient Fr, m/(rads–1) 0.001 

 

Test 1. Evaluation of reference tracking at variable 
speed. Figures 7, 8 illustrate the speed and torque 
responses of the DSIM controlled by the classical IFOC 
(ΩPI, Tem(PI)) and the IFOC-based LQR-ADRC approach 
(ΩLQR-ADRC, Tem(LQR-ADRC)) under varying speed references. 
Initially, the motor operates with a speed reference of 
100 rad/s, 300 rad/s, followed by a reduction to 200 rad/s, 
and finally reverses its rotation to –100 rad/s. These 
figures demonstrate the system’s ability to track both 
positive and negative speed references with minimal 
delay, indicating robust and efficient speed control. At 
start, it’s shown that the torque peak is the same for both 
techniques (56 Nm). After that, the variation in the 
speed reference causes transient scenarios in torque for 
both techniques. However, the LQR-ADRC demonstrates 
a faster stabilization time, with the presence of additional 
peaks 20 Nm, while the IFOC-PI shows a longer 
stabilization time with less peaks and torque ripples. 

Figures 9, 10 show the direct and quadrature 
components of the flux (ϕdr, ϕqr) of the DSIM. It can be 
seen that the orientations are successfully achieved. 
However, the LQR-ADRC shows a stable decoupling 
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despite some ripples at speed reference changing, while 
the classical IFOC shows a longer and stable response. 

 

t, s 

, rad/s 

zoom 

 
Fig. 7. Speed of the DSIM under variable speed reference 

 

 
Fig. 8. Torque of the DSIM under variable speed reference 

 

 

 
Fig. 9. PI and LQR-ADRC direct flux ϕdr components 

 

 

 
Fig. 10. PI and LQR-ADRC direct flux ϕqr components 

 
Table 2 compares the 2 approaches in terms of 

stabilization time, overshoot, and precision. One can 
observe that the new approach (LQR-ADRC-based IFOC) 
surpasses the classical PI-IFOC in both precision and 
stabilization time, while maintaining 0 % overshoot. This 
demonstrates high robustness in tracking reference speeds. 

Table 2 
PI-based vs LQR-ADRC-based IFOC performance analysis 

Criteria 
Speed range, 

rad/s 
Classical 

IFOC 
LQR-ADRC 
based IFOC 

0100 0.5 0.24 
100300 0.7 0.4 
300200 0.45 0.25 

Stabilizing t, s 

200 –100 1 0.65 
Overshoot, % 0 0 
Precision, % 99 99.98 

 

Test 2. Performance against external disturbance. 
Here, the motor starts with 250 rad/s step reference. Then, 
a sequence of multiple load-torques are applied as the 
following: TL=10 Nm at t = 1 s, TL=20 Nm at t = 2 s, and 
TL= –20 Nm at t = 3 s. From Fig. 11, the LQR-ADRC 
instantly rejects disturbances, while the PI-based IFOC 
has significantly longer rejection time. Figure 12 shows 
the LQR-ADRC’s electromagnetic torque response is 
faster than classical IFOC. 

 

zoom 

 
Fig. 11. Speed of the DSIM under load variation 

 

 

zoom

 

Fig. 12. Torque of the DSIM under load variation 
 

Test 3. THD comparison. Figures 13, 14 show the 
currents of the 1st star of the DSMI. The waves form is 
regular in LQR-ADRC compared to classic IFOC. 

Figures 15, 16 reveal a THD of 13.72 % with 
PI-based IFOC, compared to 5.18 % with LQR-ADRC-
based IFOC. This demonstrates that the proposed 
approach is more effective at minimizing harmonics. 

Following the 3 tests and the analysis of their 
results, which demonstrate that the LQR-ADRC 
outperforms the IFOC in most scenarios, further tests will 
be conducted to evaluate the robustness of this new 
approach. This time, the focus will be on phase faults and 
internal disturbances, such as variations in stator and rotor 
resistances and changes in the moment of inertia. 
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Fig. 13. Currents of the 1st star controlled by LQR-ADRC 

 

 

 
Fig. 14. Currents of the 1st star controlled by IFOC-PI 
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Fig. 15. THD of isa1 controlled by LQR-ADRC 

 

 
Fig. 16. THD of isa1 controlled by IFOC-PI 

 

Test 4. Phase fault examination. In this test, the motor 
will start with a load torque TL=20 Nm. It will then 
encounter several changes of reference speed and at t = 4 s, 
a phase fault will occur in the phase A of the 1st star. 
Figure 17 represents the speed response of the DSIM, 
while Fig. 18 shows the electromagnetic torque. Despite 
these severe conditions, the system continues to operate 
effectively without losing service continuity or 
compromising its stability. It demonstrates remarkable 
resilience, maintaining its robustness and consistent 
performance even under challenging circumstances.  

 

 

 
Fig. 17. Speed of the DSIM under variable speed, load torque 

and phase fault 
 

 

 
Fig. 18. Torque of the DSIM under variable speed, load torque 

and phase fault 
 

Test 5. Robustness against internal parameters 
changing. The impact of parameters variation is a critical 
factor in the performance of the control system. These 
changes can affect the dynamics of the motor such as the 
rotor flux linkage, torque production, and current regulation. 

At this scenario, tests will be conducted against 
internal parameters such as Rs, Rr and J to evaluate the 
system’s robustness. First the system will start with normal 
parameters. In all scenarios, the motor will operate at a 
reference speed of 100 rad/s, with a resistant torque of 
20 Nm applied at t = 1 s. The parameter will then be 
multiplied by 1.5 at t = 2 s, by 2 at t = 3 s, and by 2.5 at 
t = 4 s, resulting in a 250 % increase. 

Figures 19–24 highlight that rotor resistance 
variations influence the transient dynamics without 
compromising the stability or balance of the stator 
currents thanks to the proposed controllers. Despite these 
variations, the control system maintains robust 
performance, as evidenced by the actual speed 
consistently aligning with the reference speed without 
noticeable deviations or delays. This indicates that the 
control strategy effectively compensates for the effects of 
resistance changes, ensuring stability and precision. 
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Fig. 19. Speed of the DSIM under stator resistance variation 

 

 
Fig. 20. Torque of the DSIM under stator resistance variation 

 

 
Fig. 21. Speed of the DSIM under rotor resistance variation 

 

 
Fig. 22. Torque of the DSIM under rotor resistance variation 

 

 
Fig. 23. Speed of the DSIM under inertia variation 

 

 
Fig. 24. Torque of the DSIM under moment of inertia variation 

 
Conclusions. In this work, LQR regulator has been 

employed to regulate the speed of a DSIM, while ADRC 
regulators have been used to control the currents.  

Several tests have been conducted and the results 
revealed that the LQR-ADRC-based IFOC control strategy 
significantly outperforms the classical PI-IFOC in terms of 
speed control, stabilization time, and robustness. The LQR-
ADRC exhibits faster stabilization times across various 
speed transitions, with minimal current ripples and no 
overshoot, maintaining a high precision. It also shows 
superior performance under external disturbances, such as 
load torque variations, where it maintains speed response 
stability without significant deviations. In phase fault 
scenarios and internal parameter variations, the LQR-ADRC 
proves highly robust, maintaining precise speed control and 
stability even under degraded conditions. In conclusion, the 
LQR-ADRC-based IFOC emerges as a more efficient and 
robust control strategy, particularly in dynamic and 
challenging operational conditions. 
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Enhanced siting and sizing of distributed generation in radial distribution networks 
under load demand uncertainty using a hybrid metaheuristic framework 
 

Introduction. Constant changes in electrical system loads lead to increased power losses and voltage drops, requiring effective strategies to 
improve grid performance amid changing power demands. Problem. Many studies assume constant loads when determining optimal locations 
for distributed generation (DG) units, when in reality, loads change throughout the day. These changes affect network performance and require 
efficient solutions that adapt to changes in loads demand to maintain system efficiency and stability. Goal. This research aims to optimize the 
locations and sizes of DG units to reduce power losses and optimize voltage profile, taking into account changes in loads hourly over a 24-hour 
period. Methodology. The study analyzes 24 hourly scenarios using 2 optimization techniques: the conventional particle swarm optimization 
(PSO) algorithm and the hybrid-dynamic PSO algorithm. A multi-objective function is adopted to reduce power losses and improve voltage 
profile at the same time. Results. The modified IEEE 33 bus system was used to verify the effectiveness of the proposed method. The hybrid-
dynamic PSO algorithm has shown superior performance in reducing active and reactive losses compared to the traditional algorithm. It also 
contributed to a significant improvement in the voltage profile, demonstrating its high efficiency in dealing with changes in loads demand during 
time. Scientific novelty of this work lies in the integration of hourly load changes into the process of allocating DG units and using a hybrid-
dynamic PSO algorithm that combines the benefits of PSO traditional and adaptation mechanisms, leading to realistic and more efficient 
improvement. Practical value. This methodology enhances the performance of the smart grid by reducing power losses and voltage deviation 
under daily load, ultimately reducing operational costs and improving grid reliability. References 28, tables 4, figures 10. 
Key words. distributed generation, renewable energy, optimization algorithms, voltage stability, power losses minimization, 
uncertain loads demand. 
 

Вступ. Постійні зміни навантаження електросистеми призводять до збільшення втрат потужності та падіння напруги, що 
вимагає розробки ефективних стратегій для підвищення продуктивності мережі в умовах змінного попиту на електроенергію. 
Проблема. У багатьох дослідженнях щодо оптимального розташування установок розподіленої генерації (DG) передбачається 
наявність статичних навантажень, хоча насправді навантаження змінюються впродовж дня. Ці зміни впливають на 
продуктивність мережі та потребують динамічних рішень, що адаптуються до змін навантаження у часі для підтримки 
ефективності та стабільності системи. Мета. Дане дослідження спрямоване на оптимізацію розташування та розмірів DG 
установок для зниження втрат потужності та оптимізації профілю напруги з урахуванням щогодинних змін навантаження 
протягом 24 годин. Методологія. У дослідженні аналізуються 24-годинні сценарії з використанням двох методів оптимізації: 
традиційного алгоритму оптимізації роєм часток (PSO) та гібридно-динамічного алгоритму PSO. Для зниження втрат 
потужності та одночасного покращення профілю напруги використовується багатоцільова функція. Результати. Для перевірки 
ефективності запропонованого методу використовувалася система шин IEEE 33. Гібридно-динамічний алгоритм PSO 
продемонстрував високу ефективність зниження активних і реактивних втрат порівняно з традиційним алгоритмом. Це 
також сприяло значному покращенню профілю напруги, продемонструвавши його високу ефективність за умов зміни 
навантаження у часі. Наукова новизна роботи полягає в інтеграції погодинних змін навантаження у процес розподілу DG 
установок та використання гібридно-динамічного алгоритму PSO, що поєднує переваги традиційних механізмів PSO та 
механізмів адаптації, що призводить до реалістичного та ефективнішого покращення. Практична цінність. Дана методологія 
підвищує продуктивність інтелектуальної мережі за рахунок зниження втрат електроенергії та відхилення напруги при 
добовому навантаженні, що знижує експлуатаційні витрати та підвищує надійність мережі. Бібл. 28, табл. 4, рис. 10. 
Ключові слова. розподілена генерація, відновлювальна енергетика, алгоритми оптимізації, стабільність напруги, 
мінімізація втрат потужності, невизначені навантаження. 
 

Introduction. Electrical energy is one of the pillars of 
modern civilization and one of the basic requirements in 
the life of modern man. Transmission and distribution 
networks are one of the most prominent components of the 
electrical system. One of the main challenges facing the 
performance of distribution networks is the change in load 
demand, which leads to differences in active and reactive 
losses, as well as voltage drops and decreases in network 
stability [1, 2]. Optimal planning of distributed generation 
(DG) is one of the most important methods for reducing 
electrical losses [3] and improving voltage limits in 
distribution network [4]. However, the installation and 
operation of these generators require significant investment 
and operational costs , which calls for the use of standard 
optimization algorithms in order to ensure that the 
integration of DG with distribution networks is optimal [5]. 

DG is called by various terms such as local 
generation, integrated generation, scattered generation, or 
decentralized generation, and it generally refers to electrical 
energy sources (whether renewable or non-renewable) that 
are connected to the distribution network or directly to the 
consumption site [6, 7]. The concept of DG includes a 
variety of technologies, as shown in Fig. 1 [8], that produce 
energy at sites close to consumers. These systems can serve 
individual buildings [9] or be used in Microgrids [10]. 
They can also be operated with on-grid mode [11]. 

 
Fig. 1. Shows most of the DG techniques [8] 

 

Methods for searching for the optimal solution to the 
problem of locating and scaling DG vary depending on the 
nature of the system studied, the complexity of the 
objectives and the constraints imposed, and these methods 
are generally divided into 3 main categories: analytical, 
numerical, and metaheuristic algorithms. Analytical 
methods [12] rely on explicit mathematical equations and 
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are often used in simplified systems with few buses and 
limited targets, but become impractical with the complexity 
of the network. Numerical methods [13], such as the 
Newton-Raphson method or linear programming, provide 
high accuracy but require accurate mathematical models 
and may suffer from falling into local solutions, and do not 
fit easily to multi-objectives or nonlinear variables. In 
contrast, intelligent optimization algorithms [14–20] have 
been more common in recent years, due to their ability to 
deal with complex models, multiple targets, and the nature 
of nonlinear or inaccurately defined constraints. Some 
studies have also tended to combine more than one 
algorithm for improved performance, or to use hybrid 
algorithms that combine artificial intelligence with 
traditional optimization. The literature shows that the 
choice of an optimization algorithm depends on several 
factors such as the number of DG units, load type, network 
model, and objective function, however, the general trend 
is leaning towards intelligent multi-objective optimization 
algorithms due to their flexibility and effectiveness in 
arriving at practical and workable solutions. 

A review of the literature referred to above shows that 
most researchers have addressed the allocation of DG units 
based on fixed loads. Some evaluated the allocation of these 
units under time-varying loads, but the locations and sizes 
of DG units were often calculated at the average load only. 
Moreover, some researchers looked at multiple load models, 
but each allocation was made separately for each given load, 
rather than a standardized allocation that took into account 
loads over the time period (24 h) in our current study. Some 
studies have also shown allocation of DG units under loads 
and probabilistic generation. However, the majority of these 
studies relied on constant generation based on (average 
generation) from renewable energy sources, without taking 
into account the temporal change in production. 

In order to simulate the full picture of the actual 
operating reality of the system, it is necessary to make an 
allocation of DG units for each time period separately, 
according to load variables. Hence, the optimal allocation 
is chosen from among all time assignments based on the 
desired objectives, such as maximizing system efficiency, 
reducing losses or optimizing voltage profile. 

The main contributions of this research are the 
application of a modified hybrid metaheuristic optimization 
algorithm to determine the optimal allocation of DG units 
across 24 different scenarios, and the problem model was 
built based on multiple scenarios, so that each scenario 
represents specific load and generation conditions during a 
specific hour of the day. The methodology was 
implemented within a 24-hour time horizon, taking into 
account the regenerative generation pattern of solar 
generating units with the use of storage batteries to make 
the generation constant from the system. The hybrid-
dynamic metaheuristic algorithm was also employed in the 
context of allocating the locations and sizes of DG, and 
their performance was evaluated in this context. Optimal 
allocation of DG units was achieved throughout the day, 
with the aim of reducing the multi-objective function 
(MOF). The study included the analysis and discussion of 
active power losses, reactive power losses, as well as 
voltage profiles at different buses. Total power losses were 
also calculated and discussed over the full day. Finally, the 
results of the study were compared with the results of 

another optimization algorithm, such as particle swarm 
optimization (PSO), in terms of optimal allocation of single 
and multiple DG units. 

The goal of the paper is to optimize the locations and 
sizes of DG units to reduce power losses and optimize 
voltage profile, taking into account changes in loads hourly 
over a 24-hour period. 

The formulation of the problem involves the use of 
backward forward sweep power flow analysis and the 
results associated with optimal location and size 
allocation of DG using an optimization algorithm 
approach, taking into account a set of constraints. 
Allocation means optimized for DG to introduce these 
generators into the system at an optimal point in terms of 
location and size. Figure 2 shows the diagram of the 
system. The first stage involves entering system data such 
as a 24-hour variable load. In the second phase, the 
optimal allocation of DG units is determined according to 
changes in load demand based on the minimum value of 
the objective function. 

 
Fig. 2. Factors influencing the optimal location and sizing of DG 

 

Load flow analysis. Power flow analysis technology 
is used for planning, operation, optimization, and 
monitoring of electrical power systems, as it contributes 
significantly to ensuring system stability, reliability and 
economic efficiency.  

 

Fig. 3. Flow chart of backward 
forward sweep algorithm 

However, traditional 
methods used in power flow 
analysis, such as the 
Newton-Raphson method 
and the Gauss-Seidel 
method, may not be suitable 
for distribution networks 
and may not guarantee 
access to the solution (no 
convergence) for the 
following reasons [21]: 
1. Radioactive nature or 
weak entanglement in the 
network structure. 
2. High resistance-to-
reactance ratio. 
3. Imbalance of the system.
4. The presence of DG 
sources. 

The backward 
forward sweep algorithm 
[22] (Fig. 3) is an effective 
method used in power flow 
analysis for radial 
distribution  networks, as it 
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is characterized by its ability to provide accurate results 
with speed of convergence and reduce the number of 
iterations required to reach the solution. For these reasons, 
this algorithm is the preferred choice in the analysis of 
distribution systems. 

Steps of implementation of backward forward 
sweep algorithm. 

1) Initializing. Set the current at each node to zero: 
ik = 0,                                    (1) 

where ik is the complex current at node k. 
Set the voltage of all nodes to 1 p.u.: 

vk = 1,                                    (2) 
where vk is the complex voltage at node k. 

2) Calculating the nodal current by using the 
complex power equation: 

**
kkk vsi  ,                                (3) 

where sk is the complex power at node k [p.u.]; vk is the 
voltage at node k [p.u.]; ik is the calculated current at node 
k [p.u.]; symbol «*» denotes complex conjugate. 

3) Backward sweep – branch current calculation. 
Calculate branch current flowing from node k to node k–1: 

 kmkkk iii ,1, ,                         (4) 

where ik, k–1 is the current in the branch from node k to k–1; 
im,k is the sum of branch currents from all downstream 
nodes connected to node k. 

4) Perform forward sweep to update the node voltage 
according to the voltage drop equation across the lines: 

1,1,1   kkkkkk izvv ,                   (5) 

where vk is the voltage at node k; vk+1 is the voltage at the 
downstream node k+1; zk,k+1 is the complex impedance of 
the line between nodes k and k+1; Ik,k+1 is the current in 
the branch between nodes k and k+1. 

5) Check the stopping criterion, where the iterative 
process continues until reaching the acceptable variance 
between the calculated values in successive iterations: 

 n
k

n
k vv 1max ,                              (6) 

where  is the specified tolerance for convergence 
(typically 10–4.) 

Objective function. The main objective of the goal 
function is to reduce the multi-objective index to the 
lowest possible value. 

MOF index is a combination of 3 main indicators – 
the Active Power loss Index (API), the Reactive Power 
loss Index (RPI) and the Voltage Deviation index (VD) 
[23]. Optimal allocation of DG units is achieved by 
minimizing the MOF value. This process is based on (7), 
where the coefficients w1 – w3 refer to the weights of API, 
RPI and VD: 

VDwRPIwAPIwMOF  321 ;            (7) 

 


3

1
1

i iw ;                                 (8) 

where w1 is the weight of API objective (w1=0.5); w2 is 
the weight of RPI objective (w2=0.25); w3 is the weight of 
VD objective (w3=0.25). 

The relative weights of the 3 objectives (reducing 
real losses, reducing reactive losses and reducing voltage 
deviation) were determined using the analytic hierarchy 
process developed by T.L. Saaty, which is one of the most 
common multi-standard decision-making methods [24] is 

common and accurate. This method is based on the 
principle of conducting even comparisons between goals 
using a numerical preferential scale that reflects the 
degree of relative importance between each pair, so that 
the judgments are translated into a comparison matrix 
used to extract the final weights through mathematical 
treatment based on normalization and analysis of 
eigenvalues. In this context, a logical assessment was 
adopted that the first goal (API) is twice as important as 
the other 2 goals (RPI and VD), while RPI and VD were 
considered equally important. According to this 
assessment, the comparison matrix is built to reflect these 
relationships (PLI > RPI = VD), with a preference ratio of 
(2:1). Based on these provisions, the final weights were 
derived to be approximately 0.5 for API and 0.25 for each 
of the RPI and VD. This distribution reflects the level of 
technical impact expected for each objective on grid 
performance and is consistent with the logic of improving 
the operational efficiency of electrical distribution 
systems, where priority is given to reducing real losses as 
directly related to economic losses in energy. 

Active power loss index (API) is related to the 
objective of reducing active power losses [25, 26], and is 
calculated as the ratio between Actual Power Loss in the 
presence of DG (APLDG) to Actual Power Loss (APL) in 
the absence of DG: 

API = APLDG / APL.                       (9) 
Reactive power loss index (RPI) is the ratio of the 

Reactive Power Loss [27] when DG is present (RPLDG) 
to the Reactive Power Loss (RPL) without DG: 

RPI = RPLDG / RPL.                       (10) 
Voltage deviation index (VD) is the 3rd target 

considered in this question [28], and is mainly used to 
monitor the power system. In real time, efforts across 
buses deviate from their stability limits, and can be 
adjusted within safe limits through optimal allocation of 
DG in the system, contributing to voltage profile 
optimization. The VD indicator in (11) should be 
minimal, because higher values indicate a greater 
deviation from the initial value: 

  inibini
n
b vvvVD  1max ,                 (11) 

where n is the total number of buses in the system; 
vini =1.05p.u. 

Constrains. The process of minimizing the 
objective function is constrained by equality constraints 
and inequality constraints. 

Equality constraints express the balance of real and 
reactive power of DG within the electrical system: 

   0lossDiGi PPP ;                 (12) 

   0lossDiGi QQQ ,                 (13) 

where PGi is the active power generated by traditional 
resources; PDi is the active power generated by DG units; 
Ploss is the active power losses in network; QGi is the 
reactive power injected by traditional resources; QDi is the 
reactive power injected by DG units; Qloss is the reactive 
power losses in network. 

Inequality constraints include setting the minimum 
and upper limits of DG capacity to ensure that permissible 
operational levels are not exceeded, in addition to 
restricting the locations of connecting generation units to 
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specific locations to the network to achieve the best 
technical and economic performance: 

maxmin
DGDGDG PPP  ;                      (14) 
maxmin
DGDGDG QQQ  ;                      (15) 

busposition nDG 2 ,                      (16) 

where PDG is the active power output of the DG unit; 
maxmin , DGDG PP  are the minimum and maximum limits of the 

DG’s active power; QDG is the reactive power of the DG unit; 
maxmin , DGDG QQ  are the minimum and maximum allowable 

reactive power; DGposition is the bus number where the DG is 
installed; nbus is the total number of buses in the network. 

Optimization algorithms. PSO is one of the 
popular algorithms used to solve multidimensional 
optimization problems. These algorithms mimic the 
behavior of flocks of birds and fish in search of food 
sources, where the positions of particles are updated 
based on their individual and collective experiences to 
arrive at optimal solutions. The presented models aim to 
compare the traditional algorithm with a dynamic hybrid 
version, which includes additional steps to improve the 
quality and speed of arriving at the optimal solution by 
introducing local search mechanisms and handling 
recessions. PSO algorithm and the improved or modified 
hybrid algorithm, called the hybrid-dynamic PSO 
algorithm, were used, where their parameters are 
dynamically adjusted as the algorithm progresses, in 
addition to introducing the concept of mutation to the 
results in case of stagnation to avoid the algorithm falling 
into the trap of local solutions. The choice of this 
particular algorithm among the rest of the optimization 
algorithms for the following reasons: 

1. The ability to process dynamic and non-convex 
equation. 

2. The ability to process large and complex data sets. 
3. The ability to explore initial search spaces 

effectively. 
4. The speed of convergence towards optimal solutions 

compared to other methods specially when deals with multi-
objectives that have overlap and conflict with each other. 

In PSO, the starting particles are distributed randomly 
across the available search space, and out of all these 
particles, the best solution is identified. The locations of the 
particles are updated in the next step based on the previous 
locations and velocity values, the entire swarm takes 
actions to improve the value of the objective function and 
achieve the optimization in the next steps. 

The best fitness (min, max) is determined to direct 
the rest of the particles towards this best solution. The 
velocity of the particle is updated according to the gap 
between his current position and the optimal position 
relative to all other particles (gbest), in the same manner, 
the position of the particle is constantly being updated by 
adding its current location to its movement. 

The position and velocity of the particle are 
determined according to the following equation: 

   k
ibest

k
ibesti

k
i

k
i sgrcsprcwvv 

2211
1 ;     (17) 

11   k
i

k
i

k
i vss ;                            (18) 

where vi
k is the velocity of particle i at iteration k; si

k is the 
position of particle i at iteration k; pbesti is the best position 

found by particle i (personal best); gbest is the best position 
found by the entire swarm (global best); w is the inertia 
weight – controls exploration vs. exploitation; c1, c2 are 
the acceleration coefficients (cognitive and social 
components); r1, r2 are the random numbers uniformly 
distributed in [0, 1]. 

The PSO algorithm depends on 3 basic steps that are 
performed during each iteration: 

1. Evaluating each solution using the objective 
function to calculate the fitness value. 

2. Updating the best position of the particle (pbest) and 
the best global position (gbest). 

3. Updating the particle’s velocity vi and its position si. 
These steps continue until stopping criteria are met, 

such as reaching a certain number of iterations or achieving 
a certain accuracy threshold. Despite its efficiency, 
traditional PSO suffers from some drawbacks when dealing 
with optimization problems, the most prominent of which 
is that it may stop at local maximum values (stuck in a local 
maximum), which reduces its ability to explore the entire 
search space. The parameters w, c1, c2 affect the 
performance of the algorithm, as tuning inappropriate values 
can lead to early convergence towards a non-optimal 
solution or divergence which prevents the algorithm from 
reaching an optimal solution. 

A number of attempts have been made to improve the 
PSO algorithm in order to find the most suitable control 
parameters. Numerous methods exist for the search of 
optimal parameters other than those with fixed values. The 
variable coefficient PSO or dynamic PSO with control 
parameters that decrease linearly is given in (19–21). The 
control parameters of PSO are: 

)( minmax
max

max ww
k

k
wwk  ;              (19) 

)( min1max1
max

max11 cc
k

k
cc k  ;            (20) 

)( min2max2
max

max22 cc
k

k
cc k  ,          (21) 

where wk is the inertia weight at iteration k; wmin is the 
final (minimum) inertia weight; wmax is the initial 
(maximum) inertia weight; k is the current iteration 
number; kmax is the total number of iterations; c1k is the 
cognitive component at iteration k; c2k is the social 
component at iteration k; c1max is the initial (maximum) 
cognitive value; c1min is the final (minimum) cognitive 
value; c2min is the initial (minimum) social value; c2max is 
the final (maximum) social value. 

Local search and mutation were used on the initial 
results of the PSO algorithm for the following reasons. 

1) Exploitation. PSO algorithm is good at 
exploration but may not be accurate in finding the local 
optimal solution. Local search comes to fine-tuning on the 
found solution. 

2) Accelerate-convergence. Instead of waiting for 
PSO to reach the optimal solution across many 
generations, local search can quickly improve good 
solutions in each or after a certain number of generations. 

3) Increase precision. Helps to exceed some PSO 
limits such as oscillating around gbest without further 
optimization, by optimizing locally around gbest or pbest. 
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4) Diversity. Mutation causes a random change in 
the location of some particles, preventing premature 
grouping of particles around imperfect solutions. 

5) Escape from local optima. If particles stop 
improving, the mutation gives a random push to each 
other to exit that area and explore new areas. 

6) Improved exploration. Especially in the later 
stages of PSO when particles begin to focus on a small 
area around the gbest. 

The method used to determine the best location and 
value for DG using the hybrid-dynamic PSO algorithm is 
as follows. 

Step 1 (Initialization). 
1. Number of iteration k. 
2. Number of particles n. 
3. Number of parameters per particle m. 
4. Limitation of space solution. 
5. Set the initial value of control set of PSO as shown 

in Table 1. 
6. Set the initial value of each particle randomly with 

in the limit of space solution. 
Step 2. Modify the load bus by the initial set of 

particles. 
Step 3. Run load flow and calculate APL, RPL, VD. 
Step 4. Searching for pbest and gbest. 
Step 5. Update the velocity, position and variable 

control set to generate new set of solution. 
Step 6. Evaluate the new solution. 
Step 7. Searching for pbest and gbest. 
Step 8. Apply local search. 
Step 9. Check if gbest is stagnant? If yes – apply 

mutation, if don’t – check no. of iteration if less or equal 
to no. of max. iteration. 

Step 10. Update the number of iterations. 
Step 11. If number of iterations less than or equal 

number of max iterations then go to step 5. 
Table 1 

PSO coefficients used in the simulation 
Parameter Value 

Number of particles n 50 
Number of iterations kmax 50–150
Number of parameters per particles m 2 
Cognitive component c1 0.5–2.5
Social component c2 0.5–2.5
Inertia weight w 0.4–0.9

 

The traditional PSO algorithm (Fig. 4,a) begins by 
initializing the basic parameters, including the inertia 
weight w, acceleration coefficients c1, c2, swarm size, 
number of iterations and number of variables. A set of 
solutions is then randomly generated within the search 
space. The validity of the solutions is then checked. If the 
condition is met, the network loads are adjusted, and the 
load flow is run to evaluate the validity of the solutions. 
This is followed by a search for the best local and global 
solutions (pbest and gbest) based on the calculated validity 
values. The positions and velocities of the particles are 
then updated to generate a new set of solutions. This cycle 
continues with the network loads being updated, solutions 
being evaluated, and the best solutions being updated, 
with the number of iterations gradually increasing until 
the maximum number of iterations is reached, at which 
point the algorithm terminates. 

 

Fig. 4. a – flow chart of 
traditional PSO algorithm; 
b – flow chart of hybrid-
dynamic PSO algorithm 

a

b
 

 

The hybrid-dynamic PSO algorithm (Fig. 4,b) follows 
similar steps to the traditional algorithm, starting with 
initializing the basic settings and generating a random set of 
solutions. After verifying that the solutions adhere to the 
permissible space limits, the network loads are adjusted, and 
the load flow is run to assess the validity. The best local and 
global solutions are searched according to the validity 
criteria. After updating the speed and location variables, an 
additional optimization step is applied, which involve 
applying a local search to improve the quality of the 
discovered solutions. If the global solution gbest stagnates 
and does not improve across iterations, a mutation is applied 
to break this stagnation and stimulate the search for better 
solutions. The system continues iterating, updating solutions 
and increasing the number of iterations until a specified 
maximum number is reached, at which point the algorithm 
terminates. This hybrid-dynamic approach contributes to 
accelerating convergence to the optimal solution and 
increasing the efficiency of the search process. 

Test system. Modified IEEE 33 bus distribution 
system was adopted to test the proposed method. Figure 5 
shows the single line diagram of the distribution system, 
at base load, the total active power is 3715 kW, the 
reactive power is 2300 kVAr. 

 
 

 
Fig. 5. Modified IEEE 33 bus test system 

 

Limitations. The study’s limitations refer to the 
specific aspects of its design or methodology that had an 
impact on or influenced the interpretation of the study’s 
conclusions. Below are limitations of this work: 
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1) Load flow method. By backward forward sweep 
because this method is suitable for distribution networks 
of radial nature. 

2) Operation mode. On grid operation mode. 
3) Network type. Modified IEEE 33 bus test system 

radial distribution network. 
4) Type of DG. Renewable energies that they have 

the ability to inject active power only. 
5) Number of DG. Single and multiple distribution 

generation units. 
6) Load type. Variable load and load model is 

constant power. 
7) System condition. Balanced 3 phase system. 
8) Optimization method. Metaheuristic method and 

the algorithm is hybrid dynamic PSO. 
9) Objective function: 

 minimize active power losses; 
 minimize voltage deviation at each bus; 
 maximize voltage stability. 

10) Decision variable. Optimal location and value of 
DG with unity power factor. 

Result and discussion. To validate the proposed 
approach and its effectiveness in the analysis and 
optimization methods presented, the study was applied to 
the modified IEEE 33 bus test system under different 
scenarios, including: 

 Base case. System operation without integration of 
any DG. 

 1st case. Integration of one DG unit at the optimal 
location within the network. 

 2nd case. Integration of 2 DG units at their optimal 
locations. 

 3rd case. Integration of 3 DG units at their optimal 
locations. 

IEEE 33 bus model with variable load demand was 
chosen as the base case for loss evaluation and power flow 
analysis without DG, and the analysis was done using 
backward/forward sweep. The total losses in active and 
reactive power among the studied cases are shown in Fig. 6, 
and Fig. 7 shows load demands during 24 hours. 

 

 P, kWh/day 
Q, kVArh/day 

P 
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Fig. 6. Active and reactive power losses during 24 h 

in the 3 cases in addition to the basic case 
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Fig. 7. Active and reactive load demand during 24 h 

 

Initially with base case, energy losses for active and 
reactive power were measured at 7196.054 kWh/day and 
4887.774 kVArh/day, the minimum voltage value recorded 
for bus number 18 was 0.8459 p.u. In the 1st scenario, where 
a single DG unit was embedded, the optimal size of the unit 
was calculated to be 3079.71 kW at bus number 6, which 
caused total active and reactive energy losses to drop to 
3799.023 kWh/day and 2794.019 kVArh/day. In the next 
case, the system was embedded with 2 DG units, where 
2 units of 1056.946 kW and 1322.302 kW were placed at 
buses number 13 and 30, respectively. This led to active 
energy losses of 2980 kWh/day and reactive power losses of 
2050 kVArh/day. 

In case 3, where 3 DG units were considered, 957.925 kW, 
1262.393 kW and 1231.201 kW units were put in buses 14, 
24 and 30, respectively, which brought the total active 
losses down to 2506.591 kWh/day and the reactive losses 
down to 1750 kVArh/day. Figure 6 shows how the 
inclusion of several DG units into distribution systems 
provides greater improvements on the reduction of active 
and reactive losses than single generation unit systems. 

The changes within the average bus voltage for 
employing the optimal size and location of the DG in 
various scenarios with basic case is illustrated in Fig. 8. 
The application of the optimal distribution generator 
enhances the performance of all the bus voltages in terms 
of stability in comparison with the base case. 

Table 2 presents the statistical results of 100 running 
of proposed method for MOF along 24 h with 3 DG along 
with the corresponding minimum, maximum, mean and 
standard deviation values. Additionally, the success rate 
(SR) is reported, which indicates the percentage of runs 
that achieved a solution within 2 % of minimum objective 
function value among all running. 

The high effectiveness of the algorithm attributed to 
its inherent optimization capabilities and the adequacy of 
the selected number of particles and iterations in the PSO 
algorithm for consistently reaching the optimal solution. 

 

 

bus number 

V, p.u.

 

Table 2
The results of statistical 

analysis 
Statistical indices Result

Minimum 0.291
Maximum 0.310
Mean 0.291
Standard deviation 0.003
Success rate (SR) 0.96 

 

 

Fig. 8. Average voltage’s buses during 24h in the 3 cases in addition 
to the basic case 

 

The PSO algorithm was chosen and preferred over 
the rest of the algorithms based on previous studies that 
outweighed it over the rest of the algorithms for many 
reasons, including the ease of understanding its work and 
the simplicity of the way it is based on it, in addition to 
that it can be suitable for large and complex networks and 
speed of convergence to the optimal solution. 

Despite the many advantages of this algorithm, it 
can fall into the trap of local solutions. In this research, 
this study proposed to use a simple algebraic method to 
overcome this problem, which is the method of adjusting 
the algorithm parameters in a dynamic way so that it 
makes the algorithm strong in terms of exploration, 
exploitation and choosing the best global solution. 
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To ensure the effectiveness of the proposed method, 
a comparison was made between it and the regular PSO 
algorithm with fixed parameters in a statistical way. 

To increase competition between the 2 methods, a 
few particles were used repeats to combine 3 DG units to 
observe the difference between the 2 methods and which 
of them can get closer to the optimal solution in light of 
the small number of particles and iterations (Table 3). 

Table 3 
Statistical result comparison of PSO and hybrid-dynamic PSO 
Statistical indices PSO result Hybrid-dynamic PSO result 

Minimum 0.351 0.291 
Maximum 0.372 0.310 
Mean 0.362 0.291 
Standard deviation 0.012 0.003 
Success rate (SR) 0.18 0.96 

 

Figures 9, 10 show the convergence of the proposed 
hybrid-dynamic PSO algorithm, which is characterized by 
its ability to explore a good region of the search space in 
the early iterations, and quickly reach the optimal 
solution. Figures 9, 10 show a comparison between the 
performance of 2 algorithms for optimization of location 
and the optimal size of DG units in electrical distribution 
networks, based on the value of a MOF. 

 

Number of executions

Fitness value 

1 – PSO 
2 – Hybrid-dynamic PSO

1 

2 

 
Fig. 9. The fluctuation of solutions across different executions 

 

Number of iterations 

Fitness value 1 – PSO 
2 – Hybrid-dynamic PSO
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2 

 
Fig. 10. The convergence of the solution to the optimal value 

along to iterations 
 

By tracking objective function changes across a 
number of executions, the traditional PSO algorithm 
shows a continuous fluctuation in value, with results 
centered at relatively high levels (0.36), indicating poor 
stability and the likelihood of falling into local solutions 
without being able to improve them effectively. In 
contrast, the hybrid-dynamic PSO algorithm shows more 
stable performance, maintaining a relatively low value of 
the objective function (0.29) with a very limited number 
of sudden changes, indicating has a better ability to 
explore and converge towards the optimal solution. This 
superior performance demonstrates that the use of a 
hybrid-dynamic PSO algorithm contributes to improved 
search efficiency, reduced losses, and more reliable 
results in distribution network optimization applications. 

In Table 4 the proposed methodology is compared 
with other methodologies, that using PSO algorithm to 
find the optimal location and size for DG. Note that when 
using more than 1 DG in different locations, it leads to an 
improvement in the results, as the 2nd case required 
injecting less power than the 1st case, and this led to 
improvements over the 1st case in terms of reducing total 
losses and improving voltage deviation and stability. 

Table 4 
Summary of the results obtained by following the proposed methodology 

Number of DG No DG One DG 2 DG 3 DG 

Best location of DG – Bus 6 
Bus 13 
Bus 30 

Bus 14 
Bus 24 
Bus 30 

Best capacity of DG, kW – 3079.710@ Bus 6
1056.946@ Bus 13
1322.302@ Bus 30

957.925@ Bus 14 
1262.393@ Bus 24 
1231.201@ Bus 30 

Total capacity of DG, kW – 3079.710 2379.248 3451.519 
Active energy loss, kWh/day 7196.054 3799.023 2980 2506.591 
Active energy loss reduction, % – 0.472 0.586 0.652 
Reactive energy loss, kVArh/day 2792.894 2794.019 2050 1750 
Reactive energy loss reduction, % – 0.4.28 0.582 0.642 
Min voltage profile 0.8459 0.8959 0.9318 0.9337 
Min voltage profile at bus no. 18 18 18 18 
Min voltage profile at hour 9 9 9 9 
Max voltage profile 0.9970 0.9989 0.9985 0.9991 
Max voltage profile at bus no. 2 2 2 2 
Max voltage profile at hour 23 23 23 23 

*Note: the symbol «@» refers to the bus number that DG unit with right capacity should be connected to it 
 

The results show that the integration of DG units in 
the distribution network contributes significantly to 
improving the performance of the system in terms of 
reducing electrical losses and improving voltage profiles. 
When only 1 DG unit was added, the active losses (Ploss) 
during 24 h decreased from 7196.054 kWh/day to 
3799.023 kWh/day, achieving a reduction of 47.2 %. 

With the addition of 2 DG units, the Ploss during 24 h 
reduction rate improved to 58.6 %, while it reached 65.2 % 
when 3 DG units were used. As for reactive losses (Qloss) 
during 24 h also a clear improvement is recorded, 
decreasing by 42.8 % with 1 DG unit, rising to 58.2 % 
and 64.2 % with 2 and 3 DG units respectively. On the 
other hand, the addition of DG units led to a clear 
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improvement in the minimum voltage profile, with the 
lowest voltage rising from 0.8459 without DG units to 
0.8959 with 1 unit, and reaching 0.9318 and 0.9337 with 
2 and 3 units respectively, indicating enhanced voltage 
stability. Note that the lowest voltage value was fixed at 
bus 18 and 9AM, while the highest voltage value was 
achieved at bus 2 and 11PM across all scenarios. In 
addition, it is clear that increasing the number of DG units 
not only reduces overall losses, but also contributes to a 
more balanced load distribution across the network. With 
the use of a 1 DG unit, the entire power was concentrated 
in one location 3079.71 kW at bus 6, resulting in a 
significant improvement in performance, but the 
improvement was limited compared to multi-unit of DG. 
When 2 DG units were added, power injection capacities 
were distributed between bus 13 and bus 30, allowing for 
more effective reduction in losses, as losses were further 
reduced even though the total power injection capacity 
was less than the single capacity per unit. By integrating 
3 DG units distributed over buses 14, 24 and 30 achieve a 
more uniform distribution of generation power capacities, 
which is clearly reflected in the improvement of loss and 
voltage profile. This highlights the importance of the spatial 
distribution of DG units and the optimal capacity of each 
unit, as the multi-point injected reduces long electrical paths 
that cause greater losses, and enhances voltage stability 
across the grid. Therefore, the use of more than one DG unit 
with optimal locations and sizes provides a more 
improvement that exceeds the improvement of a single unit 
with a large capacity concentrated, which effectively 
contributes to raising the efficiency of the network. 

Future works. Dynamic planning requires 
consideration of a long time period to determine the 
optimal locations for DG. Other future work below: 

1. Island operation. It is recommended to develop 
models for intentional island operation with the 
integration of energy storage systems. 

2. Improving optimization algorithms. Improving the 
tuning of parameters of metaheuristic optimization algorithms 
such as PSO and GA to achieve greater efficiency. 

3. Achieving accuracy and computational efficiency. In 
order to improve the accuracy of convergence and 
computational efficiency, hybrid techniques should be 
further studied by combining analytical methods, 
optimization algorithms, and computational methods. 

Conclusions. This paper presents an effective 
method to optimize the allocation of DG units based on 
the variable daily load profile. The performance of this 
methodology was tested using the IEEE 33 Bus test 
system, where a set of scenarios covering different 
periods during the day were analyzed to study the effect 
of variable load on the selection of the best location and 
capacity for DG. 

The locations and sizes of DG units were determined 
based on the lowest values resulting from a MOF, which 
helped improve the overall performance of the network. 
The results showed the effectiveness of the proposed 
approach in reducing overall system losses along hourly 
loads demand, as well as improving voltage levels at buses. 

In this context, the hybrid-dynamic PSO algorithm 
was used to determine the optimal distribution of 
generating units. The results showed that this algorithm 
significantly reduced both active and reactive power 

losses compared to the traditional PSO algorithm. The 
hybrid algorithm also showed a higher ability to improve 
the lowest voltages in the grid. 

In addition, the analyses showed that a significant 
reduction in total active power losses across all scenarios 
studied when using the hybrid method, compared to the 
decrease achieved when using the traditional algorithm. 
The same applied to reactive power losses, where the 
hybrid method showed significantly better results. 

These results highlight the importance of the 
proposed approach based on the hybrid-dynamic PSO 
algorithm, especially in its ability to reduce losses and 
enhance voltage stability, making it a promising candidate 
for application in modern smart electricity grids that 
require flexibility and high dynamic response. 
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Improved speed sensorless control for induction motor drives using rotor flux angle estimation 
 

Introduction. In the typical field-oriented control (FOC) method, the variation of machine resistance is not considered when calculating the 
rotor flux angle. This omission affects the accuracy of the control method during motor operation, leading to potential performance 
degradation. Problem. Neglecting stator resistance variations in the voltage model-based FOC technique can cause rotor flux angle 
estimation deviation. This inaccuracy impacts motor speed control, especially under varying operating conditions where resistance changes 
due to temperature fluctuations. Goal. This paper aims to improve the accuracy of rotor flux angle estimation in the voltage model-based 
FOC technique by incorporating a real-time stator resistance estimation process. Methodology. The proposed research integrates a model 
reference adaptive system to estimate the stator resistance and replaces the rated resistance value in the rotor flux angle calculation 
algorithm of the FOC technique. The effectiveness of the method is evaluated by using MATLAB/Simulink simulations, where the estimated 
resistance value is compared with the actual resistance value, and the motor speed control performance is analyzed. Simulation results 
demonstrate that the proposed method significantly enhances the accuracy of rotor flux angle estimation by adapting to changes in stator 
resistance. This improvement ensures better motor speed control performance, reducing deviations between the actual and reference speeds 
under different operating conditions. Scientific novelty of this research lies in integrating real-time stator resistance estimation into the rotor 
flux angle calculation process of the voltage model-based FOC technique, addressing a key limitation in typical FOC approaches. Practical 
value. By improving the accuracy of rotor flux angle estimation, the proposed method enhances the stability and efficiency of motor speed 
control. This ensures better performance in industrial applications where precise motor control is essential under varying operating 
conditions. References 27, figures 11. 
Keywords: induction motor drive, field-oriented control, model reference adaptive system, stator resistance. 
 

Вступ. У типовому методі управління з орієнтацією по полю (FOC) зміна опору машини не враховується під час розрахунку кута 
потоку ротора. Цей недолік впливає на точність методу керування під час роботи двигуна, що призводить до потенційного 
зниження продуктивності. Проблема. Нехтування змінами опору статора у методі FOC на основі моделі напруги може 
призвести до відхилення оцінки кута потоку ротора. Ця неточність впливає на керування швидкістю двигуна, особливо в умовах 
експлуатації, коли опір змінюється через коливання температури. Метою даної роботи є підвищення точності оцінки кута 
потоку ротора в методі FOC на основі моделі напруги шляхом включення процесу оцінки опору статора в реальному часі. 
Методика. Пропоноване дослідження інтегрує адаптивну систему з еталонною моделлю для оцінки опору статора та замінює 
номінальне значення опору в алгоритмі розрахунку кута потоку ротора методом FOC. Ефективність методу оцінюється за 
допомогою моделювання MATLAB/Simulink, де розрахункове значення опору порівнюється з фактичним значенням опору, а потім 
аналізується характеристика керування швидкістю двигуна. Результати моделювання показують, що запропонований метод 
значно підвищує точність оцінки кута потоку ротора за рахунок адаптації змін опору статора. Це покращення забезпечує більш 
ефективне управління швидкістю двигуна, зменшуючи відхилення між фактичною та заданою швидкостями у різних робочих 
умовах. Наукова новизна даного дослідження полягає в інтеграції оцінки опору статора в реальному часі в процес розрахунку 
кута потоку ротора методом FOC на основі моделі напруги, що усуває ключове обмеження типових підходів FOC. Практична 
значимість. Підвищуючи точність оцінки кута потоку ротора, запропонований метод підвищує стабільність та ефективність 
управління швидкістю двигуна. Це забезпечує більш високу продуктивність у промислових застосуваннях, де точність управління 
двигуном необхідна в змінних робочих умовах. Бібл. 27, рис.11. 
Ключові слова: привод асинхронного двигуна, полеорієнтоване управління, адаптивна система еталонної моделі, опір статора. 
 

Introduction. The rotor flux angle is a crucial factor 
in the functioning and vector control methods of induction 
motors (IMs). It indicates the alignment of the rotor’s 
magnetic field concerning the stator’s magnetic field, and 
precise estimation of this angle is vital for achieving peak 
motor performance. Within the IM model, the rotor flux 
angle is integral in separating torque and flux control, 
enabling accurate and independent tuning of torque and 
flux during motor operation [1–5]. 

Problems and the relevance. The field-oriented 
control (FOC) method [6–9] is a widely used approach for 
determining the rotor flux angle. However, this method’s 
control strategy relies heavily on the machine parameters, 
particularly the stator resistance. Furthermore, variations 
in stator resistance are not accounted for when computing 
the rotor flux angle, thereby impacting the precision of the 
control method during operation. 

Review of recent publications about rotor flux 
estimation. Model reference adaptive systems (MRAS) 
have been extensively developed to calculate the rotor flux 
and its angle in IMs [10–13]. Two elementary models are 
utilized in the MRAS method: the current model (CM, the 
adaptive model) and the voltage model (VM, the reference 
model). The CM, sensitive to rotor resistance parameters 

[14, 15], relies on the stator current signal and rotor speed to 
ascertain the rotor flux angle. Conversely, the VM, which 
depends on the stator resistance parameter [16, 17], uses both 
voltage and current signals to estimate rotor flux. A 
significant challenge in MRAS modeling is the variation in 
stator resistance due to temperature fluctuations, which can 
impact motor precision. As the stator winding temperature 
changes, the resistance alters, necessitating an adaptive 
approach to estimate this parameter accurately. These 
adaptive mechanisms bolster the resilience of MRAS 
models, mainly during low-speed functions where the 
precise determination of stator resistance is vital for 
sustaining performance [18, 19]. When the stator resistance 
is not accurately estimated, it leads to errors in the calculated 
stator flux, affecting the torque output and stability of the 
motor drive [20]. The authors [21] considered a rotor flux 
estimator based on the MRAS model, which also depends on 
the stator resistance (Rs) of the motor, and found that the 
estimated Rs value is susceptible to changes in IM 
parameters. This estimated Rs serves as an input to the speed 
estimator. The relationship between temperature-induced 
resistance changes and control accuracy is further supported 
by the findings in [22, 23], highlighting the challenges in 



94 Electrical Engineering & Electromechanics, 2025, no. 6 

maintaining accurate rotor speed and flux estimates in the 
face of Rs drift. The estimated Rs is considered a solution to 
improve the reliability of the flux estimate.  

The goal of the paper. This study introduces an 
enhanced rotor flux-based model reference adaptive 
system (RF-MRAS) to estimate the rotor flux and 
determine the Rs of the IM. This estimated resistance is 
then used to update the Rs in the rotor flux angle 
calculation within the FOC technique, which traditionally 
overlooks variations in Rs [24, 25]. The proposed 
approach enhances the precision of rotor flux angle 
estimation, accommodating changes in stator resistance 
during motor speed regulation and ensuring alignment 
between the actual and target speeds across various 
operational scenarios. Furthermore, simulation results 
have confirmed the validity of this analysis. 

Mathematical models for IMs within the [α/β] 
coordinate framework. The connection between the 
electrical parameters of an IM is influenced by several 
nonlinear factors [26]. These parameters include the stator 
current, flux linkage, and voltage. To study the dynamic 
performance of the IM, a mathematical model is formulated 
within the static coordinate framework [α/β]. This model 
illustrates the interaction between the voltage, current, and 
flux linkage of both the stator and rotor. The primary 
mathematical equations defining the IM system are: 

   





































s
r

s
s

s
r

s
s

s
s

ψ

i
B

ψ

i
A

u
td

d

0
,                   (1) 

with matrices: 

   














 












10

;
1

0
2

rms
r

mrs

rrrm

s LLL
L

LLL

jTTL

R
BA


, 

where us
s is the stator voltage vector; is

s is the stator 
current vector; r

s is the rotor flux vector; Tr = Lr/Rr is the 
time rotor constant; Rs, Rr are the stator and rotor 
resistances; Ls, Lr, Lm are the stator, rotor and mutual 
inductances; ωr is the rotor angular velocity. 

A. Apply the typical VM to calculate rotor flux in 
the FOC technique corresponding to speed sensorless 
control. A speed sensorless induction motor drive (IMD) 
using the FOC technique consists of voltage/current 
sensors [27] integrated into the converter. The IMD 
consists of key components: the IM for converting 
electrical into mechanical energy, with rotor flux 
dynamics crucial for speed control; the application-
dependent load; the inverter power supply, a 3-phase 
voltage source inverter for AC voltage and frequency to 
manage speed and torque; and the sensing system for 
indirect speed estimation. The FOC controller separates 
torque and flux components of stator current for 
independent motor control, regulated by a PI controller. A 
new rotor flux controller estimates rotor flux. Figure 1 
shows these components’ interconnection. 

Rotor flux calculation in IM is essential to control 
strategies, especially in sensorless applications. Rotor flux 
using a VM is advantageous because it does not depend on 
rotor parameters. The block diagram for estimating rotor 
flux vector components using the VM is depicted in Fig. 2. 

Equation (2) describes the rotor flux estimation: 
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where r(VM), r (VM) are the rotor flux components in the 
VM on the coordinate axis [α/β]. 

Fig. 1. Block diagram of a speed sensorless 
IMD utilizing FOC 

 
 

Fig. 2. Block diagram
of the rotor flux estimator

utilizing the VM 
 

B. Sensorless technique based on RF-MRAS. 
Figure 3 shows the rotor flux-based speed observer in the 
improved RF-MRAS model for speed estimation.  

 

 
Fig. 3. Block diagram of the speed estimation using RF-MRAS 

 

This improved model consists of the reference 
model (VM), represented in (2), and the adaptive model 
(CM), based on the relationship between the stator 
current, the rotor flux, and the rotor speed represented in 
(3), together with an adaptive mechanism to minimize the 
error between the 2 models, as shown in (4, 5): 
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where r(CM), r(CM) are the rotor flux components in 
CM on the coordinate axis [α/β]. 

Equation (4) shows the discrepancy, termed as the 
error, between the outputs of the 2 estimators: 

RF-MRAS = r(CM)r(VM) – r(C M)r(VM).      (4) 
The RF-MRAS technique estimates speed via the PI 

controller: 

 
 tKK

MRASRFMRASRF ipestr d_   ,    (5) 

where Kp, Ki are the gain constants for the proportional 
and integral components, respectively. 

C. Stator resistance estimation using RF-MRAS. 
During motor operation, temperature increases affect the 
stator resistance, altering the Rs parameter of (2) in section 
A of the VM and causing rotor flux estimation errors. This 
research proposes a method to estimate Rs integrated with 
speed estimation. Figure 4 illustrates the fundamental block 
diagram of the Rs estimator based on RF-MRAS, which 
includes a reference function f (is

s, us
s, Rsest) and an 

adaptive function f (is
s, rest). The PI controller processes 

the deviation between them. The output, Rsest, adjusts to 
minimize the error. 

The parameter Rsest is expected to enhance the 
precision of the rotor flux estimation approach, which 
depends on the RF-MRAS model. The PI stage determines 
the Rs value: 

R = [r(RF) – r(CM)]is + [r(RF) – r(CM)]is;    (6) 

    tfKfKR
RR ipests d_  .           (7) 

 
Fig. 4. Block diagram of the estimating stator resistance using 

RF-MRAS 
 

Simulation results. The performance of the 
improved method is assessed through simulations of the 
IMD. The parameters for IM are: pole pairs – 2; rated 
speed – 1420 rpm; Rs = 3.179 Ω; Rr = 2.118 Ω; Ls = 0.209 H; 
Lr = 0.209 H; Lm = 0.192 H. 

The sensitivity to changes in motor parameters was 
tested at a low-speed reference speed value increasing from 
0 rpm to 300 rpm at 0.5 s. The motor was operated at a load 
of 14.8 Nm after 1 s (full load). Two cases considered the 
influence of the stator resistance on the VM-based flux 
estimator. The stator resistance was assumed to be 
unchanged and increased by 20 % from the nominal value, 
while the other parameters remained the same.  

The 1st case simulated the operation of the IMD 
corresponding to the improved FOC method with rotor flux 
based on the VM. Figure 5 shows the performance of the 
motor when Rs is constant, showing the reference speed 
and the motor’s actual speed; the control system 
maintained the motor speed closely following the reference 

value in a stable manner despite small overshoots during 
starting and at maximum load. The stator current stabilizes 
quickly after speed and load changes, with a slight initial 
spike when the speed changes, indicating that the system 
responds quickly and sensitively. Figures 6, 7 show that the 
components of the rotor flux vector components in [α/β] 
from the CM also remain accurate and well maintained, 
ensuring efficient operation of the system. 

 

t, s

r, rpm

 
Fig. 5. Reference speed and actual speed of the IM 
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Fig. 6. Stator current vector of the IM isα, isβ 
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Fig. 7. Rotor flux vector from the VM for improved FOC 

technique: Ψrα, Ψrβ 
 

In the 2nd case, when the stator resistance increases by 
20 % from the nominal value at 1.3 s, this change affects the 
rotor flux and rotor speed in the RF-MRAS technique. 
Although the initial change in Rs leads to a deviation 
between the reference value and the estimated value, the 
estimator has shown good adaptability, accurately adjusting 
to the change in Rs. The simulation results show (Fig. 8) that 
the difference between the actual and estimated stator 
resistance is negligible. The rotor flux and stator current 
vectors remain stable (Fig. 9, 10). Although the estimated 
speed in Fig. 11 still closely follows the actual speed and is 
very close to the reference speed, ensuring high accuracy in 
both the transient and steady-state responses. 

 

 

t, s

Rs, 

 
Fig. 8. Actual/estimated and error between stator resistance 

using RF-MRAS 
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Fig. 9. Rotor flux vector based on improved FOC technique 

using RF-MRAS: Ψrα, Ψrβ 
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Fig. 10. Stator current vector of the IM based on improved FOC 

using RF-MRAS: isα, isβ 
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Fig. 11. Reference/actual/estimated speed of the IM 

based on improved FOC using RF-MRAS 
 

The improved FOC system works well in both cases, 
ensuring accurate speed and fast response. When Rs 
changes, the system takes some time to adjust but still 
provides the accuracy of the speed estimate. The 
difference between the actual Rs and the estimated Rs is 
negligible, proving the stability of the estimator. 

Conclusions. The proposed method focuses on 
accurately estimating the Rs to improve the accuracy of 
estimated speed in sensorless control systems and aims at a 
more comprehensive approach. Specifically, the method 
improves the accuracy of the rotor flux angle, which is the 
core element of FOC in motor speed control. Since the 
rotor flux angle plays an important role in ensuring the 
separation of torque and flux control, any deviation in this 
value due to the change in Rs can cause deterioration in the 
control performance. Therefore, optimizing both the 
estimation of Rs and the flux angle will significantly 
improve the accuracy and stability of the vector control 
system, not only under normal operating conditions but 
also when Rs changes significantly due to the influence of 
temperature or other environmental factors. The simulation 
results show that the proposed method can adapt to the 
change in Rs, ensuring that both the rotor speed and the flux 
angle are accurately estimated, thus improving the 
performance of sensor and sensorless control systems. 
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Application perturb and observe maximum power point tracking with interconnection and 
damping assignment passive-based control for photovoltaic system using boost converter 
 

Introduction. Power generation from renewable sources, such as photovoltaic (PV) power, has become increasingly important in replacing 
fossil fuels. A PV system’s maximum power point (MPP) moves along its power-voltage curve in response to environmental changes. Despite 
the use of maximum power point tracking (MPPT) algorithms, the displacement of the MPP results in a decrease in PV system performance. 
Problem. Perturb & Observe (P&O) MPPT algorithm is a simple and effective algorithm, it can suffer from some drawbacks, such as 
oscillations around the MPP, slow tracking of rapid changes in irradiance, and reduced efficiency under temperature variation condition. The 
new MPPT control strategy for a solar PV system, based on passivity control, is presented. The goal of this study is to enhance the efficiency 
and stability of MPPT in PV systems by integrating the P&O algorithm with Interconnection and Damping Assignment Passivity-Based 
Control (IDA-PBC). Methodology. The new MPPT P&O PBC strategy aims to extract maximum power from the PV system in order to 
improve its efficiency under some conditions such as the variations of the temperature, the irradiation and the load. IDA-PBC is employed to 
design a Lyapunov asymptotically stable controller using the Hamiltonian structural properties of the open-loop model of the system. Also, 
with minimization of the energy dissipation in boost converter of the PV system to illustrate the modification of energy and generate a specify 
duty cycle applied to the converter. The results with MATLAB clearly demonstrate the advantages of the proposed MPPT P&O PBC, 
showcasing its high performance in effectively reducing oscillations in various steady states of the PV system, ensuring minimal overshoot and 
a faster response time. Scientific novelty. Key contributions include methodological improvements such as dynamic adjustment of the cycle for 
boost converter and a new approach to partner selection, which significantly optimizes the algorithm’s performance. Practical value. A 
comparative analysis of the proposed MPPT controller against conventional algorithms shows that it offers a fast dynamic response in finding 
the maximum power with significantly less oscillation around the MPP. References 46, tables 2, figures 13. 
Key words: photovoltaic generator, boost converter, passivity-based control, port-controlled Hamiltonian, maximum power 
point tracking. 
 

Вступ. Генерація електроенергії з відновлюваних джерел, таких як фотоелектричні (PV) системи, набуває все більшого значення 
як заміна викопного палива. Точка максимальної потужності (MPP) PV системи зміщується вздовж кривої залежності 
потужності від напруги в залежності від навколишнього середовища. Незважаючи на використання алгоритмів відстеження 
точки максимальної потужності (MPPT), зсув MPP призводить до зниження продуктивності PV системи. Проблема. MPPT 
алгоритм Perturb & Observe (P&O) є простим і ефективним алгоритм, але він може мати недоліки, такі як коливання біля MPP, 
повільне відстеження швидких змін освітленості та зниження ефективності в умовах коливань температури. Представлено 
нову стратегію управління MPPT для сонячної PV системи, засновану на пасивному управлінні. Метою дослідження є підвищення 
ефективності та стабільності MPPT у PV системах шляхом інтеграції алгоритму P&O з пасивним керуванням на основі 
міжз’єднання та призначення демпфування (IDA-PBC). Методологія. Нова стратегія MPPT P&O PBC спрямована на 
отримання максимальної потужності з PV системи для підвищення її ефективності в певних умовах, таких як коливання 
температури, випромінювання та навантаження. IDA-PBC використовується для розробки асимптотично стійкого регулятора 
Ляпунова з використанням гамільтонових структурних властивостей моделі системи з відкритим контуром. Також, з 
мінімізацією розсіювання енергії у підвищувальному перетворювачі PV системи, щоб проілюструвати зміну енергії та 
сформувати заданий робочий цикл, що застосовується до перетворювача. Результати, отримані в MATLAB, показали переваги 
запропонованої стратегії MPPT P&O PBC, демонструючи її високу ефективність щодо зниження коливань у різних 
стаціонарних станах PV системи, забезпечуючи мінімальне перерегулювання та швидший час відгуку. Наукова новизна. Ключові 
досягнення включають методологічні удосконалення, такі як динамічне налаштування циклу для підвищувального 
перетворювача, і новий підхід до вибору партнерів, що значно оптимізує продуктивність алгоритму. Практична цінність. 
Порівняльний аналіз MPPT-контролера з традиційними алгоритмами показує, що він забезпечує швидкий динамічний відгук при 
пошуку максимальної потужності зі значно меншими коливаннями біля MPP. Бібл. 46, табл. 2, рис. 13. 
Ключові слова: фотоелектричний генератор, підвищувальний перетворювач, пасивне керування, гамільтоніан з 
керуванням портами, відстеження точки максимальної потужності. 
 

Introduction. The transition away from fossil fuel-
based energy sources has been accelerated by concerns 
about global warming and the depletion of traditional 
resources. As a result of this shift, governments and 
industries worldwide are exploring alternative energy 
solutions to meet growing demands sustainably [1]. The 
current era is characterized by the fast renewable energy 
sources (RESs) growth as a key component of addressing 
the escalating global energy demand. The move toward 
RESs is driven by a number of reasons, including 
environmental concerns, modern technologies and 
economic viability [2]. A growing number of RESs are 
emerging across the globe, including biogas, wave 
energy, solar energy, and wind energy. Solar energy in 
particular is projected to fulfill one-third of the world’s 
electricity demand by 2060. Unlike other RESs, such as 
wind and hydroelectric energy, solar energy is not limited 

by geographic availability, making it abundantly 
accessible worldwide. 

Generally, solar energy stands out as the most 
reliable and effective solution for mitigating the issue of 
global warming [1, 2]. Its abundant availability, 
renewable nature, and environmentally friendly attributes 
make it a key player in efforts to combat climate change. 
Additionally, solar power systems produce no greenhouse 
gas emissions during operation, unlike traditional fossil 
fuel-based energy sources, thereby significantly reducing 
the carbon footprint associated with energy production. 
This underscores the importance of harnessing solar 
energy as a sustainable alternative to conventional power 
sources in the fight against global warming [3]. 

Moreover, photovoltaic (PV) panels are 
distinguished by their ease of use and installation, cost-
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effectiveness, and minimal maintenance requirements [4]. 
They find applications in various sectors such as water 
pumping systems, aeronautical applications, and battery 
chargers [5]. These features contribute to the widespread 
adoption of PV technology across different industries and 
sectors. The PV panel yields energy is subject to the 
temperature influence and solar irradiation, resulting in 
the nonlinear behavior of the panel [6]. This nonlinear 
behavior arises due to the complex interaction between 
the panel temperature, incident solar radiation, and the 
material properties of the PV cells [7, 8]. Achieving a PV 
panel’s maximum power point (MPP) under climatic 
changes, while ensuring reliability and cost-effectiveness, 
has been a substantial research challenge. Consequently, 
numerous studies have been conducted to explore 
potential solutions to this issue [9, 10]. 

Energy consumption has increased due to the 
widespread use of electricity. The problem of energy 
conversion and storage has led to research and development 
of new supply sources [11, 12]. This interest grew in response 
to the inevitable exhaustion of fossil fuels, their 
environmental impact, and the waste they generate. In the era 
of sustainable development, PV is rapidly progressing due to 
its significant potential as a RES capable of producing 
electricity by converting a portion of solar irradiation through 
a PV cell [13, 14]. PV panels have specific nonlinear 
electrical characteristics and, therefore, a special operating 
point called the MPP. Among the most widely employed 
MPP tracking (MPPT) algorithms in the PV literature is the 
extreme algorithm known as Perturb & Observe (P&O). This 
algorithm works by continuously perturbing the PV operating 
point and monitoring the resulting variation in electrical 
output or current to determine the direction that leads to the 
MPP. Despite its simplicity and common usage, P&O may 
exhibit fluctuations around the MPP under certain conditions, 
leading to suboptimal performance in dynamic environments. 

According to [15], P&O control forces the operating 
point to oscillate about the MPP at steady state due to the 
periodic MPP search procedure repetition, causing the system 
to continuously oscillate to the MPP. This behavior 
contributes to power transfer losses. In cases of infrequent 
climate changes, especially abrupt changes in irradiation 
levels, this algorithm may track in the wrong direction and 
generate further power loss. Authors [16] proposed modular 
solutions using a PI controller for PV-DC choppers to 
monitor the MPPT algorithm. Conventional analysis of the 
system’s stability and dynamic performance is difficult, 
making it necessary to operate the system at a chosen point 
and proceed with successive linearization to simplify the 
nonlinearity issues [17]. The work [17] introduces an MPPT 
technique based on the Interconnection and Damping 
Assignment Passivity-Based Control (IDA-PBC). The 
primary principle of the IDA-PBC controller is to regulate the 
overall power of the system to maintain stability around an 
equilibrium point [18]. According to published works, IDA-
PBC controllers have shown promising results in various 
applications because they ensure stability and optimize 
performance in dynamic systems. Table 1 compares 
conventional, modern and hybrid categories MPPT control 
algorithms, highlighting their advantages and disadvantages. 

Our contribution is focused on the application of the 
P&O-MPPT in conjunction with the IDA-PBC, using the 

boost converters. There are several key objectives served 
by this combination. 

Table 1 
Advantages and disadvantages of MPPT control 

Type Algorithm Advantages Disadvantages 

C
on
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nt

io
na

l a
lg

or
it

hm
s P&O [19], 

incremental 
resistance [20], 
climbing [21], 
incremental 
conductance [22], 
voltage/short circuit 
current [23], hill and
fractional open 
circuit [24] 

Easy to 
implement, 

simple structure, 
and low-cost 

Steady state 
oscillation, no 
guarantee for 

convergence, drift
problem, reduced 

efficiency 

M
od

er
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al
go

ri
th

m
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 Particle swarm 
optimization (PSO) 
[25], grey wolf 
optimization [26], 
cuckoo search [27], 
fuzzy logic control 
[28], sliding mode 
control [29], particle 
swarm [30] 

Robust, no 
steady-state and 

transient 
oscillations, high 

tracking 
efficiency, and 
few parameters 
require turning 

Large search 
space, high cost 

H
yb

ri
d 

al
go

ri
th

m
s P&O-humpback 

whale [31], 
P&O-ant-colony 
optimization [32], 
P&O-PSO [33] 

Higher tracking 
accuracy 

reduced power 
oscillation, and 

tracking 
efficiency is 

higher than 98 % 

High cost, 
difficult to control

 

It facilitates the efficient capture of the MPP of solar 
panels even under fluctuating climate conditions and 
varying loads. This capability ensures optimal energy 
extraction from the solar array. 

By reducing undulations around the MPP, the 
system’s stability is significantly enhanced. This stability 
is crucial for maintaining consistent and reliable power 
generation from the PV system. 

The integration of IDA-PBC with the boost converters 
leads to a reduction in energy losses. As a result, not only 
does the system become more efficient, but also costs are 
reduced, making the system more economically viable. 

Additionally, this approach improves the system’s 
response time, allowing it to adapt quickly to changes in 
environmental conditions or load requirements. This 
responsiveness ensures that the system operates at peak 
performance levels, maximizing energy production. 
Moreover, the boost converter’s ability to raise voltage 
levels further enhances the system’s efficiency by 
minimizing the need for a series connection of solar 
panels. This feature simplifies system design and 
installation while also reducing overall system costs. 

By integrating the P&O-MPPT with IDA-PBC, this 
work provides a comprehensive solution to optimize PV 
system performance. With its ability to address power 
capture efficiency, stability, energy losses, response time, 
and system complexity, this approach holds significant 
promise for advancing solar energy utilization. 

The goal of this study is to enhance the efficiency 
and stability of MPPT in PV systems by integrating the 
P&O algorithm with IDA-PBC. Unlike previous 
approaches that relied on traditional P&O [19], 
incremental resistance [20], climbing [21], incremental 
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conductance [22], voltage/short circuit current [23], hill 
and fractional open circuit [24], this study introduces a 
novel strategy combining passivity theory and dynamic 
voltage tracking to improve convergence speed and 
reduce power oscillations. 

PV system modeling. Figure 1 depicts the system 
under study. It consists of a PV generator (PVG) that 
supplies power to a load through a boost converter, which 
acts as an impedance stage. The boost converter and the 
load together influence the PVG (PVG operating point 
under changing climatic conditions). IDA-PBC is 
proposed to address the P&O voltage output behavior 
issue at steady-state caused by load variations. 

 

 
Fig. 1. PV system 

 
Figure 2 shows a PV cell single-diode model, 

operating within the 1st quadrant of the current-voltage 
characteristics [34, 35]. 
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Fig. 2. Electrical equivalent model of PV module 

 

The mathematical model for the same situation is: 
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1exp0 ,      (1) 

where Iph is the cell photocurrent; I0 is the diode saturation 
current; Rs is the series resistance; Rp is the shunt 
resistance; q is the electron charge; I is the PV cell current; 
V is the PV cell output voltage; k is the Boltzmann 
constant; A is the diode ideality factor; T is the temperature. 

Figure 3 illustrates the boost converter scheme. 
Output voltage Vch is linked to its input voltage V [36, 37]: 

  11VVch ,                          (2) 

where µ is the carrier signal controlling the energy switch 
duty cycle in the boost converter. 
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Fig. 3. The boost converter scheme 

 

The boost converter model is: 
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                    (3) 

where x1 = IL is the inductor current, which corresponds to 
the PVG current; x2 = Vch is the boost converter output 
voltage, which corresponds to the load voltage. 

Traditional P&O MPPT algorithm. Several 
techniques are commonly utilized for MPPT in PV 
systems. Among these techniques are: 

1) P&O. This technique involves perturbing the 
operating point of the PV and observing the resulting 
change in energy output. The operating point is then 
adjusted accordingly to approach the MPP. 

2) Incremental conductance. This strategy utilizes 
the incremental conductance of the PV system to 
determine the direction in which the operating point 
should be adjusted to approach the MPP. It is particularly 
effective in tracking the MPP under rapidly changing 
environmental conditions. 

3) Constant voltage. In this approach, the voltage 
across the PV system is maintained at a constant value, 
and the current is adjusted accordingly to maximize 
power output. This method is suitable for applications 
where maintaining a stable voltage is critical. 

4) Constant current. Similar to the constant voltage 
technique, the constant current technique maintains a 
constant current output from the PV system and adjusts 
the voltage to maximize energy output. It is often used in 
applications where a stable current supply is required. 

These MPPT techniques vary in their complexity, 
performance under different operating conditions, and 
hardware requirements. Researchers continue to explore 
and develop MPPT methods to ameliorate the PV systems 
efficiency and reliability [38, 39]. 

The P&O method is widely regarded as the simplest 
and most useful MPPT technique in the field of PV 
systems due to its straightforwardness and ease of 
application. The fundamental principle of P&O involves 
applying a perturbation to the voltage of the operating 
point and then observing the resultant impact on power. If 
the energy increases, the P&O control is moving the 
search in the correct direction (right) to track the true 
MPP. It is evident that the disturbance has shifted the 
operating point toward this MPP. The P&O algorithm will 
persist in disturbing the voltage in the similar way. 
Conversely, if the energy decreases, the disturbance has 
moved the operating point away from the true MPP, 
necessitating a reversal in direction [40]. 

Figure 4 shows the P&O control flowchart [41]. The 
P&O offers the advantage of being straightforward to 
implement in software or into microcontrollers. However, 
as drawbacks, it oscillates around the MPP, which 
introduces power losses and presents slow response times 
in reaching the MPP. It may even track in the wrong 
direction under rapid changes in irradiance. 
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Fig. 4. P&O control flowchart 
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The enhanced P&O MPPT algorithm, as proposed, 
builds upon the conventional algorithm by incorporating 
an IDA-PBC controller. This controller aims to minimize 
the error between the PV voltage and the voltage 
produced by the MPPT block. The models are simulated, 
and the different results are presented next. 

Proposed MPPT design strategy. The enhanced 
IDA-PBC is presented here for a DC-DC boost converter 
using a P&O algorithm, modeled using a passivity-based 
control Hamiltonian system framework. The proposed 
nonlinear regulator guarantees system stability and rapid 
response even under significant load disturbances and 
variations in illumination levels. This enhancement builds 
upon the traditional P&O method, offering improved 
performance and robustness in PV systems. 

Model of DC-DC converter with IDA-PBC control. 
The PBC establishes a regulator design methodology aimed 
at stabilizing the system by rendering it passive [42, 43]. 
This approach ensures a stable and well-behaved system 
response. The IDA-PBC approach involves identifying the 
system’s natural energy function, referred to as H(x), where 
the inductor and capacitor total energy are represented by 
the Hamiltonian function. 

The port-controlled Hamiltonian system is derived 
from the following equation: 

      
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T


             (4) 

Stabilization in the IDA-PBC control is attained by 
targeting the closed-loop dynamics [44]: 
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where Hd(x) is the desired total power function that 
reaches its minimum at x*, while Jd = –Jd

T and Rd = Rd
T 0 

are the wanted interconnection and damping matrices 
respectively. 

The boost converter depicted in Fig.3 is represented 
by its averaged model, which is given by: 
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where: 
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The control objective is to maintain internal stability 
while regulating the generator voltage to the desired optimal 
value. This entails stabilizing the desired equilibrium point 
x*. So that the wanted equilibrium point is [45]: 
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where Vd is the output MPPT-P&O voltage delivered to 
the passivity block command system. The boost converter 
dynamic can be expressed in the form of port-controlled 
Hamiltonian (4). To achieve this, the Hamiltonian 
function of the boost can be described as [46]: 
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Hence, the damping matrix is modified as bellow: 
Rd = R + Ra,                           (10) 

where Ra is the damping matrix added by the controller. 
The aim is to represent the boost converter dynamics 

as the Port-Hamiltonian system: 

    x
x
dH

dRμdJx



 .                    (11) 

The new Hd(x) exhibits a local minimum at the 
desired equilibrium point x*. That: 

Hd = H + Ha,                           (12) 
The primary aim of the IDA-PBC is to determine a 

command (x), Ra, Ja() and a vector K(x) satisfying the 
partial differential equation: 
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From (16), result: 
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It has an asymptotically stable equilibrium at x* if: 
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The desired power function is expressed as:  
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The coefficient matrices and vector are: 
  0xJa ;                              (19) 
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Inserting (14) into (11) results to: 

    gExDRJxDRJ aa
*

dd   11 .    (22) 

From (22), the dynamic duty ratio is: 

  PV
*

d
Viir

V
μ  1

1
.                  (23) 

Using (23) we can compute the converter duty cycle 
required to maximize the power from the PVG. 

Results. To assess the enhanced PV system 
performance (Fig. 1), MATLAB software was used. The PV 
system parameters are listed in Table 2. A comparative study 
was undertaken to evaluate 3 different MPPT techniques: 
P&O, P&O with PI control, and P&O with an IDA-based 
PBC algorithm. This comparison focuses on the efficiency 
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and dynamic response characteristics of each technique 
during a simulation time t = 0.5 s. Notably, all results were 
obtained under a dynamic load condition of 40 . 

Table 2 
The PVG module parameters 

Parameters Rated value 
Short-circuit current Icc, A 3.24 
Maximum energy Pmax, W 62.2 
Open-circuit voltage Vco, V 24.93 
Current Imp at Pmax, A 3.04 
Voltage Vmp at Pmax, V 20.21 

 

Influence of variation in solar irradiation. The 
variation in irradiation levels is modeled according to the 
function shown in Fig. 5, while the temperature remains 
constant at 25 °C throughout the simulations. The results 
of the simulations for power, voltage and current are 
depicted individually for each of the 3 MPPT algorithms 
in Fig. 6–8, respectively. Additionally, it is worth 
mentioning that the variation in irradiation levels, as 
represented by the function in Fig. 5, plays a significant 
role in determining the PV system performance under 
different conditions. By keeping the temperature fixed at 
25 °C, the focus of the analysis is directed toward the 
impact of irradiation level changes on the system’s power 
generation capabilities. 
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Fig. 5. Changes on irradiation level 
 

Furthermore, the simulation results presented in Fig. 6–8 
offer a comprehensive comparison of the effectiveness and 
efficiency of the MPPT algorithms under consideration. By 
examining the variations in power, voltage and current 
across different irradiation levels, insights can be gained into 
the dynamic response and overall performance 
characteristics of each MPPT technique. 

Overall, these simulation results provide valuable 
information for optimizing the operation of PV systems 
under varying environmental conditions, thereby 
contributing to the advancement of RES technologies. 

In Fig. 6 (zoom a), it can be observed that the output 
energy of the PVG controlled by the P&O/IDA-PBC 
reaches the MPP at 4.2 ms, compared to the P&O/PI and 
P&O, which achieve the same MPP at 20 ms and 25 ms, 
respectively. The P&O/IDA-PBC provides the best 
tracking of maximum power and voltage compared to the 
P&O/PI and P&O. 

As can be seen in Fig. 6 (zoom b), the P&O/PI and 
P&O continue to perturb the system in the same direction, 
resulting in large energy losses during the linear decrease in 
radiation levels from 1000 W/m2 to 900 W/m2. However, 
the P&O/IDA-PBC overcomes this behavior by 
significantly reducing undulations around the MPP, thus 

minimizing energy losses. At the end of the simulation time 
(0.4–0.5 s) in Fig. 6 (zoom c), as the irradiation level 
increases to 1000 W/m2, it can be observed that the 
P&O/IDA-PBC controls the PVG to maintain more stable 
power than the P&O/PI and P&O algorithms. 
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Fig. 6. PVG output power 
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Fig. 7. PVG output voltage 
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Fig. 8. PVG output current 
 

The percentage reduction in energy of the PVG 
output power is 2.49 % (P&O), 0.43 % (P&O/PI) and 
0.014 % (P&O/IDA-PBC). 

As shown in Fig. 7, the ripple rates in PVG voltage 
are 6.43 % (P&O), 5.19 % (P&O/PI) and 0.44 % 
(P&O/IDA-PBC). For the PVG current, these rates are 
6.18 %, 1.95 % and 0.29 %, respectively. The proposed 
strategy demonstrates the best control performance of the 
PV system, as it achieves the fastest MPPT speed with the 
least fluctuations and energy losses under the influence of 
variations in solar irradiation. 

Influence of temperature variations. The variation 
in temperature is modeled according to the function 
illustrated in Fig. 9, while the solar irradiation remains 
constant at 1000 W/m2 throughout the simulations. 
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Fig. 9. Temperature variation function 
 

Figures 10–12 show the simulation results for the 
PV system’s output power, voltage and current, controlled 
by the 3 algorithms under consideration. These results 
provide insights into how changes in temperature impact 
the performance of the MPPT and its ability to optimize 
the energy output of the PV system. 

Moreover, the simulation results comparison 
obtained from the 3 MPPT algorithms allows for a 
comprehensive evaluation of their efficiency and 
effectiveness under varying temperature conditions. 

In Fig. 10 (zoom a), the MPP is reached after 4.2 ms 
for the P&O/IDA-PBC and after 20 ms and 25 ms for the 
other MPPTs. These results show that the P&O/IDA-PBC 
converges very quickly to the MPP compared to the 
P&O/PI and P&O. 

At the time interval 0.2–0.3 s in Fig. 10 (zoom b), when 
the temperature increases linearly from 40 °C to 60 °C, it 
can be noticed that the P&O/IDA-PBC algorithm tracks 
the MPP in the correct direction and exhibits fewer 
oscillations compared to the P&O/PI and P&O. 

Figure 10 (zoom c) shows that at the simulation 
interval 0.4–0.5 s, the efficiency of the system controlled 
by P&O/IDA-PBC is 99.97 %, compared to 99.7 % 
(P&O/PI) and 97.59 % (P&O). This demonstrates that the 
PVG output power oscillation in P&O/IDA-PBC is more 
reduced compared to the P&O algorithm. 
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Fig. 10. PVG output power 

 
In Fig. 11 the ripple PVG voltage rate are 5.09 % 

(P&O), 2.52 % (P&O/PI) and 0.74 % (P&O/IDA-PBC). 
In Fig. 12, the ripple PVG current rate are 6.51 % (P&O), 
1.62 % (P&O/PI) and 0.48 % (P&O/IDA-PBC). These 
results also prove that enhancing P&O with a PBC 
strategy significantly reduces oscillations and is more 
efficient than the P&O. 
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Fig. 11. PVG output voltage 
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Fig. 12. PVG output current 
 

Abrupt increase in load. The performance 
evaluation of the system during a load variation at a fixed 
temperature of 25 °C and irradiation of 1000 W/m2 is 
shown in Fig. 13. An abrupt increase in the load was 
applied by adding a resistor of 5 Ω at t = 0.26 s. 

The results show that the use of P&O/IDA-PBC is 
the most effective compared to P&O and P&O/PI. As 
shown in Fig. 13 (zoom), the P&O/IDA-PBC ensures a 
very fast convergence to the MPP, with almost no 
oscillations around the MPP and, hence, less losses. It is 
to remark that when the value of the load increases, the 
decrease in power is important. Furthermore, the system 
controlled by P&O/IDA-PBC has 99.99 % efficiency 
compared with the P&O and P&O/PI algorithms are 
96.95 % and 99.57 % respectively. It can be concluded 
that the P&O/IDA-PBC exhibits superior characteristics 
compared to P&O and P&O/PI. 
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Fig. 13. PVG output power under robustness test 

for sudden changes of the load 
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Conclusions. Multiple MPPT algorithms were 
employed to optimize the PVG energy output. Among 
these algorithms, the P&O exhibits drawbacks such as 
inadequate support for sudden variations in irradiation 
levels and oscillations in power around the actual MPP. 
The passivity-based control strategy represents a viable 
approach for enhancing the P&O algorithm. 

This work demonstrates the feasibility of leveraging 
passivity-based control strategies to enhance the 
characteristics of the P&O technique. Passivity theory has 
been applied in detail to the boost converter, which serves 
as an adjustment stage between the load and the PVG. The 
P&O delivers the measured reference voltage to the 
designed passivity block in order to significantly improve 
system efficiency. By applying passivity theory, we 
developed a P&O variant based on passivity, named the 
P&O/IDA-PBC technique. 

Simulations were performed by comparing the 
efficiency of the studied system using 3 types of MPPTs: 
P&O/PI, classical P&O, and the proposed P&O/IDA-PBC. 
The results support that IDA-PBC greatly improves P&O 
performance, reduces power losses caused by ripples in the 
power of the operating MPP, and considerably increases 
convergence time. It is also worth noting that P&O/IDA-
PBC is more robust than P&O/PI and classical P&O, as 
demonstrated by a set of tests, including temperature 
dependence on irradiation levels, abrupt variations in 
irradiation, and changes in load. 

According to the simulated results, it can be 
concluded that the P&O/IDA-PBC method can correctly 
track the MPP under various operating conditions, 
providing the best efficiency in tracking the MPP, 
minimizing power loss, reducing oscillations around the 
MPP, and ensuring a more stable operating point 
compared to classical P&O and P&O/PI. Future work 
involves the practical implementation using the process in 
the loop technique to test and validate the proposed 
P&O/IDA-PBC method performance. 
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