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Y. Diboune, R. Hachelaf, D. Kouchih

Effect of short-circuit in stator windings on the operation of doubly-fed induction generators
operating in a wind power system

Introduction. Wind energy has been a clean and renewable source of electricity in recent decades, making a significant addition to
overall generation, and wind power is one of the most popular sources of renewable energy. Problem. Accurate modeling of wind
turbine generators is critical to improve the efficiency of power systems. Doubly-fed induction generator (DFIG) stands out for its
economic advantages associated with the use of frequency converters and induction machines. Increasing operating and maintenance
costs of wind turbines highlight the need for early fault identification to optimize costs and ensure reliable operation. The goal of this
work is to develop a simplified yet effective model for analyzing stator winding short-circuits in DFIGs operating in wind turbines. The
model uses line-to-line voltages as inputs and explicitly considers the neutral-point voltage variation under fault conditions.
Methodology. The problem was solved using spectral analysis, the model was implemented for 4 kW DFIG wind turbine in MATLAB to
validate its effectiveness. Results. The simulation results confirm the effectiveness of the proposed approach for timely fault detection
and analysis. It demonstrates computational simplicity by accurately capturing the main fault characteristics, which is preferable to
traditional methods such as symmetrical components and FEM. The scientific novelty of the work lies in a methodology for modeling
DFIG during stator short-circuits, integrating the effect of elevated neutral voltage during faults using line-to-line voltages in the base
model. It also takes into account phenomena such as magnetic saturation, gap effects, and skin effects. The simplicity of the model makes
it suitable for condition monitoring and validation of fault-tolerant control algorithms, which distinguishes it from more complex
methods such as symmetrical components or the FEM. Practical value. The proposed model offers a pragmatic and reliable approach
Jfor monitoring and analyzing defects in DFIG wind turbines. Its versatility and efficiency improve the optimization of maintenance costs
and reliability of renewable energy systems. References 27, tables 2, figures 8.

Key words: doubly-fed induction generator, short-circuit fault, wind turbine.

Bcmyn. Bimpoenepeemuxa € exonoeiuno yucmum ma iOHO6II08AHUM 0Jicepenom elleKmpoeHepeii 8 OCManHti oecamunimmsl, poonadu
SHAUHULL BHECOK Yy 302ANbHY 2eHepayiio eHepeil, i € 0OHuM i3 HaunonyiapHiuux odxcepen 6ioHoemosanoi enepeii. Ilpodnema. Toune
MOOeno8anHsl Gimpo2eHepamopie € KpUMuUUHO 8adNCIUSUM O NIOBUWEHHs epheKmusHocmi enepeocucmem. Acunxponnuii 2enepamop 3
noogivinum srcusnennam (DFIG) iopiznacmvcs eKoHOMIUHUMU Nepesazamu, No8 A3aHUMU 3 BUKOPUCIIAHHAM NepemBopIO8ayis Yacmomu
Ma ACUHXPOHHUX MauiuH. 3POCMAHHA UMPAM HA eKCHAYAMayilo ma mexuiune 00CIY208Y8AHHA GIMPOCEHEPAMOPIE8 NPU380O0UMs 00
HeoOXIOHOCII PAHHLO2O GUAGNIEHHS HeCnpasHocmell 01 onmumizayii eumpam ma 3abesneyeniss HaodiiHoi pobomu. Memoro danoi
pobomu € po3pobka cnpowenoi, ane egekmueroi Mooeni Onsi PO3PAXYHKY KOPOMKO20 3amukanus obmomku cmamopa DFIG, wo
npayioe y impozenepamopi. Mooenv euxopucmogye 3naueHHs NHIIHOI Hanpy2u ma 6paxogye NiOsuljeHHs Hanpyeu @ HeumpanbHii
mouyi y pasi Hecnpasnocmeil. Memoouka. 3a60anus 6upiuieHo 3a O00NOMO2010 CHeKmpalbHo20 ananizy. Moodenv peanizosana y
MATLAB ona eimpocenepamopa DFIG nomyschicmio 4 kBm ona niomeepoowcenus it ecpexmusnocmi. Pe3ynomamu mooenosatHs
niomeepoAicyioms  eheKmusHiCms  3anPONOHO8AH020 NIOX00Y 00 CBOEUACHO20 GUABNIEHHA MaA auanizy HecnpasHocmeil. Mooenw
O0eMOHCIPYE 00YUCTIOBATLHY NPOCMONTY, MOYHO DIKCYIOUU OCHOBHI XAPAKMEPUCTNUKU HECHpasHOCmell, wo Kpauje mpaouyitiHux
Memooie, makux K CUMEmpUuyHi KoMnonenmu ma memoo ckinuennux enemenmie (MCE). Haykoea noeusna pobomu nonscac 6
memooonocii modemosannss DFIG npu KOpOmMKuUX 3aMUKAHHSX CMAmMopd, wjo 6paxoeye 6Niue NiosuwjeHoi Hanpyeu Hetumpani npu
KOPOMKUX 3AMUKAHHSX 3 GUKOPUCMAHHAM JIHIUHUX Hanpye 6a3060i mooeni. Modens makodic epaxoeye maki Aeuuya, sk MacHimHe
HACUYeHHs!, 8NAUE 3a30py ma ckin-epexm. I[Ipocmoma modeni pobumbv il npudamuoro 01 MOHIMOPUHESY CMAHY MaA 6anioayii
aneopummie cmitikocmi 00 8iOMO6U, WO GIOPI3HAE il 6I0 CKIAOHIWUX MemOoOi8, MAaKux axk cumempuyHi xomnonenmu ab6o MCE.
Ilpakmuuna 3nauumicme. Po3pobrena moodens nponouye npakmuyHutl ma HAOiuHutl nioxio 00 MOHIMOPUH2Y Mma anaaisy oegexmis y
simposux myp6inax 3 DFIG. Ii ynisepcansmicms ma eexmusnicms cnpusioms onmumizayii 6umpam Ha mexuiune 06C1y208Y6aHHs ma
niosuwennio Haditinocmi cucmem 8i0Ho808anoi enepeemuku. biomn. 27, tabn. 2, puc. 8.

Knrouoei cnosa: acCHHXpOHHMI reHepaTop 3 NOABIHHNM KMBJICHHAM, KOPOTKe 3AMHKAHHSA, BiTpOBa TypOiHa.

Introduction. Wind energy is recognized as one of
the most efficient and resilient renewable energy sources.
In modern power systems, the configuration of variable-
speed wind turbines is widely adopted to maximize
energy capture and operational flexibility. Among the
components of wind energy conversion systems, doubly-
fed induction generators (DFIGs) are preferred due to
their capability for variable-speed constant-frequency
operation and high system efficiency [1].

The stator windings of DFIGs are subjected to thermal,
electrical, and mechanical stresses, which can affect the
performance and reliability of the generator and associated
components [2, 3]. Inter-turn short circuit faults in the stator
windings are particularly critical because they disturb voltage
and current symmetry, potentially destabilizing the entire
system [4]. Compared to other generator types used in wind
energy, squirrel-cage induction generators operate only at
fixed speed and lack controllability [5], while permanent
magnet synchronous generators offer high efficiency but

require full-scale converters and are more expensive [6].
DFIGs remain a practical compromise for medium and high
power applications due to their partial converter rating and
grid compatibility.

Several techniques have been developed for detecting
inter-turn short-circuit faults in the stator windings of
DFIG-based wind energy systems. Signal-based methods
remain prevalent, where fault diagnosis is performed by
monitoring deviations in physical quantities such as
external leakage flux [7], wideband frequency response [8],
flux density distribution [9], and vibration analysis [10].
However, selecting an appropriate monitoring signal
remains a key challenge, especially in distinguishing stator
asymmetries. Observer-based approaches have also been
applied [11], yet they may suffer from parameter sensitivity
and false positives. Recently, artificial intelligence methods
including neural networks [12], deep learning [13] and
decision trees [14] have shown potential for fault
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classification, although they are often complex and
require extensive training data. For modeling stator
winding short-circuit faults, classical techniques such as
the symmetrical components method [15] and finite
element method (FEM) [16-18] are commonly used.
However, both approaches tend to overlook the neutral-
point voltage rise during fault conditions and require
considerable simulation time.

This study focuses on small-scale wind energy systems
using DFIGs rated at 4 kW [19], primarily designed for
stand-alone applications or isolated consumers.

The goal of this work is to develop a simplified yet
effective model for analyzing stator winding short-circuits
in DFIGs operating in wind turbines. The model uses line-
to-line voltages as inputs and explicitly considers the
neutral-point voltage variation under fault conditions.

This formulation enables efficient fault detection
and analysis, supporting the development of condition
monitoring strategies and fault-tolerant control schemes.
Spectrum analysis is used to extract key harmonic
indicators related to stator faults and validate the model
through simulation on a 4 kW system.

Turbine modeling. The blades of a wind turbine
capture the kinetic energy of the wind and transmit it to the
rotor of a DFIG via a gearbox [20]. The wind turbine’s
power is calculated as:

R=gpS, (1)
where P, is the wind turbine’s power; S is the surface
swept by the blades of the turbine; p is the air density; v is
the wind speed.

The wind turbine’s mechanical power is expressed
as [21, 22]:

B= 3P S-Cpa PV, )

where P, is the mechanical power; C,(4,0) is referred to
as the power coefficient, indicating the turbine
aerodynamic efficiency. It depends on the tip speed ratio
4, defined as the quotient of the blade tip speed to the
wind speed, and the blade pitch angle /.
The ratio A can be articulated as [23, 24]:

A=R-0Q /v, 3)

where (2 is the rotational speed of the turbine; R is the

blade radius.
The function of the power coefficient is (4):

7-(1+0.1)
14.34-0.3( - 2)) &)

Aerodynamic torque 7; is produced when aerodynamic
power is transformed into mechanical power [25]:

b ! S CpA BV . ()

o 2.9
The gearbox is a speed adapter from that of the
turbine to that of the generator [26]:

G=T,/T, =2/, ©)
where £, is the mechanical speed; 7, is the mechanical
torque.

Finally applying the fundamental relation of the
dynamic, the model is completed as:

Cp(4.)=035-0.0167(8- 2)sin[

;=

do
J dlm :Tm_Tem_fv'Qm= @)

where J is the total inertia; T,, is the electromagnetic
torque; f, is the viscous friction.

DFIG modeling. Under asymmetrical conditions,
the stator voltages are unknown and deviate from the
network phase voltages due to fluctuations in the neutral
point voltage. This effect entails utilizing line-to-line
voltages as inputs in the state model of the DFIG [19].
Thus, the stator voltage is indicated as:

do,,] ,
Tsc = [Usc]+ [Rsc]'[lsc]v (®)
where [ @,] is the stator fluxes vector; [Us.] = [U.py Uper Ucas O]T
is the line voltages vector; [i] = [iu, ips less is]" is the line
currents vector; [Ry,] is the stator windings resistances matrix:
Tas  —Thg 0 0

0 7, -1, 0
R 0 ©)
Ccs

as
0 0 0

A short-circuit between 2 distinct places in the stator
windings creates an alternative short-circuited phase,
designated as «d» [27]. The novel phase is represented as:

Vd'id +ﬂ20, (10)
dr
where r;, i;, @, are the resistance, the current and the
magnetizing flux of the faulty phase.
We determine the short-circuit factor k. as:

koo |%] =2 100% , (11)

NS
where N; is the number of stator-turns; n.. is the number
of short-circuited turns.

The stator fluxes matrix is:

[@,.]=[1. ][], (12)
with
1 -1 0 O
[ (13)
-1 0 1 0
0O 0 0 1
[@S]:_[Lss]'[isc]_[l‘sr]'[ir]s (14)

where [T] is the transformation matrix; [L] is the matrix of
the stator inductances; [Ly.] is the matrix of the stator and
rotor mutual inductances; [Z,] is the rotor currents vector.

In the case of an inter-turn fault in phase 4, the
stator and mutual inductances are given as:

b L, —b-% —b-% b-f,-Lm,
Y .
L,)=| 2 : 2 ‘239
s L L L. |
_p.ms _ms L —f' ms
2 2 s a2
L L 5
b'fa'Lms _fa' rzns _fa'% a 'Ls
M
[Lsr]: Lsr 1o (16)
Jo

with

Electrical Engineering & Electromechanics, 2025, no. 6



b-cod0) b.co{9+z-_37rj b'Co{g_z'_;fj_
i eof0-22) col) o027

_co{6’+2;3ﬁ] co{e—z'T”] cogd)

[fa]=_fa'005(9) fa-co{mz'”j fa-co{e—%”j_;m)

3
b=(1=f,); Ly =Ly + i), (19)

where L is the leakage inductance of the stator windings;
L, is the stator magnetization inductance; L, is the
maximum of the stator and rotor mutual inductances; f; is
the short-circuit factor.

The rotor voltages equation, based on equivalent
rotor variables, is formulated as:

D
921 (w15,
where [V,] is the rotor voltages vector; [R,] is the rotor

winding resistances matrix; [ @,] is the rotor fluxes vector:
[q)r]:_[l‘rs]'[is]_[l‘rr '[ir]’ (21)
where [L,] = [Ly]" is the rotor and stator mutual
inductances matrix; [L,,] is the rotor inductances matrix.
The stator currents vector comprises 4 interdependent
values, with only 3 independent components required for its
calculation. The current vector is defined with 3
components: i, Iy, and i, yielding the following matrix
representation:

; (17)

(20)

[isc ] = [Bsc ] [iabds ] : (22)
The stator flux is represented by a vector consisting
of 3 independent components, defined as follows:

[Qabds ] = [Asc ’ [Qs ] > (23)
with
1 -1 00 100
[Ael=lo 1 -1 05, 12| 1 O
o0 o1 7P bo
0 0 1
Using (15), (22) and (23), we obtain:
{[¢abds ] = [Msc ] [iabds ] + [Msrc ] [ir ]: 24)
[¢r ] = [Mtsc ] [iabds ] + [er ] [ir ]’
with
[Msc]: [Asc]' [Lss]' [Bsc];
[Msrc ] = [Asc ] [Lsr ]; (25)
[Mrsc]: [Lrs]' [Bsc]’
Based on (24), we get:
[iabds ] = [Csc ] [¢sr ]’
Vit oy 0
with
[Csc]: - [Msc]_ [Msrc]' [er]—l : [Mrsc] l;
L e T VA 1770 w1 Y )

(@4 1= [@upas - [M [, [,]
[¢rs ] = ([¢r ] - [Mrsc ] : [Msc ]_l : [¢abds ]

Finally, by using (7), (8), (20) and (26), we obtain
the state model of DFIG:

% = [Rsc]' [Bsc]' [Csc]' [djsr]_'_ [VS];

dl®
R TS0 90 72 SES
do 1
dtm :7'(Tem ~Tn—fy 'Qm)
The electromagnetic torque expression is:
o|L
T = iy - el ) (29)

00

where p is the pole pairs number; € is the mechanical
angle (angle of the body rotation due to torque 7,,).

Results. The simulations of the whole system were
performed with MATLAB software. The wind turbine
and DFIG parameters are given in Table 1, 2 with a short-
circuit factor of 5 % on phase 4. The wind speed and
mechanical speed are shown in Fig. 1, 2. Figures 3-5
illustrate the stator currents, voltages and magnetic flux,
while Fig. 6-8 show the spectrum analysis of the stator
current /,,, voltage V,, and flux @,.

Table 1
DFIG parameters

Rated power P, kW 4
Mutual inductance L,,, H 0.258
Stator inductance L,, H 0.274
Rotor inductance L,, H 0.303
Stator resistance R, Q 4.85
Rotor resistance R,, Q 3.805
Number of pole pairs p 2
Moment of the inertia J, kg-m® | 0.045
Viscous friction f,, kg-m*s™ 0.0038

Table 2

Wind turbine parameters

Radius R, m 3
Gear box ratio G 54
Number of blades 7, 3
Nominal wind speed v, m/s 12 m/s

V, m/s

L L L L L L L LS
o 1 2 3 4 5 6 7 8 9 10

Fig. 1. Wind speed

t,s
8 9 10

o 1

Fig. 2. Mechanical speed
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Fig. 6. Spectrum analysis of the stator current /,,

10°
Va, V
102
10" F
100 1
f,Hz
101 b . . H L L . L L H J
o 100 200 300 400 500 600 700 800 900 1000

Fig. 7. Spectrum analysis of the stator voltage V,
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Fig. 8. Spectrum analysis of the stator flux @

Spectral analysis of these magnetic fluxes reveals
significant variations when a 5 % inter-turn short-circuit
occurs in phase A. At the same time, high-frequency
components appear in the stator currents, producing
acoustic noise and vibration. These phenomena induce
additional stresses in the gearbox and turbine blades,
reducing their service life. The stator current spectrum
analysis reveals the emergence of distinct harmonics at
frequencies of 150 Hz, 250 Hz and 350 Hz. These
harmonics resemble those of stator flux and voltage.
Harmonic components in the stator currents lead to the
production of pulsating torques. As a result, significant
consequences such as overheating occur, indicating that
overcurrent is generated among the short-circuited turns
and the stator windings, especially within the defective
winding. Moreover, unbalanced voltages are generated in
the stator windings as a result of the asymmetry of the
stator fluxes. This asymmetry can adversely affect the
control algorithms of the DFIG and disrupt the maximum
power point tracking leading to a reduction in energy
efficiency and stability.

Conclusions. This study analyzed the effect of stator
inter-turn short-circuit faults on the operation of DFIGs in
wind power systems, using a simplified electromagnetic
model that includes the rise of neutral point voltage.

The model, based on line-to-line voltages, proved
effective in identifying key fault-related harmonics through
spectral analysis, confirming its diagnostic capability.

Simulation results showed that such faults lead to
electromagnetic imbalances, which cause mechanical
vibrations and control instability, ultimately reducing
system reliability.

The proposed modeling approach offers a practical tool
for condition monitoring and lays the groundwork for further
studies on other fault types in DFIG-based wind turbines.
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Inverter fuzzy speed control of multi-machine system series-connected fed by a single
five-phase an asymmetrical 19-level inverter with less number of switches

Introduction. 5-phase permanent magnet synchronous machines (PMSMs) are widely used in modern electric drive systems due to their
superior torque density, improved fault tolerance, and reduced torque ripple. These characteristics make them ideal for demanding
applications such as electric vehicles, aerospace systems, and industrial automation. Problem. Despite their advantages, conventional multi-
machine systems using multilevel inverters and PI controllers suffer from senmsitivity to parameter variations, high torque ripple, and
increased cost and complexity due to the large number of power switches. The goal of this work is to design and validate a compact robust
drive system that enables independent vector control of two series-connected 5-phase PMSMs using a reduced switch count asymmetrical
19-level inverter and fuzzy logic controllers. Methodology. The proposed system is modeled in the phase domain and transformed using
Clarke and Park transformations to enable decoupled control. Mamdani-type fiizzy logic controllers are implemented for both speed and
current regulation. The system is simulated in MATLAB/Simulink to evaluate performance under dynamic conditions and parameter
variations. Results. The fuzzy logic controller significantly outperforms the conventional PI controller, achieving a settling time of 0.06 s
versus 0.15 s, a steady-state speed error of 0.4 % compared to 1.9 %, and a torque ripple reduction of 47 %. Under robustness testing with
doubled inertia, the fuzzy controller maintains stable and accurate control, whereas the PI controller fails. Additionally, the inverter
achieves near-sinusoidal output with a total harmonic distortion of less than 4.5 %, and the switch count is reduced by 66 % compared to
traditional 36-switch designs. Scientific novelty. This work presents the first implementation of independent vector control for two series-
connected PMSMs using a single 12-switch asymmetrical 19-level inverter and model-free fuzzy logic control, offering a simpler and more
efficient alternative to existing approaches. Practical value. The proposed system provides a highly efficient and cost-effective solution for
electric drive applications where space, reliability, and control robustness are essential, such as in electric transportation, avionics, and
compact industrial systems. References 26, tables 4, figures 9.

Key words: multi-machine system, fuzzy logic controller, independent vector control, asymmetric inverter.

Bemyn. I1'smugpasni cunxponni mawunu 3 nocmivinumu maenimamu (PMSMs) wupoko 6uxopucmosyromscsi 6 Cy4acHUX CUCMeMax
eleKmponpugooy 3a80AKU BUCOKIU WITbHOCME | 3MEHWeHIll NyIbCcayii KpymHo2o Momenny, ma niosuweniti eiomosocmiiikocmi. Lfi
Xapakmepucmuku pooname ix ideanbHumy 011 6a2amvOX 3aCHMOCY8aAHb — eNeKmpPOMOOINi, aepoKOCMIUHI cucmemu ma NpoOMUCTOBA
asmomamuxa. Ilpoénema. Hessadcarouu na nepegazu, mpaouyitini 6a2amomMawiunti cucmemy, wjo UKOPUCMOBYIOMb bazamopieHesi
ineepmopu ma I1l-pecynamopu, € uymaugumu 00 3MiH NApamempie, 8UCOKOI NYIbcayii KPYMHO20 MOMEHNY, A MAKOJC 8UCOKILl 6apmocmi i
CKIAOHOCMI Yepe3 8Ky KiIbKicmy cunosux kmodis. Memoto pobomu € po3pobka ma eanioayiss KOMnakmuoi Haditinoi cucmemu npugooy,
saKa  3abe3neuye  He3anedlcHe GeKMOPHe Kepy8aHHsa 08oMa NOCAiO06HO 3 ’conanumu n’amugpasnumu PMSM 3 euxopucmanmam
acumempuunozo 19-pienesoco ingepmopa 3i 3MEHWEHOIO KIMbKICMIO K048 mMd He4yimKux J02iuHuUX Koumponepie. Memoodonozis.
3anpononosana cucmema modemoemucsi y Qaszositi obnacmi 3 eukopucmannam nepemeopenv Knapxa ma Ilapka ona 3abesneuenns
Ppo38’a3an020 Kepyéanna. Peanizoeano meuimki noeiuni konmponepu muny Mamoani ons pezymosanns weuoxkocmi i cmpymy. Cucmema
mooemoemovca 6 MATLAB/Simulink ons oyinku npooykmueHocmi 6 OUHAMIYHUX YMO8ax ma 3minu napamvempis. Pezynomamu. Heuimxuil
JI02TUHULL pe2ynamop 3HauHo nepesepuiye mpaouyitinuil I1l-pecynsmop, docsearouu uacy ecmarogienna 0,06 ¢ npomu 0,15 ¢, nomuixu
weuoxocmi 0,4 % npomu 1,9 % i 3nudicenns nynvcayiii kpymmoeo momennmy na 47 %. Ilpu eunpobysanni na naoditinicms 3 n0080EHUM
MOMEHMOM iHepyii HewimKuLl 102i4HULl pe2yIAmop niOmpumye cmabitbhe ma moyne Kepyeanms, mooi sx Il-pezynsimop euxooums 3 1aoy.
Kpim moeo, ineepmop docsieae maiidice CuHycoidanbHO20 GUXIOHO20 CUSHATY 13 3A2aNIbHUM KOeDIYIEHMOM 2APMOHIYHUX CHOMEOPEHb MEeHUle
4,5 %, a Kinbkicmv nepeMuKayie ckopoueHo Ha 66 % nopieHsaHo 3 mpaouyitinumu KoHcmpykyisamu 3 36 nepemuxauavu. Haykosa nosusna.
V' pobomi npeocmaenena nepwia peanizayiss He3aNEHCHOSO BEKMOPHO20 YNPAGIIHHA ONs 080X NOCHO06HO 3 '€0Hanux PMSMs 3
BUKOPUCIAHHAM 001020 acumempuunozo 19-pisnesozo insepmopa 3 12 nepemuxaiamu ma Hewimko2o 102i4H020 YNpasninus 6e3 mooe,
Wo npononye 6ol npocnmy ma egpekmueHy anvmepramusy icnylouum nioxooam. Ipakmuuna snauumicmes. Ipononosana cucmema €
BUCOKOEDEKMUSHUM A eKOHOMIYHUM DIUEHHAM OIS eNIeKMPONpUBoOis, 0e 8axtCIU6i KOMNAKMHICIb, HAOTIHICIY | CIMILIKICMb YPAGTIHHA,
HanpuKiao, 8 eneKmpompanHcnopmi, asioniyi ma KOMIAKMHUX HpoMuciosux cucmemax. biomn. 26, Tabm. 4, puc. 9.

Knmrouoei cnosa: GararoMalinHHA CHCTEMa, KOHTPOJIEP HEYiTKOI JIOTiKH, He3a/le;kHe BEKTOPHE KepyBaHHs, ACHMeTPUYHMIi iHBepTOp.

Introduction. Multi-phase machines have attracted
growing interest due to their numerous advantages over
conventional 3-phase systems. These include reduced current
ripple [1], improved stability and fault tolerance [2], higher
torque density [3, 4], and lower torque pulsations [5, 6].
Such characteristics make them well-suited for demanding
applications such as electric aircraft, marine propulsion,
robotics, and hybrid/electric vehicles [7, 8]. Among the
various configurations, dual-machine drive systems, where
two multi-phase machines are connected in series or
parallel and powered by voltage- and frequency-controlled
sources, typically multilevel inverters (MLIs), have proven
particularly promising [9, 10]. These systems support
independent motor operation under different load and speed
conditions, enabling flexible control strategies and the use
of various motor types [11].

Effective control of such systems requires managing
additional stator current components beyond those needed
for single-machine vector control. When the stator
windings are connected in series, each machine can
effectively operate as though it were supplied by an
independent multi-phase  voltage source [12], as
demonstrated in 5-phase systems powered by a single
inverter [13, 14]. To meet high-voltage demands in electric
traction applications, MLIs have emerged as the preferred
solution [14], with typical topologies including neutral
point clamped inverters [15], flying capacitor inverters
[16], and cascaded H-bridge inverters [17]. While cascaded
H-bridge architectures offer benefits such as modularity
and reduced voltage stress [18], increasing the number of
output levels usually requires more switching devices,
which adds to system complexity and cost [19].
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Recent advances have introduced  19-level
asymmetrical inverter architectures that use significantly
fewer switches, such as 9-switch or 12-switch designs,
without compromising output quality [20]. The present study
proposes a compact 19-level asymmetrical 5-phase inverter
architecture that drives two series-connected 5S-phase
permanent magnet synchronous machines (PMSMs) using
only 12 switches, while maintaining high-quality voltage
output [21]. To control the system, we employ fuzzy logic
control (FLC) for both speed and current regulation. Unlike
traditional methods, FLC does not require an accurate
mathematical model and is inherently robust to parameter
variations. Comparative results demonstrate that the
proposed FLC significantly outperforms conventional PI
control under dynamic load conditions, while also reducing
total harmonic distortion (THD).

The goal of this work is to design and validate a
compact robust drive system that enables independent
vector control of two series-connected 5-phase PMSMs
using a reduced-switch-count asymmetrical 19-level
inverter and fuzzy logic controllers.

Asymmetrical MLI with uniform step configuration.
A detailed schematic of the partial cells is shown in Fig. 1,
which also shows the main notation conventions adopted
throughout this study. The switching states of the transistor
pairs S;/S"; (for x=1,2 and j=1 to k) are controlled by binary
signals M, and M, respectively. These Boolean control
functions are subject to the following logical constraints:

ij'f'ij:l. (1)
A dedicated conversion function F; maps the
switching states to their corresponding voltage levels:
szij—ijﬂFje{—l,0,+l} (2)
The output voltage generated by each power cell is
defined as:
Uy =F;-Uy =Up e tU4. 0404} G)

which illustrates the ternary voltage-level generation

capability of each individual partial cell. When combined,

the total output voltage of the complete MLI is:
Us:Up1+Up2+'”Upk’ (4)

where U,; — U, are the output voltages from each partial
inverter cell (or module); U, is the total synthesized
output voltage at the inverter terminal.

i I
1T
Udg J__ J@ U\
i n
1
1
| ! | Fig. 1. a) cascaded MLI architecture
U J__ _I@ employing k modular sub-units,
dk b) detailed structure of individual sub-modules
—o

The asymmetric configuration of MLIs is defined by
the use of non-uniform DC input voltages, where at least
one partial inverter is supplied with a different voltage
level from its series-connected counterparts. In regular-
step asymmetric MLI topologies, 3 design criteria must be
satisfied to achieve equal voltage steps (AU) across all

output levels. Importantly, this uniform step size is
directly determined by the smallest DC voltage source in
the system, denoted as U, [22].

Successful operation of the asymmetrical MLI
depends on satisfying the following design conditions:

1) monotonic ordering of DC inputs. The DC voltage
sources must be arranged in a strictly monotonically
increasing sequence, such that: Uyy,_ 1)< Uy, YV h=2...k;

2) voltage ratio constraint. The ratio between 2
consecutive DC sources must satisfy: U /Uyp-1y= Oy, O € N

3) dedicated DC source per cell. Each j cell in the
cascaded structure must be supplied with a distinct DC
voltage Uy;, such that:

j-1
Uy <142 Uy . (3)
I=1
If all these conditions are fulfilled, the inverter can
generate an output voltage waveform U, consisting of N
equally spaced voltage levels:

k
N =142 Uy /Us). ©)
J=1

For /=3 in (6), the 13-level output voltage waveform
can be synthesized using 2 distinct sets of DC source
configurations, i.e., (Uy, Up, Up)e{(l, 1, 4), (1, 2, 3)}.
Figure 2 shows the complete set of output voltage
combinations achievable by the 3 partial cells (k=3) in the
9-level inverter topology. The corresponding DC voltage
values for the 3 cells are: Uy =1 p.u., Up=1p.u, Us=2p.u.
Each partial inverter generates one of 3 possible output voltage
levels: U, e{-1, 0, 1}, Upe{-1, 0, 1} and Uyse{-2, 0, 2}.
This configuration enables the proposed topology to
synthesize a 9-level output voltage waveform: U,e {4, -3, -2,
-1,0, 1,2, 3,4}. Certain output voltage values can be obtained
using multiple switching combinations. For example, the
2 p.u. output voltage can be achieved through the following
4 distinct switching states: (U,1, Uy, Ug)e{(-1, 1,2), (0,0, 2),
1, -1, 2), (1, 1, 0)}. The existence of multiple voltage
synthesis paths, including redundant switching states for the
same output level, introduces degrees of freedom that can be
strategically exploited. These degrees of freedom enhance
the performance of the uniform step asymmetrical MLI in

terms of efficiency, reliability, and power quality [23].
4

Uy +Upt+ Uy

U,
w 8] —_— (=)

1 2 Partial cells 3 (0)
Fig. 2. In a 3-cell cascaded H-bridge topology producing
9 voltage levels, the possible output states per partial inverter are:
Up=1pu;Up=1pu; Us=2p.u.)

Asymmetrical MLIs offer the user a high degree of
design flexibility, particularly through the ability to select
different intermediate voltage levels and the availability
of redundancy in these choices.

Electrical Engineering & Electromechanics, 2025, no. 6



The approach utilizes two fundamental control
variables [21, 24]: Modulation index m and modulation
rate r:

m=fo/fr; ()
r=24,/(N-1)A4, . ()
Table 1 shows representative DC voltage

configurations along with their corresponding output
voltage level capabilities. The case study focuses on a 3-
stage (k=3) series-connected single-phase inverter
topology for each phase leg.
Table 1
Voltage imbalance phenomena in 3-cell uniform step
asymmetrical MLI systems

N Ug1, p-u Ugp, p-u Ugz, p-u
7 1 1 1
9 1 1 2
1 1 3
1 1 2 2
1 1 4
13 1 2 3
1 1 5
15 1 2 4
1 3 3
1 1 6
17 1 2 5
1 3 4
1 1 7
1 2 6
19 1 3 5
1 4 4

The multi-machine system (Fig. 3) consists of two
5-phase PMSMs connected in series. A single 5-phase inverter
supplies power to both machines. Each machine exhibits a
spatial phase shift of 72° between 2 successive stator phases.

19-level five-
phase inverter 5-phase machine (1.M1)

5-phase machine (1.M2)

I ) N '

Vas2

Ia ! fas2 !

A |——o0—
‘IL,_O_I

m O 0O @
¥

N 7 N -

Fig. 3. Diagram of coupling the phase windings in series of the
stator of the multi-motors (a 5-phase inverter powers the system)

In the analysis, it is assumed that both machines
have identical electrical parameters. The electrical circuit
of the system is described as:

d
WV ascoe = [Rsliascoe ]+5[¢ABCDE | )

where Vpcpg is the vector of stator voltages each phase
(4 to E); ispcpe 1s the vector of phase currents; R, is the
stator resistance (assumed equal for all phases); @upcpe 1s
the vector of stator flux linkages.

Figure 3 illustrates the relationship between the
stator winding voltages and the source currents for two
5-phase PMSMs connected in series. The stator winding
phases (A—E) and the neutral point (N) correspond to the
inverter’s output terminals.

The stator voltages of the 2 machines are given by:

V4 Vast tVas2
VB Vbsl T Ves2
[Vs]: Ve | =| Vest TVes2 |» (10)

VD Vds1 T Vbs2

| VE | [Vest TVds2 |
where Vas1,25 Vbs1,2s Ves1,2s Vds1,2> Vesl,2 ar€ the phase voltages
of 2 machines.

The following equation represents the stator currents
of the two 5-phase machines connected in series. Phases
A-E and the neutral point N correspond to the MLI’s
output. Figure 3 also shows the connection between each
machine’s source and stator currents:

_iA ] _lasl ] _iaSZ_
ip Ips1 les2
[is] =lic [=|lest | =] les2 | an
ip| |lds1| |bs2
_iE | _l.esl | _ids2 i

where ig12, Ipsi2, lest2s lasi2, lesi2 are the currents of
2 machines.

The power-invariant Clarke decoupling
transformation matrix is:
1 cos(@) cosa) cos(Ba) cos(da)
0 sinf@) sinQa) sin(Ba) sin(4q)
[C]’z\/Z 1 cos2a) cos(@a) cos(ba) cos@Ba) -(12)
> 0 sinRa) sin(da) sin6a) sin@a)

N2 N2 N2 2 2

Moving to the new variables system (¢, 5x,y,0) from
the original system (4—F), we have:
S(afiy) = [C]f(ABCDE),
where [C] is the power-invariant transformation matrix.
The voltages and currents of the 5-phase inverter
(e, p) and (x, y) axes are defined as:

[ inv]
Va V4 Vas1 1 Vas2 Vasl T Vys2
inv
VB VB Vbs1 + Ves2 Vst T Vys2
v;nv = [C Ve | = [C Vesl T Ves2 | = [C Vst T Vas2 |° (13)
iny
vy VD Vds1 T Vbs2 Vyst T Vgs2
vtonv VE Ves1 1 Vds2 0
ny _ . _ .
g =lgsl =lxs2s
inv _ . .
g =lpsl = "lys2s
14
o (14)
Iy =yl Tlgs2s
ny _ . —
Iy Zlysl =lps2s
Where valﬂV’ vﬁlﬂv, VlelV, vyl}’lV and l'alVlV, iﬂl}'IV’ ilelV’ iylVlV are the

inverter voltage and currents in the f and xy axes.

Since the two subspaces off and xy are orthogonal
(Fig. 3) the chosen series connection strategy enables
independent vector control of the two machines.

The zero-sequence component of the MLI can be
neglected. The electromagnetic part of the drive system is
described by 8 first-order equations. Equations (15), (16)
represent the 4 inverter/stator voltage expressions:
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. . 5 d .
Vlo?v =(Ry +Rs2)igw +(lel +5Ms1)7igw +

+LY12fla ‘/701¢f1 51n01,

mv = (va +RY2)Z

15)
+(Lvll + szl)ilmv

+LY12fllﬂ”V \/7.QI¢fICOSHI,
ny -iny 5 d -iny
=Ry +Rp)iy +(Lgr+-Mgp)—iy +
2 dr
d ; 5
+L —imv—\ﬁ_@ sind,;
st g, b 5 2072 8in6,

Vi = Ry + Ryp)iy™ +(Lygp + EMsz)ally"V +

(16)

+L511 n \/702¢f2 COS@z,

where Ly, M, are the inductance and mutual
inductance in the rotating frame; (2,,, ¢, 6, are the
mechanical speed, flux and electrical speed, respectively.

To achieve a more compact representation, the stator
parameters are transformed into a ¢-rotated (dg)
synchronous reference frame from the stationary (af)
frame using the transformation matrix [D]:

cosd sind

[D]: sin@ cosd (17)

[[]3><3

The torque equations for the 2 series-connected
T,

machines are:
omt = Pil(Lg = Ly)i™ iy + ]/_¢f1 iy ;
Toma ZPZ[(LX_Ly)i;nV'i;/nV V_¢j2 mv

where py, p, are the number of pole pairs for 2 machines.

From the previous equations it is clear that the torque-
producing current components iy, iy, in the 1st machine are
set to 0. As a result, the torque is generated by the 2nd
machine through the current components iy, i,. This
configuration allows both machines to be independently
controlled using a single voltage source inverter.

Interconnected 5-phase PMSM set in series
configuration with independent control loops. The
torque control strategy derived in (18) relies on the iy, is,
currents for the 1Ist machine, and a similar current-
controlled method is applied to the 2nd machine using
iy, Isy. A common strategy in such systems is to set i;; and
isx to 0, ensuring that torque is controlled exclusively by
isq and ig,.

For the 1st machine:

(18)

5
mv = (RSI + RS2)va +(LS[1 +— > MSI) lidnv +

d ; 5
+Lgo Eiﬁ’ V(L += > —M s1)ll"v

(19)
mv =(Ry +R82)1’”V +( Lo + ;Msl)_lmv
d .inv
+L512d—1 V(L += Msl)l \/7-01@1

For the 2nd machine:

5
mv =(Ry + Rs2)lmv +( Ly + 2 MSZ)_ZMV +

d
+Lg El " —Qy(Lgp + = 2 Msz)lmv

(20)

5
mv = (R 1 +Rv2)lmv +(L§‘l1 +— 5 Msz)—lmv +

d 5
+L —l V—Q5(Lyy += M I -0 .
st by ALgin 3 sy’ \/; 2052

The overall voltage references are generated based
on the schematic shown in Fig. 4, and are defined as [11]:
Moo= [ = E
Va asl + VasZ
*
Vb val + ch2
*
Vc = csl + VesZ > (21)
*
Va | | vast +ves2

sk & &
_Ve | | Vesl + Vds2 |
where symbol «*» indicates a reference value provided to
the controller.

- ¥ Decoupling |
Ie) Q pling v

L&z Blockand [~ 3 Pwm

Current S 19-Level Five- [[]
. Controller (FLC)| * [ & & ter (| L1 b
-0 v | Phase Inver!
s = 3 [ (&% (&%
i "= < = f
T 2 o

Two five- phase motors

wuojsues)
z/s
FIreees

kS

Fig. 4. Vector control of
currents and speeds of
dual 5-phase motor
configuration in series
connection powered by

Decoupling |,
Blockand  [—#
Current

Controller (FLC)

wuojsues)
s/t

a single 5-phase
an asymmetrical 19-level

1

1

uuoysuell
z/s

8 power MLI
Machines parameters are listed in Table 2
Table 2
Machines parameters
R, Q| LFL,H | J, keg/m’ [p| ¢, Wb |f, Hz| F, kgm’s”
3.6 0.0021 0.0011 [2]| 0.25 50 0.0014

Fuzzy logic controller (FLC). FLCs are widely
used in the speed control of electric machines due to their
simplicity, intuitive design, and model-free nature. Unlike
conventional control techniques, FLCs do not require an
accurate mathematical model of the system or a complex
feedback loop to achieve effective performance.

In an FLC, the input and output variables are defined
using membership functions within a common universe of
discourse. The controller’s performance depends heavily
on the appropriate selection of scaling factors (gains) and
the careful tuning of its parameters. These settings are
often optimized empirically through trial-and-error
methods to enhance control quality [25, 26].

A fuzzy logic controller typically consists of 4 main
components: a rule base, an inference engine, a
fuzzification module, and a defuzzification module. In
this study, Mamdani’s inference method is applied using
the max—min composition technique. To convert fuzzy
outputs into crisp control actions, the center of area
method is used for defuzzification.

The architecture of the proposed fuzzy speed
controller is shown in Fig. 5. It processes 2 input
variables — the speed error E and its derivative AE. Based
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on these inputs, the controller generates an output signal
representing the torque increment AT,,. Integration of this
signal provides the electromagnetic torque command 7,

Rule-based
and
Inference
engine

uonedyIZNgJoq

Process L
__J
Fig. 5. Block diagram of the fuzzy speed controller

The fuzzy speed controller employs a complete rule
base of 49 If~Then rules, covering all possible
combinations of input conditions. As shown in Fig. 6, all
variables — namely, the speed error E, its time derivative
(AE), and the output signal — use triangular membership
functions. Each variable is divided into 7 linguistic
categories: Negative High (NH); Negative Moderate (NM);
Negative Low (NS); Neutral (ZE); Positive Low (PS);
Positive Moderate (PM); Positive High (PH).

Ll) 1 N ZE P b) i NH NM NS ZE PS PM PH
N erzr:)r P NH _ NM N:rzr:rps PM _PH

u (error)
°
&

u (error)

0.5

w1 (c error)
o
ok
<
4 (c error)
° -

-
)

R S S R}
-10 6 4 -2 0 2 4 6 10
c error
NH NM NS ZE PS PM PH

0
c error

-
E
N
m
o

-

1 (control action)
°
&

4 (control action)
°

=

i
3]

o
6 4 -2 0 Z. 4 6 10
control action

7 o 7 10 10
control action
Fig. 6. Membership functions of input/output variables:

a) current; b) speed

The fuzzy inference system uses a 49-rule decision
matrix (Table 3) to determine the controller’s output
response based on the inputs £ and AE. Each rule is
expressed in standard If-Then format and governs the
control action accordingly.

Table 3
The rule base for controlling the speed

AF E NH | NM | NS ZE PS PM | PH

NH NH | NH | NH | NH | NM | NS ZE

NM NH | NH | NH | NM | NS ZE PS

NS NH | NH | NM | NS ZE PS PM

ZE NH | NM | NS ZE PS PM | PH

PS NM | NS ZE PS PM | PH | PH

PM NS ZE PS PM | PH | PH | PH

PH ZE PS PM | PH | PH | PH | PH

Some of the rules in Table 3 can be interpreted as
follows: for example, if the speed error £ is PM and its
derivation AF is also PM, then the torque increment AT,
should be PH. In this case, both the error and its rate of

change indicate a moderate increase in speed, and a fast
corrective action is required — hence, a high positive
torque increment is needed.

The same methodology used to design the speed
controller is applied to develop the current controller, with
appropriate adaptations to account for the different control
objectives. The current controller includes the following
features.

The input error E: instead of being equal to £ =2 — Q,
it will be equal with E = i, — iy for the lst fuzzy
controller of current iy and E = iqs* — iy for the 2nd fuzzy
controller of current i.

The fuzzy controller outputs are V, for the iy
current controller and ¥, for the i, current controller.

The inner current control loop operates with faster
dynamics than the outer speed loop, maintaining the
required cascade control hierarchy.

As shown in Fig. 6,b, both input variables (the error
E and its derivative AE) are triangular membership
functions, which are divided into 3 fuzzy subsets: Positive
(P), Negative (N), and Zero (ZE). This control strategy
uses a compact 9-rule inference system (Table 4) to
determine the appropriate output response for all possible
combinations of input conditions. This minimalist fuzzy
partitioning ensures high computational efficiency while
maintaining accurate and robust current regulation.

Table 4
The rule case for controlling the currents
E
AE N ZE P
N N N ZE
ZE N ZE P
P ZE P P

Discussion of simulation. Using MATLAB/Simulink,
simulations were conducted to evaluate the vector speed
control of the 2 series-connected machines in the multi-
machine system. The simulation results demonstrate the
dynamic responses of the multi-machine system under
various operating conditions. To verify that both
machines can be controlled independently despite their
series connection, a sequence of simulation tests was
performed. The speed, current, and torque responses of
the 2 unloaded machines are presented in Fig. 7, 8.

In the Ist test, machine 1 was commanded to change
speed from +150 rad/s to —150 rad/s at ¢t = 0.5 s, while
machine 2 was initially set to run at +200 rad/s, then
reversed to —200 rad/s at the same instant (¢ = 0.5 s).

Both machines were subjected to load torques equal
to 100 % of the rated torque corresponding to their
reference speeds, applied in the interval ¢ = [0.15-0.3] s.
Additionally, load steps were applied at ¢t = 0.2 s for
machine 1 and at #=0.4 s for machine 2.

Figure 8 presents the simulation results for the 2nd test
scenario, in which the reference speeds are reversed:
machine 1 switches from +200 rad/s to —200 rad/s, and
machine 2 — from —200 rad/s to +200 rad/s. These reversals
are initiated at ¢ = 0.7 s. Additionally, load torques are
applied to both machines during the interval ¢ =[0.2-0.4] s.

From Fig. 7, 8 it is evident that decoupled control is
successfully maintained. The independent operation of
each machine remains unaffected by the other, with no
observable interference or degradation in performance.
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Fig. 7. The PMSM system’s dynamic behavior under a 5 N-m load

applied during intervals [0.15-3] s and [0.2-0.4] s with subsequent
step changes in speed reference
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Fig. 8. The dynamic behavior of the PMSM under a 5 N-m load
applied during the interval [0.2-0.4] s followed by step
variations in speed reference for both machines

Test of robustness. To evaluate the impact of
parameter variations on control performance, a robustness
test was conducted (Fig. 9). In this test, the motors operate at
their nominal reference speeds, while the inertia parameters
J; and J, of both machines are doubled to assess the
controllers resilience under mechanical changes. Figure 9
shows the resulting speed and torque responses. The
results clearly indicate that parameter variations have a
more significant effect on the performance of the classical
PI controller compared to the FLC. The FLC
demonstrates superior robustness, maintaining stable
speed tracking and torque control despite the increased
inertia. These findings confirm that the proposed fuzzy
controllers are more tolerant of system variations and
offer enhanced reliability.
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Fig. 9. PMSM’s responses at J; variations for both machines:
a — with PI controllers; b — with FLC controllers

Conclusions. This paper presents a dual 5-phase drive
system powered by a 12-switch asymmetrical 19-level
inverter and controlled using fuzzy logic. The proposed
approach enables independent vector control of 2 series-
connected machines with reduced hardware complexity.

Simulation results show that the fuzzy controller
significantly outperforms the conventional PI controller,
achieving a settling time of 0.06 s compared to 0.15 s, a
speed error of 0.4 % versus 1.9 %, and a 47 % torque
ripple reduction. It also maintains stability under doubled
inertia, where PI fails. The inverter achieves THD below
4.5 % and reduces the switch count by 66 %, confirming
the system’s efficiency, robustness, and suitability for
compact, high-performance applications.
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B. Bouhadouza, F. Sadaoui

Optimal power flow analysis under photovoltaic and wind power uncertainties
using the blood-sucking leech optimizer

Introduction. Optimal power flow (OPF) is a fundamental task in modern power systems, aiming to ensure cost-effective generation
dispatch and efficient energy distribution. The increasing integration of renewable energy sources such as photovoltaic (PV) and wind
turbines (WT), alongside conventional thermal units, introduces significant variability and uncertainty into system operations. Problem.
The OPF problem is nonlinear, constrained by complex technical limits, and further complicated by the stochastic nature of PV and WT
power generation. Efficiently addressing these uncertainties while maintaining system optimality remains a major challenge. The goal of
this study is to solve the OPF problem in power networks that integrate PV and WT systems, while accounting for the uncertainty in their
power outputs. Methodology. The stochastic behavior of PV and WT units is modeled using probability distribution functions. A novel
bio-inspired metaheuristic, the Blood-Sucking Leech Optimizer (BSLO), is proposed and benchmarked against two well-established
algorithms: Particle Swarm Optimization (PSO) and Grey Wolf Optimizer (GWO). Simulations are conducted on both the IEEE 30-bus
test system and a real Algerian transmission network. Results. The BSLO algorithm consistently outperforms PSO and GWO in
minimizing generation cost, power losses, and voltage deviation across all tested scenarios. Scientific novelty. This work considers both
single and multi-objective OPF formulations, whereas most previous studies focus solely on single-objective approaches. It integrates
renewable generation uncertainty through probabilistic modeling and introduces a novel metaheuristic (BSLO). Validation on a real
Algerian power grid confirms the method’s robustness and practical relevance. Practical value. The results confirm the BSLO algorithm
as a promising and effective tool for solving complex, renewable-integrated OPF problems in real-world power systems, contributing to
more reliable, economical, and flexible grid operation. References 48, tables 13, figures 17.

Key words: blood-sucking leech optimizer, optimal power flow, stochastic renewable energy sources, power systems.

Bemyn. Onmumansnuii po3nodin nomyacnocmi (OPF) € ghynoamenmansuum 3a80auuam y Cy4acHux eHepeocucmemax, CHpsmMo8aHum Ha
3a0e3neueHHs. eKOHOMIYHO eeKmUBHO20 Po3nooiTy ma cenepayii enepeii. 3pocmaroua iHmezpayis GIOHOGNIOBAHUX OXHCEPEl eHEP2Ll, MAKUX
sk pomoenexkmpuuni (PV) ma eimpoei myp6inu (WT), nopso 3 mpaouyiiiHumu meniosumu YCmaHo8KaMu, 6HOCUNb 3HAYHY MIHIUGICIb Ma
HesusHayericms y poobomy cucmemu. Ilpodnema. 3ae0anns OPF ¢ neninitinum 3i CKIQOHUMU MEXHIUHUMU OOMEXHCEHHAMU Md 000AMKO80
VCKAAOHEHUM CIMOXACMUYHOI0 npupoooio eenepayii enexkmpoenepeii PV ma WT ycmanoskamu. Egpexmusne supiwenus yux HesusnaveHocmetl
3a 30epedicents ONMUMATLHOCIE CUCIEMU 3ATUUIAEMbCS ceplio3noio npobnemoro. Memoio pobomu ¢ eupiwenns 3asdanns OPF ¢
eHnepeomepedicax 3 inmesposarnumu PV ma WT cucmemamu 3 ypaxysanHam HegusHayeHOCmi ixHboi 6uxioHoi nomyowcnocmi. Memoouxa.
Cmoxacmuuna nogedinka PV ma WT ycmanosok MoOenoemucst 3 6UKOPUCIIAHHAM QYHKYIL po3nodiny umosipnocmeri. 3anponoHo8aHo
HOBULL DIOTHCNIPOBAHULL MEMAESPUCTNUYHULL AN2OPUMM HA OCHOGI nogedinku n’aeku (BSLO), saxuil nopigHoemscs 3 06oma aneopummami,
wo dobpe 3apexomendysanu cebe. memoo poio yacmurok (PSO) i memoo cipoeo éoéxa (GWO). ModemosanHs npoeoounocs sk y mecmosii
cucmemi IEEE 3 30 wunamu, mak i y peanvHill anxicupcbKiu mepedici enekmponepeoadi. Pesynemamu. Aneopumm BSLO cmabinbho
nepesepuye PSO ma GWO wooo minimizayii eapmocmi eenepayii, émpam nomyx#cHocmi ma 6i0OXuieHb Hanpyeu y 6Cix npomecmosanux
cyenapiax. Haykoea nosusna. Y yiii pobomi posznaoaiomoca AK 00HOKpumepianvHi, max i bazamoxpumepianvhi gpopmyniosanna OPF,
mooi K Oinbuicmb nONepPeoHix 00CIiONHCeHb OKYCY8ANUCA BUKTIOUHO HA OOHOKpumepianbHux nioxoodax. Lle spaxogye nesusHauenicmo
2eHepayii BIOHOBTIOBAHUX Ddiceperl eHepeii 3a 00NOMO2010 IMOBIPHICHO20 MOOENIIOBAHHS | NPEOCAGIAE HOBULL MeMAe8PUCIUYHULL AI2OPUMM
(BSLO). Ilepesipxa na peanvhili amicupcbKiti enepeocucmemi niOmeepodicye HAOMIHICMb mMa NPAKMUyHy 3HAYYWICMb Memooy.
Ilpakmuuna 3nauumicme. Pesynomamu niomeepoxcyioms, wo ancopumm BSLO € nepcnexmuenum ma epexmueHum incmpymeHmom s
supiwienns ckiaonux 3a60amv OPF, inmezpoeanux 3 6I0HOGIIOBAHUMU OJicepeNamu eHepell, Y PealbHUX eHepeOCUCeMAax, CRpUsiiouy Ol
HAOIIHIT, eKOHOMIYHI ma eHyuKiwiti pobomi mepeoici. bion. 48, Tadm. 13, puc. 17.

Kniouosi cnosa: onTuMi3aTop Ha OCHOBI MOBeIIHKH I’SIBKM, ONTUMAJIBHHUI PO3MOALT NOTYKHOCTI, CTOXaCTHYHI BiAHOB/IIOBaHi
JlzKepesia eHeprii, eHepreTH4YHi CUCTEMH.

Introduction. Power flow analysis is the essential
tool used to assess the performance of electrical networks.
It focuses on several key parameters, including voltage
profiles, line power flows, the balance between generation
and load powers, and losses. In contrast, optimal power
flow (OPF) analysis plays a critical role in the design and
operational planning of electrical grids. OPF helps
identify potential design weaknesses, improves the
reliability of energy supply, and ensures efficient system
operation [1-3]. The main goal of OPF is to define the
best set of decision variables that optimize a predefined
objective function. One of its most common applications
is the economic dispatch of power supply, aiming to
minimize the overall generation cost and satisfy
operational and safety constraints [4—10].

Conventionally, power generation has relied heavily
on fossil fuel-based thermal units. However, the
integration of photovoltaic (PV) and wind turbines (WT)
generators  offers considerable benefits, reduced
greenhouse gas emissions and decreased dependence on

fossil fuels [11, 12]. Despite these advantages, renewable
energy sources introduce new challenges due to their
power uncertainty. Indeed, the power generation of PV
and WT systems is highly dependent on changing weather
conditions, specifically wind speed and solar irradiance.
Therefore, it is essential to address the OPF problem
while considering the stochastic nature of renewable
energy generation to maintain grid stability and achieve
economic efficiency [13, 14].

Traditional methods for solving OPF problems, such
as the Newton-based method, linear and nonlinear
programming, and others [15-20], often struggle to
converge to the global optimum. This limitation stems from
the highly nonlinear, non-convex, and complex form of the
power system equations, and the presence of multiple
operational  constraints. Consequently, conventional
optimization techniques may fail to provide reliable or
accurate solutions for large-scale or modernized power
grids. To address these challenges, researchers have
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increasingly turned to advanced optimization strategies,
particularly metaheuristic algorithms, which have gained
significant attention in recent decades for their robustness
and flexibility in handling complex and multi-objective
OPF problems [21-23].

Metaheuristic  algorithms, including standard,
improved, and hybrid variants, are widely employed to
address complex, non-linear, and high-dimensional
optimization challenges in power systems, such as OPF
problem, unit commitment, and renewable energy
integration. These methods overcome the limitations of
traditional approaches by efficiently exploring large
search spaces and avoiding local optima. Standard
metaheuristic algorithms are population-based and rely on
stochastic search processes. Papers [24, 25] demonstrate
the superiority of the Grey Wolf Optimizer (GWO) and
Hamiltonian methods, respectively, in reducing power
losses in electrical networks, compared to Particle Swarm
Optimization (PSO) and Genetic Algorithms (GA). In
[26], the author applies GWO to solve the OPF problem
for different test systems, achieving lower generation
costs compared to those obtained with GA and PSO. The
authors in [27] introduce Differential Evolution (DE) to
minimize cost, emissions, and real power losses in IEEE
30 and 118 bus systems, demonstrating improved
performance over conventional methods.

The improved and hybrid methods are enhanced
versions of standard metaheuristic algorithms, often
combining 2 or more techniques to leverage their
respective strengths. The authors in [28] improve the
cuckoo optimization algorithm by incorporating a
Gaussian mixture model, which improves convergence,
accuracy, and robustness in systems with solar and wind
sources. A stochastic optimization framework is presented
in [29], combining probabilistic modeling with
mathematical programming to handle renewable energy
uncertainties and maintain system stability. In [30], a DE
variant enhanced with fitness-distance balance and
adaptive guidance shows superior convergence and
efficiency. The paper [31] proposes a hybrid of the GWO
and the crisscross search algorithm, which outperforms
PSO, GA and DE algorithms.

The goal of the paper is to solve the OPF problem in
power networks that integrate PV and WT systems; while
accounting for the uncertainty in their power outputs. This
uncertainty is modeled using probability distribution
function (PDF) and the Monte Carlo simulation. 3 single-
objective functions are considered: generation cost, active
power losses and voltage deviation, as well as a multi-
objective function combining these single objectives. The
proposed approach, based on the Blood-Sucking Leech
Optimizer (BSLO) algorithm, is evaluated on the standard
IEEE 30-bus test system and in a real South-East Algerian
Network (SEAN). The effectiveness of BSLO is assessed
in terms of convergence characteristics, optimal solutions,
and statistical indicators, and is compared to that of the
PSO and GWO algorithms.

Problem formulation. The OPF problem consists in
determining the optimal control variables that optimize an
objective function and satisfy the system’s constraints,
and is formulated as follows:

min F(x,u); (D
{i(x,u) =0; 2
(x,u) <0,

where F is the OPF objective function; g, /# are the
equality and inequality constrains of the system.

The vector x contains all state variables, given by the
following:

X = [PThl N VLI geees VLNPQ ,QTh1 geees QThNTh gere (3)

...QWTi geeey QWTNWT ,QP[/I seeey QPVNPV ,SLl PYEETY SLNL ],
where Pp;, is the real power generation of the slack

generator; V; is the voltage of the load bus; S; is the
apparent power in the transmission lines; Oz, Owr, Opr
correspond to the reactive power outputs of thermal units,
WT and PV systems, respectively; NL, NPQ, NWT, NPV,
NTh indicate the number of transmission lines, load
buses, WT, PV units and thermal plants, respectively.

The control variable vector u is defined as follows:

u:[PThz,...,PThNTh,PWTI,...,PWTNWT,... (4)
PPVI ’""PPVNPV ,VG1 ""’VGNG ],
where Pp,, Pyr, Ppy are the real powers generated by
thermal generators, WT, and PV units, respectively; Vg is
the voltage of the generation bus; Ng is the number of
generators.

Fuel cost model of thermal generators. The total
fuel cost of thermal generators is modeled using the
following quadratic function [12, 23]:

NTh
Fey(Ppy) = Y. a; +b; Py, +¢; Py, )
i=l
where a;, b;, ¢; are the cost coefficients of the i generator.

For thermal units equipped with multi-valve steam
turbines, the fuel cost model accounts for fluctuations in
the cost function caused by the valve-point effect (VPE).
This effect is modeled as a sinusoidal function integrated
into the basic cost function, as shown in (5), yielding the
total fuel cost ($/h) [12, 32, 33]:

NTh .
Feo(Py) = D a; +b;Pry, + Py +|d; sin(e; (B Th — Pra,))| (6)
i=1
where d,, e; are the VPE coefficients.

Wind and solar’s direct cost. Solar PV systems and
WTs operate without requiring fuel, incurring only basic
maintenance and operational costs. The direct cost model
for PV and WT units is represented as a linear function of
the planned power energy [12, 34]:

DCyr, = Cpwr, Pyry, ; @)
DCpy. = Cppy, Ppys, » (3)
where Ppy; , Byry, are the planned powers from the " PV
and WT units; Cppy., Cppr, are the direct cost

coefficients for the /" PV and WT generators.

Uncertainty of WTs and PVs cost functions.
Depending on the power generated by the WTs, 2 scenarios
can arise. If the generated power exceeds the planned
power, an overestimation cost is applied. Conversely, if the
generated power is lower than the planned power, an
underestimation cost is applied. The expressions for these
costs for the i WT are formulated as follows [12, 34]:
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UCwr, = Cuwr, (Byra, — Bwry,) =
By
WTr; ' (9)
=Cunr, j(PWTl. = Py, ) fwr (Pwr, )Py ;
PWTS,'
OCyr, = Cowr, (Byrs, = Byra,) =

B WTs;

j(PWTs,. = Pyr) fwr (Byr )dByr, »
0
UCyr,, OCyr are the underestimation and

(10)

=Copr,

where
overestimation costs; Cyyr , Copr, are the uncertainty
cost coefficients; Fyry. , By, » Byr, are the scheduled,

available and rated powers of the i™ wind unit.
For PV units, the uncertainty cost models are
formulated as follows [12, 34]:

UCpy, =Cupy; (Ppyg, —Fpys) = a1
=Cupy Sy (Ppry > Pevs NE(Ppyg, > Ppyg ) —Fpys 1;
OCpy, =Copy;(Ppys, —Fpyg) =

=Copy.fpv(Fprg < Fpys IFpys, —E(Ppyg, > Fpys)1s

where UCpy, OCpp are the underestimation and

(12)

overestimation cost values, Cypy., Cppy, are the

uncertainty cost coefficients; Ppy, , Ppy, are the planned

and available powers of the i PV unit.

Total cost function. The first objective F| aims to
reduce the total cost, which includes the fuel cost of
thermal units with VPE, as well as the costs associated with
PV and WT units. The function F is expressed as [35]:

NTh ,
R=Ya+ 5Py, +c:Ph, +{d;sin(e; (P — Py, ))‘ +
i=l (13)
NWT NPV
+ ZDCWT; +UCW]; +OCW]; + ZDCPV: +UCPV,- +0CPV['
i=1 i=l

When the VPE is neglected, the objective function
simplifies to:

NTh NWT

F =Y a;+b;Py, +cPfj, + > DGyp +UGyr +OGyp +
i=1 i=1
NPV
+ ZDCPVI +UCPV;- +0CPVI-'
i=1

Active power losses function. The second objective
function F, aims to reduce the total active power losses,
as formulated below [23, 36, 37]:

NTh ) )
Fy= Y GV +V; =2V Vycosdy),  (15)
i=l

(14)

where G(n) is the conductance of the n™ branch; 0;; is the
voltage angle difference between buses i and ;.

Voltage deviation function. The third objective
function F5 aims to reduce the voltage deviation and is
expressed as follows [29, 38, 39]:

NPQ

Fy= -1 (16)
i=1

Multi-objective function. The fourth objective
function F originates from a multi-objective optimization
problem that simultaneously considers total cost, active
power losses and voltage deviation. These criteria are
aggregated into a single scalar function using predefined
weighting factors. It is described as follows:

F4 :Fi +a)1F2 +a)2F3, (17)
where the total cost component is assigned a fixed weight
of 1; ;=100 and @,=40 are the weighting factors for
active power losses and voltage deviation. These values
were chosen to ensure a balanced contribution of all
objectives in the scalarized function. The weighting
factors used in this study are the same as those adopted in
previous works where a multi-objective function is
constructed by combining single objectives such as cost,
loss and voltage deviation [32].

Equality constraints. The solution to the OPF
problem must satisfy the equality constraints defined as
follows [40, 417:

NB
P =Pp +V; Y V;(GjcosS; —Bysin5y;);  (18)
j=1
NB
Qg = Op, +V: D V;(Gysin S — B cos ), (19)
j=1
where Fg , Qg are the real and reactive powers of the "

generator, including thermal, WT and PV units; Pp, . Op,

are the real and reactive loads.

Inequality constraint. Operational limits on power
output and voltage levels for all generators are defined as
constraints:

P < Py, <PR™, i=1..,NTh;  (20)
P;Ti? <Pyp, <Py, i=L..NWT; (1)
PII’nVi,-n < Ppy, < PII)HV?X, i=1..,NPV; (22)
Qﬁin <Op, SOp.i=1...NTh; (23)
Opr <Owr, SO, i=L..NWT; (24)
er;a;? < Opy, < QgVaI_X, i=1...,NPV; (25)
Vglin <V < Ve, i=1,..,NG. (26)

The voltage at the PQ bus must remain within the
specified limits:

v <y <y, i=1.., NPQ.

The apparent power flow in each network branch
must not exceed its allowable limits.

SLi < Szlax, i= 1,....,NSL .

@7

(28)

Mathematical modeling of WT  power
uncertainty. The power of a WT is affected by wind
speed variability and is represented by the Weibull PDF,
as expressed in the following equation [34, 42]:

=B

where c is the scale parameter; & is the shape parameter.

(29)
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The power supplied by a WT system is modeled as
follows [34, 39]:

0; if v, <V v <V
V=V .
Byr (V) =< Pyry > if v, <v<vy,; (30)
Vr = Vin
Pyrys if v;, vy,

where v,, v, Vi, are the rated, cut-out and cut-in wind
speeds, which are equal to 16, 25 and 3 m/s.

Mathematical modeling of PV power uncertainty.
The uncertainty in solar irradiance is modeled using a
lognormal PDF, as defined in [34]:

k
1 (In(Gpy)—p)° [%)

Gpy)= - , (31

J6py (Gpr) Gpyov2rm exp{ 267 16 Gl

where o, u are the standard deviations and mean values.
The power supplied by the PV system can be

determined using the following equation [34, 43]:

2
;o if 0<Gpy <R
PVr[GsthC J Py <Rc
Ppy (Gpy) = G (32)
Ppy; [G—PV} if Gpy 2Rc,
std

where Ppy, is the rated power; R, is the irradiance constant
(set to 120 W/m?); G is the standard solar irradiance.

Blood-sucking leech optimizer is a recently
introduced swarm intelligence algorithm proposed in [44].
This approach draws inspiration from the feeding
mechanisms of blood-sucking leeches, particularly those
observed in rice farming environments, where they attach
to and feed on the blood of diverse hosts, including
humans. The algorithm mimics the leeches’ ability to locate
prey using sensory receptors that detect stimuli like water
waves. The behavioral dynamics of leeches are
mathematically modeled by classifying them into 2 distinct
categories. The first category, referred to as directional
leeches, accurately processes the stimuli emitted by their
prey, allowing them to advance incrementally toward the
target with each iteration. In contrast, the second category,
termed directionless leeches, misinterprets these signals
and consequently moves away from the prey.

Initialization phase. The population of blood-
sucking leeches is initialized randomly, as described in
the following equation:

X =rand(1,D)(ub—1b)+1b, (33)
where X is the position of all leeches; rand is the random
number in the interval [0, 1]; D is the dimension of the
optimization problem; ub, Ib are the upper and lower bounds.

Exploration approach of directional leeches.
During the exploration phase, the N, directional leeches
move toward their prey at an angle « determined by their
response to a circular wave stimulus. As these leeches
approach the prey, the length L of the green arc,
illustrated in Fig. 1 [44], gradually decreases. The number
N, is calculated using the following equation:

2
Ny = ﬂoor[N[m + (l—m)(%) ﬂ ) (34)

where ¢, T are the current and maximum iterations;

N is the population size. The MATLAB function floor is
employed to round each element to the nearest integer
that is less than or equal to the original value m, which is
set to 0.8, serves as the ratio parameter.

stimuli

Fig. 1. Feeding mechanism of blood-sucking leeches [44]

The equations governing the exploration phase are:

X,y +C (i, p ~Lif r<a and‘xpreﬂ_n‘ > X

t t : t
" x(i,j) +C.x(i,j) +L1,1f r<aand ‘xprey(j)‘ < x(i,j)

XG,j) = (33)

s

xfl-jj) +C-xfl-,j) —-Lifr>a and‘xprey(j)‘ > xfl-’j)

x(ti’j) +C-xfl-,j) +L,,if r >aand ‘xprey(j)‘ < x(li’j)
where a is the parameter of the BSLO method, assigned a
value of 0.97. The term C represents the disturbance

coefficient, which is defined as follows:

s

Czb(l—%)o.&levy; (36)

levy = 0.01- 22

- /ﬁ‘ (37)

Vg
_[__ra+p)-sin(zp/2) / L6
(i p)2)-p- 2T

B=-05-(t/T) +(/T) +1.5, (39)

where levy is the Levy flight distribution function;

b, which is set to 0.001, is the parameter of the BSLO

algorithm; u, o are the random numbers uniformly

distributed within the interval [0, 1].

The lengths L; and L, are expressed as follows:

L =r1-‘ —xf,-,j)‘-PD~(l—kl/N); (40)

X prey(j)

W
Ly =‘xprey<j>—XEi,k)"PD'[l—ﬁ le (41)

where £ is the random integer in the range [1, floor(N-(1 + #/7))];
k is the random integer in [1, m], while PD is the perceived
distance. This parameter reflects the distance estimated by
directional leeches from their prey and is calculated as:
PD=s-ry-(1-1/T). 42)
The value of s is given by the following expression:

e, .
o) 8 ( (¢/T) 2+1 if 7 <0.5; 43)
8—7-(—(t/T) +1 else.
Exploitation method of directional leeches.

Throughout this phase, the directional leeches progressively
move closer to their prey, eventually reaching zones
characterized by heightened stimulus intensity. The updated
positions of these leeches are determined using the
equations provided below:
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i

xf,-,j) +C'xfi,j) —-Lifr<a and‘xpreﬂj)‘ > ‘xéi’j)

t t : t .
- Moy + ooy + Lanif 7 < aand ey < [ (44)
l’.]

>

X(ti,j) +C-_X,'(tl~,j) —L4,if r>a and‘xprey(j)‘ > ‘xéi,j)

xf,-’j) +C~x€i’j) +Ly,if r>a and‘xprey(j)‘ < ‘xéijj)‘.

The value of b is set to 0.001 when (#<0.17), and to
0.00001 in all other cases. This ensures that the
distribution coefficient decreases progressively over
successive iterations, allowing the BSLO algorithm to
converge toward an optimal solution. The arc lengths 5
and L, are defined as follows:

5 k
L3 =‘xprey<j)‘xfi,ﬂ"PD'(l-rs Wl] (45)

) k
Ly :‘xprey(j)_xéi,k)"PD'(l_’@ le (46)

where the variables r», r,, r», and r; are the random
numbers within the range [-1, 1].

Strategies transitioning between exploration and
exploitation phases. The perceived distance PD acts as a
critical decision-making parameter for directional leeches,
facilitating their transition between the exploration and
exploitation phases. | PD|>1, a significant portion of the
leeches are located at a distance from the prey, indicating
that the BSLO algorithm is operating in the exploration
phase. On the other hand, | PD[<I, the leeches converge
toward the prey, showing that the algorithm has entered
the exploitation phase.

Search way of directionless leeches. The N,
directionless leeches, calculated as N, = N — N, incorrectly
respond to stimuli and move away from the target. Over
successive iterations, their population size steadily
diminishes, and their updated positions are determined as:

t

t ‘ t . .
—~‘x on( 1) — X |- 0.5 levy-x(; », if r<Q
. ,T prey(j) ~(.)) @) 47)
T sy =) 05+ lewy . else
Re-tracking approach. Following multiple

iterations #; and after undergoing various phases of
exploitation and exploration, certain leeches successfully
located their prey (humans) and fed on their blood.
Subsequently, the humans removed these leeches by
returning them to the rice field. The updated positions of
these leeches are mathematically expressed as follows:

X; =rand(1, D) - (ub—1b) + Ib;

if > and F(X[) = F(X },3,)-

The parameters ¢, and ¢, are assigned a value of 20.
This approach ensures that the BSLO algorithm avoids
becoming stuck in local optima. Figure 2 shows the
flowchart of BSLO.

Simulations results. In this study, the performance
and efficiency of the proposed BSLO algorithm were
evaluated for solving the OPF problem in power systems
integrating PV and WT systems. The tests were conducted
on an IEEE 30-bus network, as described in [45], which
includes 3 thermal generators at buses 1, 2, 8, one PV unit at
bus 13, and 2 WT units at buses 5, 11. Additionally, the cost

(48)

9

[ Set BSLO parameters ]

No

Read the input data for the
network Yes
¢ Update the directional leeches
position using Eq. (35)
Generate initial positions of the
leeches by using Eq. (33) v
‘ Update the directional leeches
position using Eq. (44)

Evaluate the objective function
and find the best position (X )

prey

Update the directionless
leeches position using Eq. (47)

Update the leeches position
using Eq. (48)

[ Calculate using Eq. (42) ]

[ Get the optimal solution ]

Fig. 2. BSLO flowchart

coefficients of the thermal generators, PV and WT units are
detailed in [12, 29]. The second power system analyzed was
the SEAN [46], consisting of 12 buses, 2 thermal generators,
and 13 branches (including 2 transformers), with a total
power demand of 297.5 MW and 39 MVAr. To assess the
impact of renewable energy integration in this real network,
a PV unit was incorporated at bus 8. Table 1 summarizes the
main characteristics of the studied networks.

Table 1
Characteristics of the studied power systems
Ttem IEEE 30-bus network SEAN system
Quantity Details Quantity Details
Branches 41 [29] 13 [46]
Buses 30 [29] 12 [46]
Thermal units 3 buses: 1,2, 8 2 buses: 1, 2
PV units 1 bus: 13 1 bus: 8
WT units 2 buses: 5, 11 — —
Slack bus 1 bus: | 1 bus: 1
Real power Real power
Control at the PV buses at the PV buses
. 11 and the voltage 5 and the voltage
variables at the generator at the generator
buses buses
Rated power 283.4 MW, 297.5 MW,
loads B 126.2 MVAr B 39 MVAr
PQ bus 24 |[0.95-1.05] p.u. 8 [0.9-1.1] p.u.

Power flow analysis was performed using the
MATPOWER [45]. The proposed BSLO algorithm was
compared with PSO [47] and GWO [48]. To ensure a
robust and consistent evaluation, 20 independent trial runs
were conducted for all test cases. The population size
(N=50) and the maximum number of iterations (7=300)
were kept constant across all 3 optimization methods:
BSLO, GWO and PSO.
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The uncertainties in the power generated by the PV
and WT units were considered in our study. The Monte
Carlo simulation method was employed to generate 8000
values for both irradiation and wind speed. Tables 2, 3
present the cost coefficients of the thermal generators and
the PV unit for the SEAN system.

Table 2
Cost coefficients of thermal units for the SEAN system
Gen Bus a b c
1 1 0 2.5 0.017
2 0 2.5 0.017
Table 3
Cost coefficients of PV units for the SEAN system
Bus Cppy OCpy UCpy
8 1.6 3 1.5

Table 4 presents the Weibull PDF parameters of the
WT units for the IEEE 30-bus network, while Table 5
reports the lognormal PDF parameters of the PV units for
the IEEE 30-bus and SEAN systems.

Table 4
Weibull PDF parameters of WT units
IEEE 30-bus network
Wind No. of Rated power Weibull PDF
farm turbines Py, MW parameters
WTI 25 75 c=9k=2
WT2 20 60 c=10,k=2
Table 5
Lognormal PDF parameters of the PV units
Rated power Lognormal PDF
Network Ppy,, I1)\/1W ﬁarameters
IEEE30-bus 50 (bus 13) #n=6,0=0.6
SEAN system 100 (bus 8) u=6,0=0.6

Figures 3, 4 show the Weibull fitting and the wind
speed frequency distribution for the wind power plants
that replaced thermal generators at buses 5 (WT1) and 11
(WT2) in the IEEE 30-bus network. These results were

obtained after performing 8000 Monte Carlo simulations.
700 , . . ,
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Fig. 3. Weibull PDF distribution for WT1
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Fig. 4. Weibull PDF distribution for WT2

Figures 5, 6 show the lognormal PDF and the
irradiance frequency distribution obtained from Monte Carlo

simulations with 8000 iterations. These results correspond to
the PV unit installed at bus 13, which replaces the thermal
generator in the IEEE 30-bus system, and the additional PV
unit integrated at bus 8 of the SEAN system.
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Fig. 5. Lognormal PDF for the solar PV in the IEEE 30-bus system
at bus 13
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Fig. 6. Lognormal PDF for the solar PV in the SEAN system at bus 8§

Figures 7, 8 illustrate the stochastic output power of
the PV units in each of the power systems under study.
This distribution is used to calculate the overestimation
and underestimation costs of the solar PV units based on

their scheduled power output.
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Fig. 7. Real power distribution of the PV unit in the IEEE 30-bus

network at bus 13
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Fig. 8. Real power distribution of the solar PV unit

in the SEAN system at bus 8

Test results of the IEEE30-bus system. Total cost
minimizing. The first case study aims to reduce the total
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cost function (F}) with VPE as signaled in (13), and
includes wind, solar and conventional power generation.
The direct costs of wind and solar energy are calculated
using (7), (8). Additionally, the underestimation and
overestimation costs for wind and solar energy are
determined using (9), (11) and (10), (12), respectively.
Table 6 presents the optimal results for the decision
variables, reactive power of generators, total generation
cost, power losses and total voltage deviation obtained
using the BSLO, GWO and PSO algorithms. The table
also includes the mean, standard deviation (Std) and worst
value of the total generation cost. Additionally, the
minimum and maximum values of the real and reactive
power of the generators, as well as the voltage amplitude,
are provided in Table 6 and are identical across all
scenarios considered for the IEEE 30-bus system.

Table 6
Simulation results for total cost reduction

Item min |max| PSO GWO BSLO
Py, MW 50 |140| 76.7121 | 71.6108 | 64.2158
Py, MW 20 | 80 | 35.8849 | 37.87 | 38.7185
Pz, MW 10 | 35 | 24.6507 | 33.1131 35
Py1s1, MW 0 | 75 | 68.5834 | 66.3579 | 68.7485
Py, MW 0 | 60 | 42.4412 | 41.7435 | 44.9998
Ppysi, MW 0 | 50 | 38.3328 | 35.6942 | 34.442
Vi, pu. 095(1.1] 1.0239 1.0277 1.0268
V,, p.u. 0.95|1.1| 1.0154 | 1.0199 | 1.0198
Vs, p.u. 0.95| 1.1 | 0.9973 | 1.0037 | 1.0076
Vs, p.u. 0.95(1.1] 0.9982 | 1.0062 | 1.0077
Vi1, p-u. 0.95(1.1| 1.0082 | 1.0358 | 1.0234
Vi3, p.u. 095(1.1] 1.0307 1.0167 1.0166
O, MVAr -20(150| 1.2899 | 0.7484 | 0.8544
O, MVAr -20| 60 | 20.6716 | 18.7892 | 16.13
O1nz, MVAr —15| 40 | 38.7294 | 39.4339 40
Owrsi, MVAr -30| 35 | 21.3278 | 22.7235 | 25.4271
Owre, MVAT —10] 30 | 1.044 | 8.1244 | 7.0903
Opvsi, MVAT -20| 25 | 4.8243 | -3.2843 | -3.2947
Total cost, $/h, best | — | — |785.4689|785.8805| 781.22
P oss, MW — | — | 59874 | 6.4032 5.798
VD, p.u. — | — | 05054 | 0.4957 | 0.7169
Mean — — 1796.4208 | 806.673 |781.5035
Worst — | — |816.4433(837.7390|782.1341
Std — | — | 7.2581 | 16.9356 | 0.2328

The results show that the BSLO algorithm achieves
the lowest total generation cost among the compared
methods, with a value of 781.22 $/h, compared to
785.4689 $/h for PSO and 785.8805 $/h for GWO.
Moreover, the standard deviation for BSLO is notably
low (0.2328) compared to PSO (7.2581) and GWO
(16.9356), indicating that the results obtained by BSLO
exhibit minimal dispersion across the 20 simulations
conducted. This demonstrates the algorithm’s stable
convergence and enhanced reliability. Furthermore, as
shown in Fig. 9, the BSLO algorithm converges to the
optimal solution in less iteration, highlighting its efficiency
and fast convergence behavior.

Total active power losses minimizing. This case
study focuses on minimizing total active transmission losses
in the IEEE 30-bus system using the BSLO, GWO and PSO
algorithms. As shown in Table 7, the BSLO algorithm
achieves the lowest power losses with a value of 2.0369 MW,
compared to 2.5869 MW for PSO and 2.7671 MW for
GWO, and demonstrates strong performance in terms of
both the mean and standard deviation.
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z 3 H i
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Fig. 9. Convergence curves for total cost reduction
Table 7
Simulation results for total active power losses reduction
Item PSO GWO BSLO
Py, MW 56.7554 76.0841 50
Pryp, MW 43.7425 33.4933 29.4619
Pz, MW 32.1789 28.1790 35
Pyrs1, MW 71.2795 74.9682 75
Pyre, MW 55.484 49.0042 59.9997
Ppys1, MW 26.5466 24.4383 35.9753
Vi, p-u. 1.0359 1.0398 1.0399
V2, p-u. 1.0264 1.0311 1.0339
Vs, p.u. 1.016 1.02 1.0232
Vs, p-u. 1.0102 1.0212 1.0287
Vi1, pu. 1.0604 1.0726 1.0684
Vi3, p-u. 0.989 1.0485 1.048
Otni, MVAr 10.4175 —0.2533 —0.3096
Orm, MVAr 12.1398 9.9067 11.2841
Otn3, MVAr 35.8329 37.2458 39.8119
Owrsi, MVAr 27.4807 22.2697 21.3692
Owrs2, MVAT 17.319 14.1711 12.7728
Opvsi, MVAr —14.5685 0.7956 —0.6847
Total cost, $/h 874.3381 864.1246 | 879.3848
Pyosss MW, best 2.5869 2.7671 2.0369
VD, p.u. 0.2398 0.6 0.6595
Mean 3.1307 3.8534 2.0654
Worst 4.4579 6.2984 2.1569
Std 0.4426 0.8314 0.0294
Figure 10 presents the convergence curves

corresponding to the best results obtained with PSO,
GWO and BSLO, highlighting the evolution of minimal
active power line losses. It is evident that the objective
function value decreases rapidly and stabilizes in fewer
than 20 iterations when using the BSLO algorithm,
confirming its fast convergence capability.

30 x10* ) T I
: ——BSLO
a5 —PS50
- —_—GWO
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215
=
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=
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H
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Fig. 10. Convergence curves for active power losses reduction

Load voltage deviation minimizing. This case
interests on controlling the voltage magnitudes of load
buses by minimizing their deviations from the reference
value (V,,r= 1 p.u.), as defined in (16). Table 8 summarizes
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the simulation results voltage deviation reduction,
highlighting that the BSLO algorithm achieves the lowest
value (0.1913 p.u.), compared to 0.208 p.u. for PSO and
0.2014 p.u. for GWO. The convergence curves of the
evaluated methods are illustrated in Fig. 11. Furthermore,
the BSLO algorithm converges to the global solution with a
smaller number of iterations.

best objective values (1064.8796 versus 993.1464 for
PSO, and 1180.1231 versus 996.7087 for GWO, BSLO
exhibits remarkable consistency. It achieves a worst-case
value of 985.8281, a best-case value of 985.3818, and a
very low standard deviation of 0.1058, confirming its
robustness and reliability. In this case, using BSLO, the
total active losses are 2.2949 MW, the voltage drop (VD)

Table 8 is 0.2252 p.u., and the generation cost is $871.0642 $/h.
Simulation results for voltage deviation reduction Table 9
Item PSO GWO BSLO Simulation results for multi-objective function minimization
Pry,;, MW 88.2113 119.1021 55.2959 Item PSO GWO BSLO
Py, MW 45.6265 29.9804 80 Py, MW 60.258 | 76.0573 50
Pry3, MW 27.2619 28.7075 35 Prpp, MW 34.9418 | 34.4584 | 35.4247
Pwrs1, MW 70.0671 69.8552 74.4709 Pryz, MW 24.6371 | 23.8389 35
Pwrsr, MW 36.6761 25.5604 41.9836 P11, MW 74.0053 | 72.7683 | 73.722
Ppys;, MW 19.3226 15.0478 0 Pyt MW 51.2131 | 42.651 |50.3174
Vi, p-u. 1.0308 1.0325 1.0256 Ppys1, MW 41.0924 | 36.6089 | 41.2308
V2, p-u. 1.0301 1.0303 1.0322 V1, p.u. 1.037 1.0252 | 1.0208
Vs, p.u. 1.0098 1.0163 1.0165 V5, p.u. 1.0252 1.0196 | 1.0151
Vs, p-u. 1.0048 1.0052 1.0067 Vs, p.u. 1.0226 1.007 1.005
Vi1, p-u. 1.0166 1.0123 1.0023 Vs, p-u. 1.01 1.0052 | 1.0063
Vi3, p.u. 1.0079 1.0157 1.0181 Vi1, p-u. 1.0151 1.0522 | 1.0365
Orni, MVAr -14.4918 —19.4105 -19.9972 V13, p-u. 1.025 1.0095 | 1.0184
Orio, MVAr 44.6989 45.4807 45.9197 Omhi, MVAr 12.8347 | —5.4173 0.34
Oz, MVAr 39.2687 39.3375 40 Otm, MVAT 3.6808 | 21.8226 | 13.8981
Owrs1, MVAT 22.4846 28.859 26.2698 Otns, MVAr 36.645 | 39.1846 40
Owrso, MVAT 2.058 —0.5398 —2.6237 Owrs1, MVAT 34.107 | 24.016 |24.6231
Opvsi, MVAr —5.1563 —2.5165 0.374 Owre, MVAT 1.0662 | 13.8226 | 9.4904
Total cost, $/h 862.069 849.3795 958.0732 Opvs1, MVAT —1.1077 | —6.3064 | —2.0071
P osy MW 3.7656 4.8534 3.3503 Total cost, $/h 862.5596 | 850.8861 |871.0642
VD, p.u., best 0.208 0.2014 0.1913 Ploses MW 2.648 3.0731 | 2.2949
Mean 0.2224 0.2113 0.1924 VD, p.u. 0.2467 0.229 | 0.2252
Worst 0.2422 0.2245 0.1962 Multi-objective function F, best| 993.1464 | 996.7087 [985.3818
Std 0.0083 0.0074 0.0011 Mean 1021.5482]1043.9233(985.4953
45x10° . ‘ . ‘ ‘ Worst 1064.8796|1180.1231[985.8281
' —BSLO | Std 19.5146 | 46.9889 | 0.1058
—_P50
B e e —GWOo || 4:x10*
] : ——BSLO
2 3l 1 FY] N SRR AR - —pS0
éz.S— 1 g b ST R i —
% 1 Z
& : _ JEJE] PSS SRR PR S S - _
oo [ e B _
= : | : 1 =3 I AR U S ——
0.5- : i o :
oL‘ . ‘ : ‘ 1Iteratlons g 1 R EE N OO SURTOS SO T
0 50 100 150 200 250 300
Fig. 11. Convergence curves for voltage deviation reduction o8 — :Iterationsi
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Multi-objective function minimizing. The objective Fig. 12. Convergence curves for multi-objective function

is to minimize the multi-objective function defined in (17),
which includes the total generation cost, active power
losses and load voltage deviation. Table 9 presents the OPF
solutions obtained using the BSLO, GWO and PSO
algorithms. The BSLO algorithm demonstrates superior
performance compared to the other methods. Moreover, the
convergence curve of the objective function is illustrated in
Fig. 12. The evolution of the multi-objective function using
BSLO also shows the most favorable behavior among the
evaluated algorithms.

The superiority of the BSLO algorithm is
particularly evident in the multi-objective optimization
case. Unlike PSO and GWO, which show significant
variability between runs, with standard deviations of
19.5146 and 46.9889 and large gaps between worst and

minimization

To assess the performance of the BSLO algorithm,
the results of 20 independent runs conducted for each
method are presented as boxplots in Fig. 13, offering a
clear visual comparison of result dispersion, stability, and
robustness. The analysis shows that BSLO achieves
significantly lower dispersion than the other algorithms,
indicating more stable convergence and greater reliability.
BSLO consistently produces results that are less affected
by variations in the initial decision variables. Note that
each algorithm includes a population initialization phase,
which is inherently random and can significantly
influence the algorithm’s ability to find the global
optimum of the problem.
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Table 10

Simulation results for total cost minimization in the SEAN system

Item min l[max| PSO GWO BSLO
Z 8op Py, MW 0 [400] 93.2812 | 92.5586 | 92.6285
2 * Py, MW 0 |200]109.8894 | 110.4928 | 110.4294
5% - Ppvy, MW 0 [100] 100 100 100
E o0k i Vi, pu. 09 [1.1] 1.0326 1.0406 1.0414
E V,, pu. 0.9 | 1.1] 0.9243 | 0.9337 | 0.9319
790 ! i Vs, p.u. 0.9 | 1.1 ]| 1.0325 1.0295 1.0292
5ok ——— | Othi, MVAT —300]300| —39.2304 | —38.5035 | —38.1574
PO Gwo BSLO O, MVAr —300{300| —98.7247 | -92.2014 | -93.1311
- n Opvsi, MVAT —20[50 | 11.1544 [ 0.1855 [ 0.1153
o Total cost, $/h, best) — | — [1130.477 | 1130.161 | 1130.1552
B Prow MW —T— 156707 | 55514 5 558
E T _i_ VD, p.u. - | = | 03743 0.4014 0.3987
g +5r * ! Mean - | - 1132 1130.17 | 1130.1594
é ar Worst — | — |1133.4533]1130.1847]1130.15947
E 3sp T : Std - | = | 0.8222 0.0061 | 4.78-10°°
= E i Table 11
25 T Simulation results for total active power losses minimization
2t m—— in the SEAN system
— = Item PSO GWO BSLO
o2y | Py, MW 17.3588 15.4845 15.5576
3o | Prip, MW 200 200 200
e - Ppyg;, MW 81.8412 83.7122 83.6391
2 o ! Vi, p-u 0.9883 0.983 0.9822
E i V), p.u. 0.9495 0.9422 0.9418
oA i Vs, p-u. 1.038 1.0321 1.0313
§ wal T Omn, MVAr —49.5131 —48.3258 —48.2966
' + Or, MVAr —75.7063 —75.2507 —74.4846
D — Opvs1, MVAr ~0.6789 0.985 -0.8503
£s0 SWo 8510 Total cost, $/h 1446.8353 | 1445.6603 1445.6729
" Piosss MW, best 1.7 1.6967 1.6967
o 1150F VD, p.u. 0.3824 0.3284 0.3222
% Mean 1.7129 1.6969 1.6967
B 100k B Worst 1.7643 1.697 1.69677
E ! Std 0.0166 | 6.8336:10° | 5.2117-10°°
:? 1050} _E_ Table 12
E ! OPF simulation results for voltage deviation minimization
= E in the SEAN system
= = . Ttem PSO GWO BSLO
Fig. 13. Objective ﬁiiluction boxplot forGVZV(U) runs of PSO GE\S{;O and BSLO Py, MW 198 3750 208.1016 212.7295
T ’ Pryp, MW 74.3085 98.7613 43.0739
Test results of the SEAN. Single objective function  |Ppyvs;, MW 51.4712 20.4118 724242
in SEAN system. In this section, the PSO, GWO and |V}, p.u. 0.9838 0.9875 0.9898
BSLO algorithms were applied to the real SEAN system to  [V3, p.u. 0.9744 0.9749 0.9883
address 3 single objective functions: minimizing the total |V, p.u. 1.0015 1.0026 1.0011
generation cost without VPE (case 1), minimizing total  |OQmi, MVAr —0.5315 6.333 9.6434
active power losses (case 2) and minimizing voltage |Om, MVAr —26.5009 —-23.7497 -13.5178
deviation (case 3). The simulation results obtained using  |Opvsi, MVAr 8.8667 19.0264 2.8416
the different algorithms for the single objective |Total cost, $/h 1610.6879 | 1820.7532 | 1642.4949
optimization cases 1-3 are presented in Tables 10—-12. Pross MW 26.6548 29.7748 30.7277
These results show that the BSLO method provides [VD, p.u., best 0.01526 0.01469 0.01386
the best OPF solutions compared to the other methods. In ~ |[Mean 0.0202 0.0239 0.0141
case 1, which focuses on minimizing the total generation |[Worst 0.03014 0.0398 0.01517
cost, the values obtained are 1130.477 $/h, 1130.161 $/h  |Std 0.004 0.0074 2.9827-10°*

and 1130.1552 $/h using the PSO, GWO and BSLO
algorithms, respectively. In case 2, the BSLO algorithm
achieves the lowest power losses at 1.6967 MW, and in
case 3, it also provides the smallest voltage deviation at
0.01386 p.u. In all single objective function, the statistical
performance indicators: best, mean, worst and standard
deviation demonstrate that BSLO consistently outperforms
both PSO and GWO. Also, the BSLO algorithm exhibits a
faster convergence rate, as illustrated in Fig. 14-16.

Multi-objective function in SEAN system. The multi-
objective function of the OPF problem simultaneously
considers the generation cost of both thermal generators and
solar PV units, the voltage profile and power losses (Fig. 17).
Table 13 summarizes the values of the decision parameters,
the reactive power outputs of all generators, the objective
function values, and the statistical performance indicators
obtained using the PSO, GWO, and BSLO algorithms.
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In this case, the BSLO algorithm once again outperforms
the other methods, achieving the lowest objective function
value of 1333.8135.
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Fig. 14. Convergence curves for total cost minimization
in the SEAN system
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Fig. 15. Convergence curves for active power losses
minimization in the SEAN system

0.14

: : —BSLO
0.12 : —P50 ||
- : : —GWO
3 : :
& 0.1 P SIS S B PP PP -
= :
g 0.08 ‘ .
.N :
£ :
& 0.06 : 1
~ :
gl) :
= 0.04 PP RPN B PR PP PRPAN -
=]
S ——\\j
002 e i — 5
0 ‘ : : ‘ Iterations
] 50 100 150 200 250 300

Fig. 16. Convergence curves for voltage deviation minimization
in the SEAN system

Table 13

Simulation results for multi-objective function minimization
in the SEAN system
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Fig. 17. Convergence curves for multi-objective function
minimization in the SEAN system

In comparison to the IEEE-30 bus network, no
significant difference in the best values is observed
between the 3 algorithms for the various objective
functions in the SEAN system. This is due to the fact that
the number of decision variables is only 5 in the Algerian
network, whereas it is 11 in the IEEE-30 bus network.

Conclusions. This paper presents a solution
methodology for addressing the OPF problem in electrical
grids integrating PV and WT generators. The inherent
uncertainties of intermittent renewable energy sources are
modeled using PDF and Monte Carlo simulations. To
solve the OPF problem, BSLO algorithm was effectively
employed, and its computational efficiency was compared
against the PSO and GWO algorithms. Four distinct
objective functions were considered:

e minimization of total generation costs from thermal
and renewable sources;

o reduction of active power losses;

e voltage deviation minimization;

e a multi-objective function combining all 3 through a
weighted sum.

The proposed approach was tested on the both the
IEEE 30-bus test system, which includes stochastic wind
and solar power units, and a real-world power system in
the Southeast Algeria, incorporating the variability of PV
generation. The results demonstrate that addressing the
stochastic OPF problem significantly improves grid
performances. Optimal integration of renewable energy
sources leads to reduce the active power supplied by the
thermal generators and minimizing overall generation
costs. Moreover, the BSLO algorithm demonstrated
superior convergence characteristics and solution quality
compared to PSO and GWO algorithms across all case
studies, achieving the most optimal solutions for the OPF
problem. These findings highlight the effectiveness and
robustness of the BSLO algorithm for solving complex
stochastic OPF problems.
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Fault-tolerant control of a double star induction machine operating in active redundancy

Introduction. The operating safety of a variable-speed drive is of paramount importance in industrial sectors, such as electric propulsion for
ships, rail transport, electric cars, and aircrafi, where reliability, maintainability, and safety are top priorities. Problem. One solution to
improve the availability of a variable-speed drive is the use of a double star induction machine (DSIM). This machine can provide active or
passive redundancy. Redundancy is active if both converters operate simultaneously, and the failure of one of them does not affect system
operation. Passive redundancy is passive if only one converter is operating and the 2nd is on standby, the latter will only operate if the first
fails. Goal. Improving the availability of a DSIM by the operation in active redundant of the machine supply system. Methodology. Use
scalar control to control the machine power system in active redundancy. Simulation results with this scalar control demonstrated the need
to equip this control with a decoupling of the variables responsible for machine magnetization and torque production. Field-oriented control
(FOC) is then used to ensure the reconnection of a converter after a failure for active redundancy operation, without the risk of significant
torque ripples. Scientific novelty. To increase the availability of the variable speed drive, an original control strategy for reintegrating the
repaired faulty inverter is implemented to allow the repaired inverter to resume operation of the drive motor. This strategy control is based
on the specific use of FOC to resynchronize the output frequency of the repaired inverter with the motor speed. Results. The results
demonstrated the value of vector control in each star power supply system to avoid transient over currents at the input of the 2nd converter,
by synchronizing the frequency of the 2 converters to the rotor speed. Practical value. An experimental model around a DSIM is set up to
validate the active redundancy operation of the system. Active redundancy provides the variable speed drive with an increase in the
reliability of the variable speed drive and significantly improves the availability rate of the driven load, since the disconnection of one of the
2 converters following a failure does not affect the operation of the machine. References 17, tables 2, figures 13.

Key words: double star induction machine, active redundancy, field-oriented control, reliability.

Bcemyn. besnexa excniuyamayii 4acmomHo-pe2yiv08aHo20 NPUBOOY MAE NEPUIOPAOHE 3HAYEHHSA 8 MAKUX 2aY3AX NPOMUCTIOBOCHI, AK
eeKmponpugooU O CyoeH, 3ali3HUYHO20 MPAHCNOPNLY, eNEeKMPOMOOINie ma Nimaxis, 0e HAOIHICMb, PeMOHMONPUOAMHICIL Ma be3nexa
€ eonosnumu npiopumemamu. IIpoénema. Oonmum i3 piwenv 01 NIOBUWEHHA 2OMOBHOCHI UYACMOMHO-PESYIbOBAHO20 NPUBODY €
BUKOPUCIAHHA  ACUHXPOHHO20 08u2yHa 3 noositinoio 3sipkoio (DSIM). Lleii Osucyn modce 3abesneuysamu axmueHe 4Yu NACUBHE
pesepeysanns. Pesepeysanhs akmugHo, aKujo o0UO8a nepemeopiosayi npayioionb 00HOYACHO, | 6i0MOBA 0OHO20 3 HUX HE 6NIUBAE HA
pobomy cucmemu. Tlacusne pezepgysaniis nacusie, AKWO NPAYIOE Tuie 0OUH nepemeopiosay, a opy2uil nepedyeac y pesepesi; ocmanmiil
npayrosamume auuie y pasi iomosu nepuioco. Mema. Iliosuwenns zomoenocmi DSIM 3a60sxku pobomi 6 pedxcumi axmueHoz2o
pesepeysanis cucmemu dcuenenns mawiunu. Memoouka. Buxopucmants ckansapHo20 KepyBanHsi ONisl YAPAGTIHHA CUCIEMOIO JICUGTIEHHS
MauiuHy 8 pedcuMi aKmueHo2o pesepsyéants. Pesynbmamu mo0emosanHs 3 GUKOPUCMAHHAM CKAAPHO20 YAPAGIIHHA NOKA3GMU
HeOOXIOHICMb OCHAWEHHSL YNPAGTIHHA NOOLIOM 3MIHHUX, WO 6IONOGIOaiomb 34 HAMAZHIYY8AHHS MAWUHU MA CMEOPEHHS. KPYMHO20
momenmy. Jlani euxopucmosyemucs honeopienmosane ynpagiuinna (FOC) ona 3abe3neuents nosmopHo2o niokmouents nepemeoposasa
nicas 6ioMo8u 0151 pobomu 8 pedtcuMi aKMmuUGHO20 pe3epeyeanHs be3 pusuKy 3HauHux nyavcayii kpymuozo momennmy. Haykoea nosusna.
Mna nioguwenns 20mogHOCmi nepemsopiosaia Yacmomu peanizoeaHo OpULIHALHY CIPAMeziio YAPasiiHHa Ol NOGMOPHO20 NIOKIIOYEHHS!
8IOPEMOHMOBAHO20 HECHPABHO20 NePemBeopiosaya, wo 003B0JAE GIOPEMOHMOBAHOMY Nepemeoplosaty GiOHOBUMU pPOOOMY NPUBOOHO2O0
osueyHa. Lla cmpamezisi ynpasninns 3acHosana Ha cneyugiunomy euxopucmanni FOC 0ns noemopHoi cunxporizayii suxionoi wacmomu
8I0peMOHMOBano20 nepemeopiosaya 3i wieuokicmio osucyua. Pezynemamu npooemoncmpyeanu yinnicmb GeKMOPHO2O YNPAGNIHHA 6
KOJMCHILl 3ipKONOOIOHIL cucmeMi eneKmponocmayants O 3anobieants nepexionum cmpymam Ha 6xo00i 0py2020 Nepemseopro6aya Wiaxom
CUHXpOHI3ayii yacmomu 080X nepemeopiosayis 3i weuokicmio pomopa. Ilpaxmuuna yinnicms. Cmeopeno excnepumeHmanbHy mMooeins Ha
ocrogi DSIM 0Ona nepegipxu pobomu cucmemu 8 pedxicumi akmusHo20 pe3epgysanis. Akmusne pesepsyeanHs 3adesneqye nioGUieHHs
HAOIIHOCMI NePemaopiosaia Yacmomu i 3HAYHO NOKPAWLYE KOepiyicHm 20mo6HOCME HABAHMANCEHHSL, OCKLIbKU GIOKTIOUEHHS 00HO20 3 080X
nepemeoplosaia nicisi 6iomosu He enausac na pobomy mawiunu. biomn. 17, rabmn. 2, puc. 13.

Knrouosi cnosa: acHHXpOHHA MAIIMHA 3 NO/ABIIHOIO 3ipPKOI0, AKTHBHE pe3epPBYBAHHS, 110J1€0Pi€HTOBAHE YIIPABJIiHHSA, HAXIIHICTD.

Introduction. In the speed drive applications (pumps,
fans, extruders, railway traction, drive of the compressors
in the methane tankers, electric propulsion of the ships etc.)
[1-3], the use of multiphase or multi-stars asynchronous
machine offers multiple redundancy degrees [4—6], since
the loss of one star does not stop the machine. For motors
and drives for surface ship propulsion, particular attention
is paid to the separation of the phases, motor and inverter
connection scheme [7]. As consequence of complete
separation between the phases, the loss of any motor or
inverter phase will not jeopardize the remaining phases and
continue operation at reduced load.

In the case of 6 phase induction machine, different
configurations are possible. In Fig. 1,a the stator can be
realized with a single star point with a 6 independent
armature currents [8, 9]. As shown in Fig. 1,b, to avoid
the 3rd harmonics, the 6 stator windings can be combined
into 2 three phase windings; the star points are kept
isolated with 2 pairs of independent stator currents.

In the asymmetrical stator windings structure the
2 three phase windings are spatially shifted by 30°.

The  symmetrical winding  structure  with
displacement between any 2 consecutive stator phases is

60° [10, 11]. It’s shown by that non shifted star windings
are preferred to have a weak magnetic coupling between
stars. Figure 1,c shows the configuration in which each
phase is electrically insulated from the others for
independent control; each phase is supplied with H-bridge
voltage source inverter (VSI). In Fig. 1,d the 2 stator
windings are not mutually coupled, this aim can be
accomplished if the 2 stator windings are designed with a
different number of poles.

ToaE

Single star point
Fig. 1. Six phases induction machine

Isolated double star point No star point Double star point

As shown in Fig. 2, the drive-motor configuration
employs 2 identical pulse-width modulation VSIs to supply
the double star induction machine (DSIM) [12—14]. The
failure that may involve VSI can take place either in the
diodes of the rectifier, in the DC link capacitors and the
switches of the inverter or in their gate control circuit.

© S. Guizani, A. Nayli, F. Ben Ammar

Electrical Engineering & Electromechanics, 2025, no. 6

27



Note that the reliability level is increased if the IGBT
driver uses differential signal processing to provide a high
level of signal integrity and high noise rejection. For
example, with the over voltages, especially those that
occur during a short-circuit turn-off, are reduced by the
IGBT driver like Skyper 52 of Semikron, using intelligent

turn-off control to switch the power transistor slowly.
Rectifier I ann, VSI 1

AR ZS’ I R
ShA | e

Switch device
Rectifier IT VSI2

N N ZS”‘M szlizs v [ 12
N T’ﬂl;% T’ﬂ'i T~ﬂ'<

Fig. 2. DSIM supplied by 2 VSI

To detect the failure inverter, the controller receives
feedback from each gate drive IGBT signals. If the fault is
detected, then the inverter can be disconnected and
electrically isolated from the corresponding star stator
winding while continuing to operate using the healthy
inverter. In case of failure in one inverter the motor will
be driven with up to half of maximal torque. The faulty
inverter can be repaired or replaced and reintegrated into
the system without over-voltage or over-current.

The goal of this work is to improve the availability of
a DSIM by the operation in active redundant of the
machine supply system.

The scalar control. Figure 3 shows the simulation
for a load torque of the form 7, = kn. We considered the
disconnection of converter 2 following a failure, then its
reintegration into the machine power supply.

1500 2 1P

000 f A AN s e A e, §
S00f o e RTTRN AT S S—

fs

0 05 1 1.5 2 25 3
Fig. 3. Simulation of the converter 2 reconnection after the
power supply failure of star 2 for a load torque 7, = kn

-200

The operation consists of a start cycle between ¢ = 0
and ¢ = 0.6 s. At t = 1.2 s we disconnected converter 2
supplying the 2nd star following a failure. The speed is
then reduced to 50 % of the nominal speed. At time
t = 2.5 s, we simulated the reconnection of converter 2.

The parameters of DSIM are: R,, R, are the rotor and
stator resistances; M, is the mutual inductance between 2
stars of the stator; M, is the mutual cyclic inductance
between star 1 and rotor; M, is the mutual cyclic
inductance between star 2 and rotor; L, L, are the stator
and rotor cyclic inductances; 7, is the electromagnetic
torque; 77 is the load torque; p is the number of pole pairs.

Preliminary results have shown significant ripples in
the torque and stator currents during the reconnection of the
2nd star. Scalar redundancy therefore does not allow for the
reintegration of the repaired converter.

To increase the availability of the variable speed
drive, an original control strategy for reintegrating the
repaired faulty inverter is implemented to allow the
repaired inverter to resume operation of the drive motor.
This strategy control is based on the specific use of field-
oriented control (FOC) to resynchronize the output
frequency of the repaired inverter with the motor speed.

The model obtained by using Park’s transformation
(Fig. 4) is undoubtedly the best adapted for the description
of the DSIM behavior at the transient, as well as steady state
operation [14—16]. The control strategy and fault manager
software of the double stator supplied by redundant VSIs
are realized in the field rotating (d, ¢g) orthogonal axes
reference frame running at w,,. The decoupling between the
torque and the flux are be accomplished by properly
aligning the rotor flux vector along the d-axis.

q

Fig. 4. The DSIM in (d, q) frame

The mathematical flux model is written in (d, q)
reference frame, and described as:

dx
O .04 JlxO1+ 18100 "

(1 =[clx .
where X(¢) = [Dua1, Doty Py Doy Pra, Dyy)' is the state
vector; U(t) = [Uy, Us]' = [V, Vigts Vears Vigol' is the
control vector; Y(t) = [Lai, L1, L, ]qu]z is the output
vector; @,4, @,, are the direct and orthogonal components
of the rotor flux; Ig, Ly, L, I are the direct and
orthogonal components of star 1 and star 2 current; @,
D1, Dy, Dy are the direct and orthogonal components of
star 1 and star 2 flux; Vi, Vg1, Viaa, Vige are the direct and
orthogonal components of star 1 and star 2 voltages; v is
the shifting angle between 2 stars of the stator; 0, is the
displacement between d-axis and the a;-axis of the star 1 of
the stator; (64, — y) is the displacement between d-axis and
the op-axis of the star 2 of the stator; (0, — 0) is the
displacement between d-axis and the a-axis of the rotor.
The state matrix is determined as:

[A(®, @4)] = ~([RI[Lgg] ™" + [WD); @)

[C]=[Lag] s E))
L 0 My, 0 My O
0 Ls 0 Mss 0 Msrl
L, ]- My 0 L 0 Mg, o [-4
4 0 Mss 0 Ls 0 Msr2
Msrl 0 Msr2 0 Lr 0
| 0 My 0 Mg, 0 L |
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In case of failure in VSI 1, it could be disconnected
from star 1 of stator winding. In the inductance matrix
[Lagln the terms involving M, and M, can be ignored.

Similarly, in the inductance matrix [L,,], the terms
involving M, and M, can be ignored in case of the
disconnection of star 2 stator winding:

ﬁ>

Fig. 5. The block dlagram of DSIM with FOC strategy

[ L 0 0 0 0 i
0 L, 0 0 0
[L ] _ 0 0 Ly 0 Mg, : (5)
daliT| o 0 0 L, 0 Mgy,
0 0 M, 0 L, 0
| 0 0 0 M, 0 L. |
L, 0 0 0 My 0 ]
0 LS 0 0 0 Msrl
0 0 L 0 0 0 |.
Ligl., = s ;(6)
| d’q]ﬂ o 0 0 L 0 0
My, O 0 0 L 0
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0 R, 0 0 0 0O
0O 0 R O O O]
[R]: S > (7)
0 0 0 R 0 O
0 0 0 0 R 0
0 0 0 0 0 R|
[0 -y O 0 0 0 ]
wy 0 0 0 0 0
[W]: 0 0 0 —Cl)dq 0 0 ; (8)
0 0 @y O 0 0
o 0 0 0 0 —(og-o)
0 0 0 0 oy-o 0
(1 0 0 0] The control reintegration of
0100 repaired VS!. The block diagram
of DSIM with FOC strategy is
0010 . .

[B]= given on Fig. 5. The control
0001 system is divided in 2 redundant
0000 three phase subsystems; this
0 0 0 0] allows a fault tolerant capability.
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The feedback regulators are working in coordinates
which rotates synchronously with the rotor flux in all
operating modes; the direction of axis d is always
coincident with the rotor flux representative vector. The

measurements stators current are transformed to field-
oriented quantities Iy, Iy and Ly, Iyp. In a large speed
range, rotor flux @, is kept at constant nominal values

controlling direct axis currents iy, and/or isy.
Table 1 shows speed and rotor flux references in
different operating inverter states.

Table 1

Speed and rotor flux references in different operating

State of motor Rotor flux
. Speed reference
drive references

Inverter 1 up Wrep = W, Drgron = Dyl2

Inverter 2 up Wrepp = ), Drigren = D2

Inverter 1 up W= @,/2 if T; = ko o — @
Inverter 2 down | @,,= @,/2 if T, = ko’ rdrefl — ©n
Inverter 1 down W= @,/2 if T, =ko o o

Inverter 2 up Orop= w2 if T, =kd? rdref2 = Pn
Inverter 1 down 0 0
Inverter 2 down

Table 2 shows the electromagnetic torque, the speed
of rotor flux vector and the magnitude of rotor flux in all
operating configurations.

Table 2
Electromagnetic torque and rotor flux in (d, ¢) plane aligned
with the rotor flux in 4 operating inverters states

State of motor | Electromagnetic torque 7,; | Rotor flux @,(p)
drive Field speed ay,
3M,.p@,
Te _ srPPrd (1“[1 +1\'q2)
2L, : ) M.,
Inverter 1 up r srl (1 I X )
sdl TLsq AP
Inverter 2 up M, ( 1+T,.p
Oyy = O+ e le *1342)
r*rd
T = 3Mg1p Py I
e S
Inverter 1 up 2L, ! M, ()
Inverter 2 down . 1+7.p ¥
a)dq =w+ 1Sq1
rrd
T = 3M 2P ]
e
Inverter 1 down 2L, Mg,y
Lo (p)
Inverter 2 up M, 1+T.p
Wgy =0+ ——Ig»
T, (prd
Inverter 1 down 0 0
Inverter 2 down

The results simulation (Fig. 6) shows the active
redundancy operation of the system using the
reconfiguration and reintegration control strategy of the
repaired inverter is based on the special use of the FOC
[14—-16]. The operating description is as follows:

1) for 0 <¢< 0.2 s: machine fluxing provided by the 2 currents
L1, Ly the reference fluxes are @,yen = Doy = 0.5 D,

2) for 0.2 <t < 0.8 s: acceleration from 0 to 1460 rpm.

3) for 0.8 << 1.49 s: machine operation at nominal speed.
4) at t = 1.49 s: fault in converter 2.

5) for 1.49 <t < 1.59 s: the current I of the healthy star
winding is controlled to impose the required rotor flux.
The motor must be controlled at half speed.

6) for 1.59 <¢<2.1 s: deceleration from 1460 to 730 rpm.
7) for 2.48 <t < 3.1 s: once the faulty converter is replaced
or repaired, it will attempt to return to normal operation.
The prerequisite for the repaired converter to return to a
healthy state is for the output frequency to be
resynchronized with the motor speed.

8) for # > 3.1 s: machine operation at nominal speed.

In active redundancy operation, the converters are
sized for a power 0.5P. Thus, in degraded mode, the speed
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is reduced to 50 % or 70 % of the nominal speed depending
on whether the torque is in the form of kn or kn’.
djrdreﬂ — I(prdl, Wb

1

Dyirey = Pran, Wh

-S0
150 1:02»‘3/'7 Is02= A

100 |

s0

o
-s0

Lsdoref — 1;112 A

100

h i h i
(] 0.5 1 1.5 2 25 3 3.5 E

Fig. 6. Simulation of the fault in inverter 2 with T, = n

Experimental results. In Fig. 7 the experimental
platform shows the DSIM shifted by 30 el. degrees of 1.5 kW
power feeding by 2 VSI using Spartan 3E FPGA board [17].

Double star

Fig. 7. Expérimental platform

The obtained experimental results of the active
redundant operating mode of supply system of the DSIM

are shown in Fig. 8—13. The voltage between 2 phases of
the 1st and the 2nd star before and after fails and after
reintegration of inverter 2 are shown in Fig. 8.

The voltage between 2 phases of the Ist star and
stator current in the 2nd star after fails and after
reintegrated of inverter 2 are given in Fig. 9.

T ; r A ; ; :

V.v]]‘VylZ

T

Vle@VsZZ

hi SDD 'U' : (hZ SO0 W : M1Dﬁms ( 1 J:
Fig. 8. Voltage between 2 phases of the 1st star and the 2nd star
before and after fails and after reintegration of inverter 2

chi B0 W BCha| T MOTOOmS ehi
Fig. 9. Voltage between 2 phases of the st star and stator current in
the 2nd star before and after fails and after reintegration of inverter 2

The voltage between 2 phases of the 1st star and stator
current in the 2nd star after fails and after reintegrated of
inverter 2 are shown respectively in Fig. 10, 11.

The voltage between 2 phases and stator current in
the 2nd stator after fails of inverter 2 are given in Fig. 12.

The voltage between 2 phases and stator current in the
2nd stator after reintegrated of inverter 2 are given in Fig. 13.

Vsll_VSIZ

'ajﬂl:l \."' - lChZi “Z w M El:-ll'l'ls C 1 -':
Fig. 10. Voltage between 2 phases of the 1st star and stator
current in the 2nd stator before and after fails

] S0 v i3 Ll M Bhms hi o~
Fig. 11. Voltage between 2 phases of the 1st star and stator current
in the 2nd stator before and after reintegrated of inverter 2
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Fig. 12. Voltage between 2 phases and stator current
in the 2nd stator before and after fails of inverter 2
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Fig. 13. Voltage between 2 phases and stator current

in the 2nd stator before and after reintegrated of inverter 2

Conclusions. The aim of this work was the DSIM
supplied by redundant VSIs improves reliability, availability
and safety of the system since the loss of a one star does not
stop the motor. A control strategy by reintegration of the
repaired faulty inverter increases system survivability by
allowing the faulty inverter to resume operation of the drive
motor. The 1st strategy based on scalar control demonstrated
its weaknesses in terms of torque and stator current during
converter reintegration. To address these weaknesses, the
2nd strategy was used. This reintegration control strategy
relies on the specific use of FOC to resynchronize the output
frequency of the repaired inverter with the motor speed.
Simulation results of FOC of the active redundancy
operation of the DSIM power supply demonstrated a good
solution for fault-tolerant control. Indeed, the reintegration of
repaired inverter gave for the 1st control strategy a current
peak of 200 A (maximum value) whereas with the fault-
tolerant control strategy, the current gradually goes from 0 to
100 A (maximum value), then it stabilizes at its nominal
value. This is also true for the torque.

Experimental results on a 1.5 kW DSIM are
performed to demonstrate the ability of a fault-tolerant
architecture to improve availability.
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Robust fault-tolerant sliding mode control and advanced fault diagnosis for doubly-fed
induction generators

Introduction. Doubly-fed induction generators (DFIGs) have become the preferred technology in modern wind energy systems due to
their high efficiency and flexible variable-speed operation capabilities. Problem. Despite their advantages, DFIGs face significant
challenges related to grid-connected power converters, which are susceptible to operational instability caused by voltage imbalances
and electrical faults. Goal. This study aims to develop and validate a novel Active Fault-Tolerant Sliding Mode Control (AFT-SMC)
strategy that integrates real-time fault diagnosis to enhance the reliability and stability of DFIG systems during grid disturbances.
Unlike existing approaches, this work specifically addresses the reduction of false fault detections during transient events and improves
Sault characterization through spectral analysis. Methodology. The proposed control framework combines a robust sliding mode
controller with a model-based fault detection and isolation system that employs adaptive thresholds and diagnostic residuals for
accurate fault identification. The approach has been thoroughly tested through high-fidelity simulations under severe voltage unbalance
scenarios. Results. Simulation outcomes demonstrate the superior performance of the proposed strategy in maintaining system stability
under a 30 % voltage unbalance scenario. Specifically, the controller achieves a voltage recovery time of 0.28 s, compared to 0.42 s with
conventional vector control, and reduces electromagnetic torque oscillations by approximately 45 %. Furthermore, the integrated
spectral diagnosis method reaches a fault classification accuracy of 94.6 %, confirming its effectiveness in enabling early and reliable
fault detection. These results validate the advantages of the proposed AFT-SMC framework in both dynamic response and fault
resilience. Scientific novelty. The key innovation lies in the integration of a self-correcting «detect-and-adapty mechanism that mitigates
false triggers during transient grid conditions, alongside a novel spectral decomposition method for precise detection and
characterization of voltage imbalances through negative-sequence component analysis. Practical value. This strategy significantly
reduces operational costs at pilot wind farms and sets a new benchmark for intelligent fault management in renewable energy systems,
with broad applicability to other power electronic interfaces in smart grids. References 35, figures 12.

Key words: sliding mode control, doubly-fed induction generator, active fault tolerance control, renewable energy.

Bcemyn. Acunxponni eenepamopu 3 noositinum scueiennam (DFIGs) cmanu nowupeHumu mexHiYHUMU DIWEHHAMU 6 CYYACHUX
GIMPOECHEP2EMUYHUX CUCIEMAX 3A80SKU CEOIU BUCOKIT egheKmueHocmi ma sHyuKil pobomi 3 pecynvbosaroio weuoxicmio. Illpoonema.
Heseaocaiouu na ceoi nepesacu, DFIGs cmukaiomscs 3i 3HGUHUMU NPOOIEMAMU, NOB SA3AHUMU 3 NEPEMBOPIOSAUAMU NOMYHCHOCI,
NIOKTIOUEHUMU 00 Mepedici, sKI CXWIbHI 00 HecmabinbHoi pobomu, CHpuyUHeHoi OUCOANIAHCOM HANpyeu ma eileKmpudHuUMu
necnpasnocmamu. Mema. [lane oOocniddcenns cnpsmoeane Ha po3poOKYy ma nepesipky Hoeoi cmpameeii  aKmueHo2o
8iomMosocmiiikoeo Kepysanus kossuum pesxcumom (AFT-SMC), axa noeouye diazHocmuky HecnpasHocmel y peanbHomy yaci Os
nioguwjenns naoiinocmi ma cmitikocmi cucmem DFIG npu nopywennsx y mepeoici. Ha iominy 6io icnyrouux nioxoois, oana poboma
CHPAMOBAHA HA 3HUICEHHS NOMUTKOBUX BUABIEHb HECNPABHOCHEN NIO Yac NepexiOHux npoyecie ma NOKpaweHHs, XapaKmepucmuxu
HecnpagHocmeti 3a 00NOMO2010 CneKmpanbHoz2o auanizy. Memoodonocia. Ilpononosana cmpykmypa ynpagiinHa ROEOHYE 8 cOOi
HAOIUHUIL KOMMPONEp KOB3HO20 PelCUMY 3 CUCMEMOIO 6BUAGIEHHS MA GUOLIEeHHS HeCHpAaGHOCMell HA OCHO8I MOOeui, KA
BUKOPUCMOBYE AOANMUBHI 2DAHUYHI 3HAYEHHs MA 0IASHOCTUYHI 3aIUWKY O MOYHOI i0enmugbikayii necnpasnocmel. /{anuil nioxio
pemenvHO npomecmyean 3a OONOMO2010 BUCOKOMOYHO20 MOOENIOBAHH 8 YMOBAX CUTbHO20 Oucbanancy nanpyeu. Pesynomamu
MOOenio8ants 0eMOHCMPYIOMb GUCOKY egheKmusHicms nponoHoeanoi cmpamezii niompumxu cmitikocmi cucmemu 6 ymogax 30 %
Hecumempii Hanpyeu. 3okpema, KoHmpoaep oocseae yacy 6ionosnenus uwanpyeu 0,28 6 nopisuauni 3 0,42 ¢ npu mpaouyitinomy
6EKMOPHOMY YNPAGNIHHI | 3HUIICYE KOIUBAHHA eNeKMPOMASHIMHO020 MOoMenmy npubausno na 45 %. binbwr moeo, inmezposanuil
Memoo cnekmpanvhoi  OlacHocmuxku 0ocseac mounocmi  kaacugikayii necnpasnocmei 94,6 %, wo niomeepodcye 1iozo
eghexmuenicme y 3a0e3neyentHi panHbo20 ma HAOIIHO20 GUAGIeHHA Hecnpagnocmell. Li pesynomamu niomeepoocyoms nepesazu
sanpononoganoi cmpykmypu AFT-SMC ax 3 mouxu 30py OUHAMIYHO2O peacy8anHs, mak i cmitikocmi 0o Hecnpagnocmeti. Haykoea
Hogusna. Kniouoge noeosgedenns nonsicac 6 inmezpayii Mexauizmy «GUsAGNIeHHA Ma a0anmayii», wo CaMOKOPEKMYEmubCs, AKULL
3HUDICYE KINbKICMb NOMUIKOBUX CHPAYbOBYBAHL 6 NEPexXiOHUX PpedicuMax Mepedici, a Makodic HOB8020 Memoody CHeKmpaibHO20
PO3KNAOAHHS OISl MOYHO20 BUAGLEHHS | XAPAKMEPUCMUKU HeCuMempii Hanpyau 3a 00NOMO2010 aHANi3y KOMNOHEHMIE 360pOMHOL
nocnioognocmi. Ilpakmuuna yinuicms. L[ cmpameeia 3HAYHO 3HUICYE eKCHAYAMAYIUHI GUMPAMU HA NINOMHUX GIMPAHUX
efzeKmpocmaHmﬂx ma 6cMaHo6II0E HOBUL CIMaHoapm mmeﬂeKmyaabHoeo VAPAGNIHHA HECNPAGHOCMAMU Y CUCEMAX GIOHO6TI08ANOT
eHepeii 3 WUPOKOI0 3aCMOCOBHICMI0 00 THWUX IHMePhelicia cuno8oi eneKmpoHiku 6 inmenekmyanvHux mepexcax. bion. 35, puc. 12.
Kniouosi cnosa: KoB3He yNpaBJiHHSI, ACHHXPOHHMI TreHepaTop 3 mNOABIlfHMM KUBJIEHHAM, aKTHBHe YNpPaBJiHHA
BiIMoBocTilikicTIO, BiTHOB/IIOBaHI TKepesia eHepril.

Introduction. Electricity plays a pivotal role in
modern industrial activity, underpinning the production,
transformation, and distribution of goods and services.
Reliable and continuous access to electrical power is
essential for maintaining industrial competitiveness,
enabling efficient management of manufacturing
processes, research and development, and logistics
operations. In this context, the integration of renewable
energy sources has gained increasing importance
worldwide as a strategic approach to reducing carbon
emissions and enhancing energy security [1, 2].

Among renewable technologies, wind energy stands
out as a sustainable and clean alternative to fossil fuels.
The efficiency of wind power generation relies heavily on
the performance of electrical machines that convert the
kinetic energy of the wind into electrical energy suitable

for grid integration. The doubly-fed induction generator
(DFIG) is the most widely used electrical machine in
modern wind turbines, owing to its capability for
variable-speed operation and flexible control of active and
reactive power. This adaptability allows for optimal
energy extraction under varying wind conditions while
maintaining grid compliance [3, 4].

Despite these advantages, DFIGs are vulnerable to
several operational stresses, including thermal,
mechanical, electrical, and environmental factors, which
can degrade their performance and reliability over time.
Among electrical disturbances, voltage imbalances in the
grid constitute a critical challenge. Voltage unbalance,
defined as the inequality of phase voltages in a three-
phase system, adversely affects the operation of DFIGs by
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inducing unbalanced rotor currents. This leads to uneven
electromagnetic torque, increased mechanical stress,
elevated losses, and ultimately, reduced efficiency and
shortened machine lifetime [5—10].

Traditional control strategies for DFIGs often lack
sufficient robustness to maintain performance and stability
under such unbalanced voltage conditions. Unbalanced
supply voltages also negatively impact the accuracy of
control algorithms, resulting in degraded power quality and
potential instability in grid synchronization.

Sliding mode control (SMC) has emerged as a
promising solution due to its inherent robustness against
parameter variations, external disturbances, and model
uncertainties [11-18]. SMC ensures precise regulation of
both active and reactive power in DFIGs, providing stable
operation even under fluctuating wind conditions and grid
disturbances [19-26]. However, conventional SMC
approaches may not adequately address the detection and
mitigation of faults, especially under transient operating
conditions where false fault detections are common.

To overcome these limitations, fault-tolerant sliding
mode control (FT-SMC) integrates the robustness of SMC
with real-time fault detection, isolation, and adaptation
mechanisms. FT-SMC strategies enable the control
system to maintain desired performance and stability
despite the presence of faults, which is particularly critical
for safety-sensitive and continuously operating systems
such as wind turbines [27-32].

While various FT-SMC methods have been proposed
in the literature, most treat fault detection and control
adaptation separately or do not fully exploit advanced
signal processing techniques for fault characterization [18].
Moreover, false alarms during transient events remain a
significant practical challenge, potentially leading to
unnecessary system interventions and downtime.

In light of the growing need for robust and
intelligent control solutions for wind energy systems, the
main objective of this study is to develop and validate a
novel active fault-tolerant sliding mode control (AFT-
SMC) framework for doubly-fed induction generators
(DFIGs). The proposed approach aims to improve system
stability and operational reliability under grid
disturbances, particularly voltage unbalances, while
minimizing false fault detections that often arise during
transient events.

To address these challenges, the control framework
combines the inherent robustness of SMC with a model-
based fault detection and isolation mechanism. This fault
detection and isolation system leverages adaptive
thresholds and residual analysis to identify faults in real
time, while a self-correcting «detect-and-adapt» logic
dynamically adjusts the control response to reduce false
triggers. Additionally, advanced spectral analysis is
integrated into the diagnostic process through frequency-
domain decomposition of stator current and instantaneous
active power signals. This enables precise detection and
characterization of voltage unbalance faults based on
negative-sequence harmonic components.

By unifying fault-tolerant control and real-time
spectral diagnosis in a single cohesive strategy, this work
contributes an innovative solution that enhances both
dynamic response and diagnostic accuracy for DFIG-based
wind turbines operating under severe grid conditions.

DFIG mathematical model. In this study, the stator
is directly linked to the grid, simplifying the system

design by removing the necessity for an additional stator-
side converter. This setup facilitates efficient power
transfer between the DFIG and the grid while reducing
energy losses. The rotor is managed via an inverter,
enabling precise control of rotor speed and power flow
between the rotor and the grid. This configuration allows
the DFIG to operate across a broad speed range, with the
capability to inject or absorb reactive power as required.
The rotor speed is constrained to +50 % of the rated
speed, ensuring the system remains within practical
operational limits. This limitation reduces system
complexity by avoiding the need for overly intricate
control mechanisms or costly components.

To streamline the dynamic analysis and control of the
DFIG, the Ku transformation is employed. This
transformation simplifies the system dynamics by
reformulating the equations into a more tractable form using
forward (f) and backward (b) reference frames. This dual-
reference framework effectively decouples the control of
active and reactive power in the rotor-side converter,
improving the separation between mechanical and electrical
dynamics. The Ku transformation optimizes control
complexity without compromising system performance
across diverse operating conditions, making it an essential
tool for DFIG modelling, control, and simulation.

The machine equation system after Ku
transformation is:
Vi = Roiyy + L d;‘:[ +Md;—r{+ j%(psf;
Vb = Ryigp +Lscz—sf+MCz—rf—j%¢’sb; W
Vip =Ry + 1, d;’-tf +M d;f + j%(prf;
Vio = Ryipp + L, dgtb +M (i;—stb—j d(z" Prb

where Vi Vi, Vi V,p are the f- and b-axis components of
the stator and rotor voltages; iy; is, i,y; i, are the f~ and b-
axis components of the stator and rotor currents; R, R, are
the stator and rotor phase resistances; L,, L, are the stator
and rotor phase inductances; M is the mutual inductance
between the stator and rotor; p is the number of pole
pairs; @y Ow, Gups @ are the f- and b-axis components of
the stator and rotor fluxes.
The stator and rotor flux linkages are:

L, 0 0 0 0 0
[¢squ]: 0 Ls 0 [isofb]+ 0 M 0O [irofb]; @)
0 0 I 00 M
L, 0 0 0 0 0
Bonl=| 0 L 0 [ipl+]0 M 0 [l ®
0 0 L 00 M

where Ly,, L,, are the homopolar stator and rotor phase
inductances; the subscripts «rofb» and «sofb» are the
abbreviations in which s, » denote the stator and the rotor;
o refers to the homopolar component; f, b indicate the
forward and backward components.

The wuse of the Ku transformation in the
electromagnetic torque results in:
Te:p'M'l_isb'irf_isf'ier' “)

The active and reactive powers of the stator and
rotor are incorporated into the control framework
following the application of the Ku transformation:
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P =2V iy P =2V iy “
Q =2 Vf sfs Qr_2 V rfa’
¥ O,
rf S, 0 W TLr =T (6)
2. Vf 2. Vf

where ijf is the conjugate of i,,.

This transformation enables the decoupling of
system dynamics, simplifying the independent control of
power components in each reference frame.
Consequently, the torque is expressed as:

Te:2~p-M-liSf-iij. (7)

Advanced SMC strategy for DFIGs. SMC is a
nonlinear control methodology renowned for its robustness
against uncertainties and external disturbances. The
technique involves driving the system state toward a
predefined sliding surface and maintaining it on this surface
to achieve desired performance metrics. In the context of a
DFIG, the control objective is to regulate rotor currents to
ensure the generator delivers the specified active power
while maintaining operational stability. A sliding surface is
designed based on the error between the measured and
reference rotor currents. Additionally, the SMC approach
offers a rapid dynamic response, making it particularly
suitable for systems requiring swift and precise adjustments.
The control scheme’s simplicity and computational
efficiency contribute to its practical implementation in real-
time systems, where high performance and minimal
computational load are essential. The sliding surface can be
defined as:

Si=x ~x;. ®)
The sliding surface associated with each controlled
(state) variable is x;. Then, slide surface is presented by:
S;=0. )
This formulation of the sliding surface ensures that
ensuring that the dynamics of the controlled variables
remain stable and the desired objectives are achieved with
high precision. In the case of the reference x; J s
constant, the derivative of S; in time-dependent is:
d ( ref ) dx;
S, =—WY —x;]=——L. 10
ode ' d (10)
Equation (10) can be rewritten as:

n
Si :—Zaij ~xl~—2b/£ uk .
= k

for a linear system of order » and in the absence of
disturbances.

In the Ku framework, a single input u; is directly
associated with S, leading to the following relationship:

n
S[:—Za[j'xj'—b['u[’, (12)
=

where u; is defined as:

n
= =8 = ay x|
=1

(11

(13)

n
where Zaij -x; 1Is the term that corresponding to the
J=1

control input required on the slide surface (S; = 0) and S;
is the term which leads the regulated state variable
towards the slide surface. To guarantee the stability we
use the Lyapunov criterion that we apply to S;:

;-8 <0. (14)
Then we have:
S; = —q-sign(S;)—k-S;, (15)
or
S; =-KS;|* -sign(s;) with 0<a<l, (16)

where ¢ is the positive (¢>0) control gain related to the
switching action; £ is the positive (k>0) linear feedback gain
that introduces a damping effect; « is the nonlinear exponent
that modifies the surface dynamics, allowing finite-time
convergence and further reduction of chattering effects.

A nonlinear sliding surface is defined as a function
of the system’s state variables, enabling the derivation of
control inputs. The methodology involves designing an
appropriate sliding surface and computing the equivalent
nonlinear control values for each regulated variable. By
leveraging the Ku transformation, the sliding surfaces for
the rotor currents are formulated as follows:

S(irf): (irrj‘e‘f _irf);

T (17)
S(lrb ) =S lVf A
The derived of the surfaces gives:
(rf)_ ; rj;ef . f
i (18)
Sl )=is? —is)-
After the calculation we have:
(f/‘)_[’rff - V= Reig+ -0, '(prf)} (19)

S(6)= st
We put V,r =V 1 +Vj and V,, =Vl +V}} then

the control becomes:

(i, )—lfef+L_ ((foq”f) R, l'rf+f'""r'¢’rf);

) (20)
S(iyy) = S(irf)
In the steady state the sliding mode is:
S; =0, 8(i)=0, 7} =0 and V}, =0.
Then the rotor voltage expression becomes:
Vip = Vrj(q +V o> @1
V= V,f.
Consequently, the commutation terms are:
rf =k-V,y -sign(sliy )} 22)
b=V
Study of unbalanced voltage effects on DFIG

operation.

1. Unbalanced supply voltage modelling. Modelling
unbalanced supply voltage disturbances is essential to
understanding their impact on systems like the DFIG.
Voltage unbalance occurs when the three-phase voltages
have unequal amplitudes or are not 120° out of phase,
often due to phase loss, single-phase loads, or issues in
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the power source. This unbalance can significantly reduce
motor lifespan and lead to voltage drops, interrupting
industrial processes. These transients, with varying
amplitude and frequency, can degrade or destroy motor
winding insulation. It is recommended to avoid operating
motors with a voltage unbalance greater than 5 %, as this
can cause a current unbalance of around 40 %. The
calculation of unbalance can be approximated by the
voltage unbalance factor (VUF, in %) equation that is the
expression of the Standards [33-35]:
VUF = (V,,/ V},)-100 %,

where V), V, are the amplitudes of the positive and
negative sequence, respectively.

The unbalanced supply voltage can be expressed as:

V)= Vg (230), (23)

where V., is the reference voltage underbalanced
conditions; &f) is the voltage deviation due to the
imbalance, which varies over time.

The total unbalance in the system can be quantified

using VUF, which measures the degree of unbalance, with
higher values indicating greater imbalance:

Vv, P +(an, )+ (av

Vref
where AV,, AV, AV, are the deviations in each phase due
to the unbalance.

Voltage unbalance is assumed at the stator, directly
connected to the grid, eliminating the need to reconfigure
the machine’s equations. Since control is applied at the
rotor level, it remains unaffected by the unbalance,
requiring no adjustments. Under unbalanced conditions,
only the stator’s electrical equation is modified to account
for unbalanced voltages, while the rotor’s electrical and
mechanical equations remain unchanged:

3 . .
Vy = \/;(Vsde”“” +Ve ’“”),

where Vy,, V,; are the RMS values of the direct and
inverse sequence voltages, respectively; and:
Lyf =Isfa +lsp>
%
Isp = isf'

Unbalanced supply voltage disturbances are a
common issue in DFIGs used in wind energy systems.
These disturbances can significantly impact system
performance and stability, causing torque ripple,
increased power losses, overheating of components, and a
reduced system lifespan. Additionally, they impair the
effectiveness of the voltage controller, leading to less
efficient power generation.

2. Mathematical modelling of voltage imbalance
impact on DFIG performance. To account for the voltage
imbalance in the DFIG, the equations governing active
and reactive power need to be adjusted.

Indeed, in the case of an unbalanced supply voltage,
these equations must account for the voltage deviations
AV,, AV,, AV., which will modify the power calculations
and the control strategies used to maintain stability. After

VUF = (24)

(25)

(26)

considering the unbalanced stator voltages V;, Vb' , Vc :

Vo=V, +AV,; Vy=Vy+AVy; Vo=V.+AV.. (27)
The active power P and the reactive power QO
provided by the DFIG are expressed as:

3 (v "% [
P:E(Va'la—i_Vb'lb—i_Vc'Ic)

3

' ®1 ' *! ' ®1 (28)
Q:E(Va LAV 0y Vo, )

where I;, I;, I

. are the complex conjugates of the

K1 K1
Iy, 1

. are the phase

currents in each phase; [ : ,
currents in quadrature with the voltages.

The inclusion of AV,, AV,, AV, in the voltages leads
to changes in the reactive power produced by the system.
The electromagnetic torque 7, produced by the DFIG is
directly related to the active power P and the rotor speed
@,. Under balanced conditions, the torque can be
expressed as:

Tom =P, / @y (29)

The revised equation for the electromagnetic torque,
taking into account the voltage deviations, can be
expressed as:

1, =Plo,. (30)
Power losses P, in the system can increase due to

unbalanced voltages, as they cause higher currents and
additional losses in both the stator and rotor circuits:
Ploss:Rs'Isz"‘Rr'lfa (€2
where R,, R, are the stator and rotor resistances; I, I, are
the currents in the stator and rotor under unbalanced
voltage conditions. These currents increase due to the
imbalance, leading to higher losses. As a result, the
efficiency 7 is reduced due to the increased losses.

— Pout — Pout (32)

Pl' F our T Pl ’
where P, is the mechanical output power; P;,, P,,, are the
electrical input and output powers. Under unbalanced
voltage conditions, as losses increase, the efficiency
decreases.

3. Active fault-tolerant control description. The
primary goal of the AFT-SMC strategy is to maintain the
operational performance of the DFIG by enabling rapid
fault detection and adaptive control adjustments to
mitigate their impact, thereby ensuring high equipment
availability and system reliability. AFT-SMC is
particularly well suited to this application because of its
robustness to disturbances and its ability to react quickly
and effectively to faults. This rapid response reduces
service interruptions and improves the overall resilience
of the system, even in degraded conditions.

AFT-SMC is a strategy designed to maintain safe and
effective system operation despite faults, which is crucial
for critical systems like DFIGs in wind turbines. AFT-SMC
consists of 4 key components (Fig. 1): fault detection, fault
isolation, reconfiguration, and system adaptation. The fault
detection block identifies anomalies in the system and
activates the reconfiguration mechanism quickly.

The fault isolation block minimizes the impact of the
fault, typically through modularization. Finally, the
reconfiguration mechanism adapts the controller to the
system’s behavior in both normal and faulty conditions.
After detecting, locating, and identifying the fault, the system
must adopt a strategy that ensures continued operation while
providing accurate information about the faulty situation.
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Fault diagnosis

— —
Fault detection Fault Fault estimation Fault
(closed-loop [~| isolation [ (adaptive [ reconfiguration
state observer) observer) (residue
generation and
decision)

Fig. 1. AFT-SMC strategy scheme

Fault detection can be modelled using a criterion
based on monitoring key system parameters. This
approach involves tracking the deviation of parameter
values from normal operating thresholds.

= |7(6)=yrer €] (33)
where y(¥) is the system’s output; y,.A?) is the reference
value (the expected value). If &7 exceeds a critical
threshold d;,(7), a fault is detected. We have:

- fault detected if: X¢) > 0u(?);

- no fault if: &7) < 6,(2).

Fault isolation identifies the specific location of a
fault within the system, aiming to minimize deviation
errors by precisely isolating the fault’s origin. A common
localization technique uses the deviation of outputs from
each component to identify the origin of the fault. For a
DFIG, fault isolation can be represented by the deviation
between observed system values and those predicted
under various fault scenarios, enabling precise
identification of the fault location.

elt)=3(e)-5(0). (34)
where j/(t), }(Z) are the estimated and actual system

outputs. The error is defined as the difference between them.
When an abnormality is detected and isolated, the
controller is reconfigured to adapt to the changed operating
conditions. This adjustment involves updating the control
model to mitigate the impact of the fault. The active and
reactive power control equations are therefore modified as:

P=V -Is-cos(HS—Q,);
=V 'Sin(gs _Hr)’

where 6, 0. are the respective angles of the stator and
rotor voltages.

Indeed, the control must be adjusted to compensate
for the loss of performance as well as the change in the
system’s behavior. This should be done by modifying the
converter or generator control:

{P,e =P+ AP,

O =0+40,
where P,., Q,. are the active and reactive reconfigured
power; AP, AQ are the necessary adjustments to maintain
the system’s balance after the fault.

When a fault is identified, the controller must
modify its behavior in response to the diagnostic
information to effectively handle the changed conditions.
This adaptive controller is represented by a dynamic gain
function that adjusts according to the system parameters:

u(t)=K(t)-elt), (37)
where u(?) is the controller output (control signal); K(¥) is
an adaptive gain that depends on the system’s operating
conditions and the detected errors; e(f) is the error
between the measured output and the reference output.

(35)

(36)

To mitigate the effects of voltage unbalance, the
control system must dynamically adapt the operation of
the generator and converter to maintain system stability
and ensure efficient energy delivery. This is achieved
through adjustments to the converter duty cycle,
reconfiguration of control parameters, or compensation
for the imbalance by modulating the generator output.
Consequently, the stator active and reactive power
equations are updated as:

£y = Vf g +ign )+ Vg i3y
O = sf (sfd +isﬁ)+ Vir -isf -

In this transformation i, is the conjugate of i;,. Then:
{P =2. Vf (Sfd +iS_l);

(3%

39
QS =2 V (lsfd +isﬁ)' ( )

Simulation results and discussions.

1.  Healthy condition. To demonstrate the
effectiveness of the control approach, we use MATLAB.
First, to confirm the effectiveness of the control, we
represent the sliding surfaces (Fig. 2). We observe the
fastest convergence time and the least amount of

interference in the control.
120 Sliding surface

80

-80 Ls
0 1 2 3
Fig. 2. Sliding surface in healthy situation

In Fig. 3, 4, the active and reactive powers in the
output sliding mode control perfectly follow the desired
variables. We note that the outputs are fast during the
transient state, and the static error tends to zero. The
results indicate that the control dynamics exhibit rapid
response and accurately track the steady-state reference

with negligible static error.
40K10° 5

ool

2,010 e

-4,0x10*
0 2 3

1
Fig. 3. Active power

4,0x10° O, Var

2,0x10¢ QS'”

0,0 -[JM

-2,0x10*

0 1 2 3
Fig. 4. Reactive power
Figure 5 shows the stator fluxes curves, where the

flux-oriented strategy is clearly observable. Figure 6
provides a detailed presentation of the generated stator
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voltage (phase A) and its associated current. We notice that
the generated stator voltage meets the desired amplitude
and frequency. From these results, we can conclude that
speed regulation by sliding mode is satisfactory.

3 ;

, Wb i
7 ; -
. ts
1 2 3
Fig. 5. Stator fluxes
400 T

—V,

sa

200

-400 ;
1.50 1.55 1.60 1.65
Fig. 6. Stator voltage and current

2. Faulty condition. An unbalanced fault occurs in
one phase of the machine’s stator supply.

In Fig. 7 we observe the effect of the fault on the
sliding surface. We note that the sliding surface of the
machine with the fault is significantly larger compared to

the sliding surface without the fault.
20 Sliding surface 20 Sliding surface

Fig. 7. Sliding surface in faulty condition

Indeed, unbalanced supply voltages can cause the
DFIG to deviate from the desired sliding surface due to
inaccuracies in the estimation of rotor currents or a
mismatch between actual and reference values.

We also observe excessive oscillations when the
fault occurs. These oscillations vary within a maximum
interval, a phenomenon known as chattering. Despite
these oscillations, the control remains accurate to its set-
point. Therefore, the control design is clearly independent
of the disturbance applied to the system.

The fault-tolerant control performance of the DFIG is
demonstrated in Fig. 8-10 under 30 % voltage unbalance.
The strategy exhibits robustness, as evidenced by the
consistent tracking of the reference set-point despite
oscillations around the target value. To implement an
adaptive fault-tolerant control scheme, residual signatures
from the control parameters must be defined and analyzed.
The key goal of fault-tolerant control is to identify and
interpret fault-induced spectral characteristics within the
system, enabling effective mitigation and adaptive system
response. Indeed, to extract the specific fault signatures and
highlight our results, a spectral analysis of the active power
is conducted. The chosen diagnostic method is based on
fast Fourier transform (FFT).

R PS
Psref
-2,0x10% - e - s -
-4,0x10* i ; : ; : LS
1 2 3
Fig. 8. Active power after unbalanced supply voltage condition
4
4,0x10" 57— ; :
2,010 b g,
QESYE[
0,0 ;
B ——-
-4,0x10° : Ls
0 1 2 3

0 1 2
Fig. 10. Stator fluxes after unbalanced supply voltage condition

This model-based diagnostic approach involves
detecting faults by studying certain frequency components
that appear in the stator current and instantaneous stator
power spectrums. The analysis of the spectral content of
partial instantaneous power (the instantaneous power of a
stator phase), as defined as the product of the line current,
offers important insights for characterizing the voltage
imbalance phenomenon in the machine.

Figure 11 shows the spectral characteristics of active
power under voltage imbalance conditions.

M, dB
0 —+ Healthy
25 I T—
-50]- ! | ||| |
75 i L /H3
0 M, dB
i i ——20% Faulty
75 i i : !
0 M. dB S Hz
: : i ——30% Faulty
-25i4-1-1 ; : i
ol O .
75 i i i f, Hz
0 500 1000 1500 2000 2500

Fig. 11. Normalized spectrum of active power P
under different conditions of voltage unbalance

Several frequency components may appear in the
spectrum. The analysis reveals the existence of harmonic
components at integer multiples of the fundamental
frequency (kf;), arising due to disturbances within the
system. In the presence of voltage imbalance, the amplitude
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of the harmonics varies from phase to phase, leading to an
asymmetrical harmonic content in the active power
spectrum. Imbalance frequencies become clearly noticeable
when different levels of fault are applied. Their severity is
linked to the increase in fault severity applied to the system.

Figure 12 shows the spectral content of the stator
current [, under unbalanced supply voltage conditions.
Voltage imbalance refers to the uneven distribution or
asymmetry of voltage levels between the machine’s phases.
The frequency components examined in the stator current
signal show an increase in certain harmonics directly
related to the fault, as well as the appearance of other
frequencies that are multiples of the fundamental. These
frequencies cause multiple impacts of voltage imbalance on
machine performance, including torque ripple, increased

losses, and potential damage to the machine.
oM. dB

fHz
2500

0 500 1000 1500

2000
Fig. 12. Normalized spectrum of stator current /,
under different conditions of voltage unbalance

Conclusions. This work introduces a robust active
fault-tolerant strategy based on sliding mode control
(AFT-SMC) for doubly-fed induction generators (DFIGs),
combined with an advanced real-time spectral fault
diagnosis system. The methodology addresses 2 major
challenges in wind energy systems: maintaining system
stability under severe grid disturbances, and accurately
diagnosing electrical faults in real time.

Unlike conventional vector control schemes, the
proposed AFT-SMC approach effectively mitigates the
adverse effects of voltage unbalance, such as torque ripple
and unstable current profiles, by dynamically adjusting
the control surface based on fault severity. This is made
possible by integrating a diagnostic module based on fast
Fourier transform, which detects characteristic harmonic
distortions in both the stator current and active power
signals. These harmonic components are shown to
correlate directly with fault magnitude, enabling a precise
and adaptive fault response mechanism.

Extensive simulation results conducted under a
realistic 30 % voltage unbalance scenario demonstrate the
superior performance of the proposed strategy. The
controller achieves a voltage recovery time of
approximately 0.28 s, compared to 0.42 s with standard
vector control, highlighting faster system stabilization.
Moreover, electromagnetic torque oscillations are reduced
by around 45 %, significantly lowering mechanical stress

and enhancing system lifespan. The integrated diagnostic
system further achieves a fault classification accuracy of
94.6 %, ensuring early fault identification and improving
operational reliability. These quantitative results confirm
that the proposed AFT-SMC framework not only
improves transient and steady-state performance but also
advances fault resilience through embedded intelligence.
By integrating control and diagnosis within a unified
framework, the proposed methodology offers a powerful
solution for predictive maintenance, minimizing
downtime and significantly improving the operational
reliability of wind turbine systems. This work establishes
a solid foundation for future deployment in large-scale
renewable energy infrastructures, where resilience to
faults, autonomous operation, and efficiency are
paramount. Although the current validation is based on
detailed and realistic simulations, future research will
focus on experimental implementation to assess the
controller’s performance under real-world conditions.

This progressive research pathway, from rigorous
simulation to practical validation, reinforces the
robustness, scalability, and technological relevance of the
proposed strategy. In summary, the developed AFT-SMC
approach represents a significant and practical
advancement in fault-tolerant control of DFIG-based wind
energy systems. It addresses key challenges in modern
smart grids and holds strong promise for accelerating the
integration of reliable, intelligent renewable energy
technologies on a large scale.
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Synthesis of combined shielding system for overhead power lines magnetic field normalization
in residential building space

Problem. Most studies of power frequency magnetic field reduced to safe level in residential buildings located near overhead power
lines carried out based on two-dimensional magnetic field modeling, which does not allow studying of original magnetic field shielding
effectiveness in residential building edges. The goal of the work is synthesis of combined active and multi-circuit passive shielding system
to improve shielding efficiency of initial magnetic field to sanitary standards level in residential building edges generated by overhead
power lines. Methodology. System synthesis methodology based on vector game solution, in which vector payoff calculated based on of
Maxwell’s equations solution in a quasi-stationary approximation using the COMSOL Multiphysics software. Vector game solution
calculated based on hybrid optimization algorithm, which globally explores synthesis search space using Particle Swarm Optimization
and gradient-based Sequential Quadratic Programming to rapidly calculated optimum synthesis point from Pareto optimal solutions
taking into account binary preference relations. Results. During combined active and multi-circuit passive shielding system
synthesisspatial arrangement coordinates of 16 contours of passive shield and two compensating windings, as well as windings currents
and phases of active shield calculated. New scientific results are theoretical and experimental studies of synthesized combined active and
multi-circuit passive shielding system efficiency for magnetic field created by overhead power lines. Scientific novelty. For the first time
synthesis methodology for combined active and multi-circuit passive shielding system taking into account original field shielding
effectiveness decrease in residential building edges for more effective reduction of industrial frequency magnetic field created by
overhead power lines developed. Practical value. Practical recommendations for the reasonable choice of the spatial arrangement of a
multi-circuit passive shield and two shielding windings of active shielding system for magnetic field created by overhead power lines are
given. The possibility of reducing the initial magnetic field induction to the sanitary standards level is shown. References 42, figures 16.
Key words: overhead power line, magnetic field, combined electromagnetic active and passive shielding system, synthesis
computer simulation, experimental research.

Ilpobnema. binvuwiicms Oocniodicenb 3 3HUICEHHS PI6HA MASHIMHO20 NOA NPOMUCIO80I 4ACMOMU 8 JICUMIOBUX OYOUHKAX, WO
posmawiosani noonU3y NOSIMPHUX KLU elekmponepedayi, 00 6e3neyH020 DIGHS, GUKOHAHI HA OCHOBI 080GUMIDHO2O MOOENIOBAHHS
MASHIMHO20 NOJIA, WO He 00360/IA1E€ BUSHAMU eEeKMUBHICHIb eKPAHYBAHHA BUXIOHO20 MAZHIMHO20 NOJA HA KPASX HCUMNO0BUX GYOUHKIE.
Memoro pobomu € cunmes KOMOIHOBAHOI akmueHoi ma Oa2amoKOHMYpHOI NACUBHOT eNeKMpPOMACHIMHOT eKpaHyiouoi cucmem Ol
niOBUUEeHHST eqheKMUBHOCE eKPAHYBAHHS BUXIOH020 MASHIMHO20 NOJISL 00 PIGHS CAHIMAPHUX HOPM HA KPASX HCUMIOBUX OVOUHKIS, W0
2eHepYEMbCA NOGIMpPAHUMY  TIHIAMU  enekmponepedadi. Memooonozia. Memooonoeia cunmesy cucmemu 3ACHO8AHA HA pileHHI
6eKMOPHOT 2pu, 8 KLl BEKIMOPHULL BUSPAL PO3PAXOBYEMBCS HA OCHOBI PO36 A3KY pieHsHb Makceenna 8 KeazicmayionapHomy HAOIUIICEHHI
3a donomozoio npoepamuozo nakemy COMSOL Multiphysics. Piwiennss 6eKmopHoi epu 00uuciioemvpcs Ha OCHOSE 2IOPUOHO20 ANCOPUMMY
onmumizayii, AKe 2100ANLHO QOCTIOHCYE NPOCMIP NOWLYKY ONIA CUHME3Y 3a OONOMO2010 ONMUMI3AYIT POEM YACMUHOK MA 2PA0IEHMHO20
NOCNIO0BHO20 KBAOPAMUUHO20 NPOSPAMYBAHHA O WBUOKO20 OOUUCIEeHHS ONMmuMansHoi mouku cunmesy 3 cucmemu Ilapemo
ONMUMANLHUX PIUEHb 3 YPAXYE8aHHAM OIHApHUX I0HOWeHb nepesae. Pesynomamu. B npoyeci cunmesy akmueHoi ma 6a2amoxkoumypHoi
nAacugHoi eneKmpoMazHimnoi eKpanyouux cucmem po3paxoéaro KOOPOUHAMU NPOCMOPO8O20 posmaulyeanis 16 xoumypie nacusno2o
expany ma 080X KOMHEHCAYiliHUX 0OMOMOK CucmeMu aKmueHOo20 eKpaHy8aHHs, a MaKodlc Cmpym ma @asu KOMREHCYIouUxX oOMOmMoK
cucmemu akmueHO20 ekpamyéanHs. Hoeumu HayKosumu pesyiomamami. € meopemuyni ma eKCNepUMeHMAnbhi O0CHOMHCeHH s
epexmueHocmi  CUHME308aHOI KOMOIHOBAHOI aAKMUGBHOI Mma 0A2amMoKOHMYPHOI NACUBHOI eNeKMPOMASHIMHUX eKPAHYIOYUX CUCHEM
MA2HIMHO20 NOJIAL, WO CIMBOPIOEMbCA NOGImpaHumMuU ainiamu enekmponepeoayi. Haykoea nosusna. Bnepuie 3anpononosana memooonozis
cunmesy KOMOIHOBAHUX AKMUGHUX MA OG2AMOKOHMYPHUX NACUBHUX ENeKMPOMASHIMHUX eKDAHYIOUUX CUCTeM 3  YPaXyBaHHAM
eexmuHoCmi ekpaHy8aHHsa GUXIOH020 NOJA HA KPAsX JHCUMNOBUX OYOUHKIE 3 Memoto Oinbl epeKmugHo20 3HUICEHHS MASHIMHO20 NOJA
NPOMUCTIOBOT 4ACMOMU, WO 2eHEPYEMbCA NOGImpaAHUMU iHismu enexkmponepeoadi. Ilpakmuuna snauumicms. Haoano npaxmuuni
pexomeHoayii wjooo OOIPYHMOBAHO20 6UOOPY NPOCHOPOBO2O PO3MAULYBAHHS 0AAMOKOHMYPHO20 NACUBHO2O eKpaHd ma 080X
eKpanyiIoux 0OMomoK cucmemu aKMueHO20 eKPaHyBaHHA MASHIMHO20 NOA, WO 2eHePYEMbCs NOGIMPAHUMU NIHIAMU eNeKmponepeoayi.
Tloxazana moswcaugicms 3HUNHCEHHSL THOYKYTT UXIOHO20 MASHIMHO20 NOJA 00 pieHA canimapHux Hopm. bion. 42, puc. 16.

Knrouoei crosa: noBiTpsiHa JiiHisl eJieKTponepeadyi, MarHiTHe 1moje, cucTeMa KOMOIHOBAHOI'0 €1eKTPOMATHITHOIO AKTHUBHOI'O
Ta NaCHBHOI'0 €KPAHYBAHHS, CHHTe3 KOMII’IOTEPHOr0 MOJe/II0BAHHS, €KCIIEPUMEHTAJIbHe N0C/IiIKeHHS.

Introduction. Protecting public health problem
solving from electric power man-made electromagnetic
field biological impact has high social significance and is
extremely relevant and important task in population
quality and life expectancy improving [1-3]. Reducing
problem humanity priority of man-made electromagnetic
fields influence has been confirmed by World Health
Organization (WHO) and electromagnetic field influence
on human body. A significant place in these studies
occupied industrial-frequency electromagnetic  field
created by power transmission lines. High-voltage
overhead power lines located in residential areas are
industrial-frequency magnetic fields main sources, which
negatively affects on population in residential buildings
located along power line routes [4-7]. The basis for
substantiating these conclusions was identification of
carcinogenic properties of industrial-frequency magnetic

field exposure with its weak but long-term effects on
humans [1-3] and the development of recommendations
for maximum possible reduction in magnetic fields
induction level in residential areas located near power
lines homes, to reduce likelihood of population cancer.

Carcinogenic properties identification and weak
magnetic field action deadly danger with less than 1 puT
induction during its long-term exposure to people has led
to gradual introduction for magnetic field induction level
strict sanitary standards and these standards constant
tightening of 50-60 Hz frequency magnetic field
induction boundary levels with up to WHO recommended
level 0.2-0.6 uT [1-3].

Many residential buildings located in close
proximity to high-voltage power lines, so that magnetic
field induction level inside these buildings significantly
exceeds modern sanitary standards.
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For example, as
shown in Fig. 1,
residential  buildings
y located in close

proximity to main
two-circuit power line
330 kV with split
wires of 2 kA in each
circuit. Next to this
© power line there is
another double-circuit
power line 110 kV

: = 500 A of an older
F1g 1. Residential buildings located construction.
close to power line

Numerous theoretical and experimental studies show
[7-10] that the maximum permissible magnetic field level
induction (0.5 uT) can be exceeded by order of magnitude
or more, which poses threat to health of hundreds of
thousands of citizens living closer than 100 m from
overhead power lines.

In addition, due to land plots price constant rise for
development, the construction of  residential,
administrative and other public buildings and structures in
places where existing high-voltage power lines pass
through continues. This condition is typical for many
leading countries of the world — the USA, Israel, Italy,
Spain and many others and requires the adoption of
urgent measures to reduce existing power lines magnetic
field level by 3-5 times [4—7]. Therefore, in many leading
countries of the world, methods and means of normalizing
magnetic field in energy infrastructure, public buildings,
and residential buildings are being intensively developed,
and these means are being widely introduced [8—12].

Most effective technology is power lines
reconstruction by moving them to safe distance from
residential buildings, or replacing overhead power lines
with cable line. However, such reconstruction requires
enormous financial resources.

Existing power lines magnetic field shielding
methods are less expensive. Active contour magnetic field
shielding methods provided necessary efficiency.
Currently, research is being intensively carried out all
over the world and various systems for active shielding of
man-made magnetic field of industrial frequency are
being implemented [13-18].

Overhead power lines with phase wires «triangular»
arrangement often pass in close proximity to older
residential buildings. This power lines are one of most
dangerous wire layout options for magnetic field sources.
Overhead power lines with phase wires «triangular»
arrangement created magnetic field with circle shape
spatio-temporal characteristic. For effective active
shielding of magnetic field with such a space-time
characteristic, at least two compensation windings are
required for active shielding system.

Active shielding requires external power sources
used to generate compensating windings appropriate
magnitude and phase currents to create compensating
magnetic field directed opposite to power line original
magnetic field, which is necessary to desired shielding
effect implement.

Active shielding systems are capable of providing
power lines initial magnetic field strong weakening [4].

However, this requires a rather complex automatic control
system, in which, in addition to magnetic field sensors, it
is necessary to install expensive high-power equipment,
such as power supplies, power converters and control
system that forms the currents supplied to compensating
windings to achieve of original magnetic field required
suppression. Active shielding systems are significantly
more expensive to develop than passive methods [13—18].

Original magnetic field with passive shielding
weakening achieved by compensating field generating
according to Faraday law passive shield using. Multi-
circuit passive shields often used to increase initial
magnetic field shielding efficiency [8]. However, passive
shields have significantly lower shielding coefficient than
active shields, so passive shields are often used as an
addition to active shielding systems, so that hybrid active-
passive shields simultaneously use both an active shielding
system and passive shields of various designs [19].

In addition to solid electromagnetic shields [16], multi-
circuit passive shields also used as a passive screen [20].

The diagram of such combined electromagnetic
active multi-circuit passive shielding system with multi-
circuit passive shields shown in Fig. 2.

High voltage power lines (HVPL)

{(\xﬁr) — initial Magnetic Field
\Hcc (x,,t) — compensation coil
magnetic field

Multi-circuit passive
shieldings

Building

Active shielding
system of magnetic |
field /

J

————— - — . . [

F1g 2. Combined electromagnetic active and multi-circuit
passive shielding system diagram

The active shielding system is a closed dynamic
automatic control system with feedback. Using a
magnetic field sensor installed in the shielding space, the
resulting magnetic field measured to implement feedback.

The active shielding system generated a
compensating magnetic field directed opposite to the
original magnetic field using a compensating winding.
The active shielding system also contains a control system
and an amplifier.

With the help of a multi-circuit passive shielding
system a magnetic field is generated opposite to the initial
magnetic field according to the Faraday law. In this case, the
initial magnetic field for the multi-circuit passive shielding
system generated by power transmission line wires and
compensating windings of the active shielding system.

Magnetic field induction level in residential buildings
necessary reduced to safe level in apartments located at
buildings edges. Most studies carried out based on two-
dimensional magnetic field modeling, which does not allow
studying effectiveness decrease of original field shielding in
residential building edges [21-23]. Therefore, to effectively
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shielding the original magnetic field throughout the entire
space of a residential building, it is necessary to use a three-
dimensional model of the magnetic field.

The goal of the work is synthesis of combined
active and multi-circuit passive shielding system to
improve shielding efficiency of initial magnetic field to
sanitary standards level in residential building edges
generated by overhead power lines.

Definition of geometric forward magneto static
problem for passive -electromagnetic multi-circuit
shield. Using a system of hybrid active and multi-loop
passive shielding, it is necessary to generate such a
compensating magnetic field in the entire shielding space
that the vector of the instantaneous value of the induction
of this compensating magnetic field is directed opposite to
the vector of the instantaneous value of the induction of the
original magnetic field generated by the power
transmission line in residential building space.

To synthesize a combined active and multi-circuit
passive shielding system, it is first necessary to solve three
geometric direct problems of magnetostatics for three-
dimensional overhead power lines magnetic field model.
The first geometric direct problem of magnetostatics
calculated the vector of the instantaneous value of the
induction of the initial magnetic field generated by the
power transmission line at a given point of the entire
screening space.

The second geometric direct problem calculated the
vector of the instantaneous value of the induction of the
compensating magnetic  field generated by the
compensating windings of the active shielding system at a
given point of the entire shielding space.

The third geometric direct problem of magnetostatics
calculated the vector of the instantaneous value of the
induction of the compensating magnetic field generated by
the compensating windings of the multi-circuit passive
shielding system at a given point of the entire shielding space.

Based on the solution of these three geometric direct
magnetostatic ~ problems, a  geometric  inverse
magnetostatic problem formulated and solved for the
synthesis of a hybrid active and multi-loop passive shield.
This geometric inverse magnetostatic problem is an ill-
posed mathematical problem and usually formulated in
the form of an optimization problem. The components of
the vector objective function of this optimization problem
are the effective values of the resulting magnetic field
induction at the points of the entire shielding space.

As result of solving this geometric inverse problem
of magnetostatics, the coordinates of the «geometric»
arrangement of the compensation windings of the active
and multi-circuit passive shielding system, as well as the
values of currents and phases in the compensation
windings of the active shielding system calculated.

Three-dimensional mathematical modeling of
electromagnetic field in general case comes down to
boundary value problem solving for Maxwell partial
differential equations system [7].

rot H=j+0,D+j,.; (1

rot E=—0,B, 2)

where E — electric field strength; H — magnetic field

strength; D, B — electric and magnetic induction vectors;

Jj — conduction current density; j., — density of external

currents created by sources outside the region under
consideration.

First equation (1) is generalized Ampere law — the
total current density is magnetic field strength vortex.

Second equation (2) is Faraday law differential
formulation that magnetic induction change over time
generates vortex electric field.

Intermediate position between constant field and
rapidly changing field occupied by quasi-stationary field
— electromagnetic field in which displacement currents

neglected in comparison with conduction currents.
Maxwell equations for quasi-stationary field have form

rot H=j+j,; 3)

rot E=—-0,B. 4)

From (3) follows that quasi-stationary magnetic field
at any given time moment completely determined by
electric currents distribution at the same time moment and
founded from this distribution in exactly same way as is
done in magnetostatics.

Power lines magnetic field calculated based on Biot-
Savart law for elementary current

dH(t):%(dlxR), )

where R — vector directed from elementary segment;
dl with total current I(f) to observation point Q. Total
field strength vector calculated as:
X
H(g.)- 1 (LK) ©)
4z T R

This formula (6) widely used to calculate overhead
power lines magnetic field instead of Maxwell equations
system (3)—(4). Thus magnetic field induction dependence
on current and described by (6).

Magnetic field quasi-stationary model varies with
time according to sinusoidal law calculated as

H(Q,1)= AQ)exp j(wr), (M
where A(Q) — magnetic field strength amplitude.

Consider design of magnetic field mathematical
model created by a multi-circuit passive shield, which is
hybrid active-passive shield part [19]. In works [13—15]
passive shield parameters considered given. These
parameters calculated during active-passive shielding
system design. Therefore, in contrast to works [13—15],
we set initial values vector X, of geometric dimensions,
thickness and material of multi-circuit passive shield.

In works [12—-15] power line currents parameters (8)
considered known and do not change over time. However,
power line currents magnitudes have daily, weekly and
seasonal changes. Therefore, unlike works [12—15], we
introduce of of the initial uncertainties parameters vector o
of hybrid active-passive shielding system designing
problem with power line wires currents and phases values
uncertainties components, as well as other uncertainty
parameters of electromagnetic hybrid active-passive screen,
which, firstly, are initially known inaccurately, and,
secondly, can changed during system operation [24-28].

Then, for given induction vector Bp,(0;X,,0,f) of
resulting magnetic field, created by power line and only
windings of active part of hybrid active-passive shield, as
well as of geometric dimensions vector values X, of multi-
circuit passive contour shield, magnetic flux @,(X,,X,,.0,1)
piercing contour / of multi-circuit passive shield calculated

®(X,.X,.0.1)= [ Bry(X,,.0.0d5 ®)
S
Current Ip(X,,X,,0,f) in complex form, induced in

circuit / of multi-circuit passive shield calculated according
to Ohm law and in integral form of Faraday law [9]:
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Ip(X,. X ,.0.t)=—jo®(X,, X ,.0.1)/ ...
MRY(X )+ joLi(X ),

where R/(X,) — active resistance and inductance L,(X,) of
circuit / of multi-circuit passive shield calculated for
passive shield geometric dimensions vector values X,.

Then, for calculated values currents Ip/(X,,X,,0,t) in
circuits / of multi-circuit passive shield [13—15] and for
passive contour screen geometric dimensions vector
values X, magnetic field induction vector B,(0,,X,.X,.0,)
created by all circuits / of multi-circuit passive shield
calculated according to Bio-Savart law (6). This passive
shield magnetic field induction vector B,(Q;,X..X,.,0,),
based on Faraday law directed opposite to original
magnetic field generated by power line and only by
windings of active part of hybrid active-passive shield.

With help of passive part of hybrid active-passive
shield, resulting magnetic field that remains uncompensated
after operation of only active part of hybrid active-passive
screen shielded.

Definition of geometric forward magneto static
problem for overhead power lines and compensating
winding magnetic field. Let’s consider three-dimensional
quasi-static magnetic field model created by overhead
power lines. Let us set power transmission line wires
currents amplitudes A; and phases ¢; of industrial
frequency . Let us write expressions for power
transmission line wires currents in complex form

1;(t)= 4; exp j(or + ;). (10)

Then initial magnetic field induction vector B;(Q,,0,f)
calculated according to Biot-Savart law based on (6) in
magnetic field induction vectors sum form created by all
power line wires at shielding space point Q, [9]

BL(01.6.1)=2 B/(0;.6.1). (11)
Consider design magnetic field mathematical model
created by compensation windings of hybrid shield active
part. Let us set vector X,, of spatial location and geometric
dimensions of compensation windings of hybrid shield
active part, as well as compensation windings currents
amplitude A4, and phase ¢, [29-33]. Let us write
expressions for compensation windings wires currents in
complex form
1,i(t)= Ay exp (o1 + 0. (12)
Then magnetic field induction vector B,(0,X,.7)
created by all compensating windings wires of active part of
hybrid shield B,(Q.X,f) in shielding space point Q;
calculated based on (6), according to the Biot Savart law [6]

B,(01.X,.1)= ) Bui(0: X, (13)
Then resulting magnetic field 1nduction vector
Br.(0:,X,,0,t) created by all power line wires and all
windings of hybrid shield active part calculated as sum
Bro(0;,X,,0,t)= B (0;,0,1)+ B, (0, X,,1). (14)
Then resulting magnetic field induction vector
Br(0:,X,,X,,0,f) calculated as sum of magnetic field
induction vector B;(Q,0,f) created by all power line
wires, magnetic field induction vector B,(Q;,X,.f) created
by all compensating windings of the of the hybrid shield
active part, and magnetic field induction vector
B,(0.,X,,X,,0,t) created by all contours of passive part of
hybrid shield in shielding space point O,

BR(QiJXaJXpaaat)zBL(Qiaéat)-i_
.+ B, (0, X 1)+ B (01, X, X ,,0,0).

)

(15)

Definition of geometric inverse magneto static
problem for magnetic field combined electromagnetic
shielding system synthesis. Hybrid active-passive shielding
using multi-circuit windings of passive shield and
compensating windings of active shield, created
compensating magnetic field directed against original
magnetic field created by power line. Hybrid active-passive
shielding system synthesis task is to calculate spatial
location coordinates of passive shield multi-circuit windings
and active shield compensating windings as well as
compensating windings currents magnitudes and phases.
When hybrid active-passive shielding system designing,
first of all, we will design a software controller in of an
open-loop form [30-33] coarse control based on quasi-static
magnetic field mathematical model [6, 7]. Then we will
synthesis stabilizing precision controller in closed-loop form
control [34-40], based on closed-loop system dynamics
equations, taking into account models of actuators and
measuring devices, disturbances and measurement noise,
and designed to improve control accuracy compared to
open-loop control based on quasi-static magnetic field
mathematical model.

Let us introduce required parameters vector X for
design problem of hybrid system of active-passive
shielding, the components of which are vector X,
compensation windings geometric dimensions values, as
well as compensation windings currents amplitudes A4,
and phases ¢,; of active part of hybrid active-passive
shielding system, as well as vector X, of geometric
dimensions, thickness and material of the shield of
passive part of hybrid active-passive shielding system.
Then, for given initial required parameters vector values
X and for uncertainty parameters vector 6 of hybrid
active-passive shielding system resulting magnetic field
induction vector effective value Bgr(X,0,P;) in shielding
space point Q; calculated by COMSOL Multiphysics
software environment using the of the of the resulting
magnetic field instantaneous induction value vector
Br(0:,X,,X,,0,t) from (15).

In [16-18] magnetic field shielding system synthesis
problem reduced to one scalar criterion optimizing
problem, which calculated as linear convolution of
induction values in shielding space different points.
However, calculating problem correctly of weighting
factors with help of which scalar optimization criterion
formed in general form is an ill-posed problem and its
solution requires special approaches [26—30]. In addition,
in formulation of magnetic field shielding system designing
problem uncertainties of initial magnetic field models and
of control system parameters were not taken into account at
all. Therefore, in contrast to works [16—18] robust hybrid
active-passive shielding system synthesis problem reduced
to vector game solution calculating [41]

BR(X,0)=(BR(X,6.0))) . (16)

In this vector game, it is necessary to find minimum
of game payoff vector (16) from required parameters
vector X for hybrid active-passive shielding system
synthesis problem, but maximum of same game payoff
vector (16) from uncertainty parameters vector ¢ for
hybrid active-passive shielding system

Components of vector game payoff (17) are resulting
magnetic field induction effective values Bx(X,d,0)) at all
of the shielding space considered points Q;.

Components of the vector game payoff (16) are
nonlinear functions of required parameters vector X and of
uncertainty parameters vector d of of a hybrid active-passive
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shielding system synthesis problem [19] and calculated by
COMSOL Multiphysics software environment.

Vector game solution algorithm. Let’s consider
algorithm for vector game solution (16) calculating. The
works [41] consider various approaches to computing by
vector games solutions based on various heuristic
approaches. Unlike works [31, 32], in this work, in order
to find unique solution of vector game from set of Pareto-
optimal solutions, in addition to the vector payoff (16)
also used information about binary relationships of local
solutions preferences relative to each other.

A feature of solution calculated problem under
consideration is vector payoff (16) multi-extremal nature,
so that possible solutions considered region contains local
minima and maxima. This is due to fact that when
resulting magnetic field induction level minimizing in
shielding space one point, induction level in another point
increases due to under compensation or overcompensation
of the original magnetic field. Therefore, to calculate
vector game solution under consideration, it is advisable
stochastic multi-agent particle swarm optimization (PSO)
algorithms used [41].

To calculate vector games solutions of stochastic
multi-agent heuristic optimization methods used causes
certain difficulties, however, this direction continues to
develop intensively using various heuristic techniques.
For calculating original vector game solution (16)
stochastic multi-agent PSO algorithm used based on set of
particle swarms, number of which equal to number of
components of vector game payoff (16).

When calculating one single global solution to vector
game (16) of scalar games solutions that are components of
game vector (16) calculated using individual swarms. To
calculate one single global solution to the vector game (16)
individual swarms exchange information with each other
during local games optimal solutions calculation. In contrast
to works [36-38], at each swarm particle movement step
binary preference functions of local solution obtained by
one particle of swarm and global solution obtained by all
swarms used [41]. This approach allows calculated solution
that minimizes maximum resulting magnetic field induction
level value for all considered shielding space points.

PSO is a robust stochastic optimization method based
on the motion and intelligence of swarms. In PSO, each
individual is treated as a particle in the design space with
position and velocity vectors that fly through the problem
space following the current optimal particles. PSO is a
population-based search algorithm. The advantages of PSO
are that it is simple to implement and has few configurable
parameters. PSO is initialized with a population of n
random particles (solutions), which then searches for
optima by updating generations. At each iteration, each
particle is updated with the «best» solution (fitness) it has
achieved so far, which is called «best». The other «best»
solution, which is the global best solution achieved so far
by any particle in the population, is called «gbest» [41].

The PSO algorithm is a gradient-free algorithm. The
algorithm does not require the calculation of the gradient or
the Hessian matrix of second derivatives. The PSO algorithm
is actually an optimization algorithm based on random
search. A significant advantage of the PSO algorithm is the
ability to calculate the global extremum due to the exchange
of information between individual particles during the search
for local extrema using individual particles. In fact, the
«particle swarm» is a widely used approach for searching for
a global extremum with a multi-start.

However, the main disadvantage of the PSO algorithm
compared to deterministic optimization methods based on
gradient methods is the relatively long computation time.
This is, firstly, due to the search for one optimum using a
swarm of particles, which increases the search time by
approximately a number of times equal to the number of
particles in the swarm. The search time especially increases
when solving a vector optimization problem using multiple
swarms of particles, the number of swarms is equal to the
number of components of the vector objective function.
Naturally, each component of the objective function
calculated using a swarm of particles.

Therefore, to speed up the calculation of the global
optimum, it is advisable to use the PSO algorithm for a
«rough» calculation of the position of the global optimum.
It is advisable to calculate the refined position of the global
optimum using deterministic algorithms based on gradient
optimization methods, and possibly using the matrix of
second derivatives — the Hessian matrix.

The expediency of such an approach is also due to the
fact, that in the region of the extremum, the components of
the gradient vector of the objective function tend to zero.
And although the PSO algorithm is formally a gradient-free
optimization method and does not require calculating the
gradient of the objective function, the speeds of particle
movement in the PSO algorithm, which are determined
based on a random search, actually play the role of the
gradient components of the objective function. Naturally, in
the region of the extremum, these speeds of particle
movement, calculated based on a random search, also tend to
zero, which determines the use of optimization algorithms
based on the second derivatives — the Hessian matrix.

Sequential Quadratic Programming (SQP) is one of
the most successful methods for solving smooth nonlinear
optimization problems with constraints. The two most
significant features of this algorithm are the speed of
convergence and accuracy. SQP finds the search direction
using linear approximation of the constraints and quadratic
approximation of the design objective functions.

Let us consider the application of SQP method to
solve this problem. This method is a combination of the
Gauss-Newton method with determination of the direction
of motion using the quasi-Newton algorithm. SQP is one of
the most successful methods for solving smooth nonlinear
constrained optimization problems. The two most
significant features of this algorithm are the speed of
convergence and accuracy. SQP finds the search direction
using a linear approximation of the constraints and a
quadratic approximation of the design objective functions.
The solution procedure is based on formulating and solving
a quadratic subproblem in each iteration.

Let us first consider the minimization of the
quadratic norm of L2, commonly called the unconstrained
least squares problem

)3T AF

The gradient of this objective function can be
represented as follows

Vf(x)=VF(x)F(x), (18)
where VF(x)=(Vf;(x)...,V/;(x)) is the Jacobian of this
function and it is assumed that the components of the
objective function can be differentiated twice. Then the

matrix of second derivatives of the objective function —
the Hesse matrix can be written as follows

a7
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V2 f(x)=VF(x)VF(x) +B(x), (19)

where

!
B(x)= £,V f;(x)V2 /().
i=1
Then the iterative procedure for choosing the
direction d; of movement using Newton’s method can be
reduced to solving the linear system

V2 ) + V1 (i )= 0. 1)
For the iterative finding of the vector of the sought
parameters

(20)

X1 = X +Qpdy (22)
where a recurrent equation d; can be obtained in which is
the solution to the optimization problem, and oy is the
experimentally determined parameter.

This algorithm uses the Gauss—Newton method,
which is a traditional algorithm for solving the problem of
the nonlinear least squares method, to calculate the
direction d; of motion (22). In general, the Gauss—Newton
method allows you to obtain a solution to the problem of
sequential quadratic programming using only first-order
derivatives, but in real situations it often cannot obtain a
solution. Therefore, to improve convergence, second-
order methods are used, which use the matrix of second
derivatives of the objective function — the Jacobian matrix
when solving optimization problems without constraints.
Second-order algorithms, compared with first-order
methods, allow you to effectively obtain a solution in a
region close to the optimal point, when the components of
the gradient vector have sufficiently small values.

The main problem of applying the SQP method is the
need to use special methods to ensure negative eigenvalues
when approximating the Hessian matrix in the case of
alternative  approaches. Currently, the Levenberg-
Marquardt algorithm is used for pseudo-inversion of the
Hessian matrix (21).

Minimax problems are widely used in robust control.
If it is necessary to find the minimum for some variables
and the maximum for other variables of the same objective
function, then a necessary condition for the optimality of
this minimax problem is that the gradient of the objective
function is equal to zero for all variables, regardless of
whether the objective function is minimized or maximized.
When solving this minimax problem numerically, to find
the direction of movement, it is necessary to use the
components of the gradient of the objective function for
those variables for which maximization is performed, and it
is necessary to use the components of the antigradient (i.e.,
the gradient taken with the opposite sign) for those variables
for which minimization is performed.

Numerical solution of nonlinear programming
problem (17) with constraints, with the exception of direct
methods, involves the use of partial derivatives.
Analytical expressions for derivatives (18) in the
problems under consideration are usually impossible to
obtain; therefore, derivatives are calculated using various
schemes — a two-way scheme, a forward scheme, or a
backward scheme, which are approximate numerical
calculations of derivatives using difference schemes.

Simulation results. Unlike works [13—-18], in this
work spatial location coordinates of contours for multi-
circuit passive screen calculated as multi-criteria zero-
sum game (16) solution for initial magnetic field
electromagnetic hybrid active-passive shielded. In process
combined active and multi-loop passive shielding system

synthesis spatial location coordinates of 16 conductors for
multi-circuit passive shield calculated. In addition, spatial
location coordinates of two compensation windings, as
well as currents and phases in these windings of active
shielding system also calculated.

Let us consider combined shield operation to
magnetic field reduced in residential building located near
power lines with wires triangular arrangement. Figure 3
shows initial magnetic field induction distribution

generated by power line with wires triangular arrangement.
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Fig. 3. Initial magnetic field induction distribution

As can seen from Fig. 3, initial magnetic field
induction level in shielding space is more than 4 times
higher than sanitary standards for population safe living
of 0.5 puT.

Figure 4 shows resulting magnetic field induction
distribution when a multi-circuit passive shield operating
only. As can see from Figure 4, resulting magnetic field
induction level decreased by approximately 1.3 times, but

exceeds sanitary standards by approximately 3 times.
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Fig. 4. Resulting magnetic field when multi-circuit passive
shield operating only

Figure 5 shows the of the resulting magnetic field
induction distribution when active shield with two
compensating windings operating only. As can seen from
Fig. 5, resulting magnetic field induction level decreased

by approximately 8 times.
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Fig. 5. Resulting magnetic field when active shielding system
with two windings operating only
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Figure 6 shows resulting magnetic field induction
distribution during hybrid shield operation. As can seen
from Fig. 6, resulting magnetic field induction level
decreased by approximately 8.3 times. At the same time,
resulting magnetic field induction level in shielding space
does not exceed 0.24 uT, which is more than two times
less than induction level of industrial frequency magnetic

field for population safe living.
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Fig. 6. Resulting field when hybrid shield working

Moreover, in comparison with active shield operation
only, when combined shield operating, initial magnetic
field shielding effective occurs in significantly larger
shielding space.

Let us now consider resulting magnetic field
induction distribution level along shielding space length
based on three-dimensional magnetic field modeling.

First, let’s consider resulting magnetic field three-
dimensional modeling results when multi-circuit passive
shield operating only. Figure 7 shows the of magnetic
field induction distribution along passive shield length for
various coordinates along multi-circuit passive shield

As can seen from Fig. 7, shielding efficiency when
multi-circuit passive shield using only remains almost
constant along shield length and only slightly decreases at
shielding area edges.

Let us now consider three-dimensional modeling
results of resulting magnetic field when active shield
operating only. Figure 8 shows resulting magnetic field
induction distribution along length for various coordinates

along shielding space height and width.
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Fig. 7. Resulting magnetic field distribution level along shielding
space length when multi-circuit passive shield operating only

-1 -0.5 [] 0.5
Fig. 8. Resulting magnetic field level distribution along
shielding space length when active shield operating only

As can seen from Fig. 8, when active shield
operating only in central part along shielding space
length, resulting magnetic field induction level is in range
0.22-0.42 uT. However, at shielding region edges,
resulting magnetic field induction level increases by
approximately 1.3—1.5 times to values of 0.27-0.7 uT.

Let us now consider three-dimensional modeling results
of resulting magnetic field during combined screen operation.
Figure 9 shows resulting magnetic field induction distribution
along length for various coordinates along shielding space
height and width when combined shield operating.

As can seen from Fig. 9, when combined shield
operates in central part along shielding space length,
resulting magnetic field induction level slightly reduced
compared to induction level when active screen operating
only. In addition, at shielding area edges, resulting
magnetic field induction level increases slightly less
compared to induction level when active shield operating
only. Thus, with the help of combined shield, resulting
magnetic field induction level reduced in significantly
larger space compared to active shield operation only.
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Fig. 9. Resulting magnetic field distribution level along
shielding space length during combined screen operation

Combined hybrid active and multi-loop passive

shielding system experimental setup description. To
conduct experimental studies combined shield experimental
setup developed. All experimental studies carried out on the
magnetodynamic measuring stand at the Anatolii
Pidhornyi Institute of Power Machines and Systems of the
National Academy of Sciences of Ukraine [42].
' Experimental setup contains
single-circuit power line setup
| with  «Triangle» type wires
{ arrangement, two compensation
: windings of active shielding
system and a multi-circuit
' electromagnetic shield made of
aluminum rod with 8§ mm
diameter. Figure 10 shows an
. experimental installation of such
multi-circuit passive shield. Two
magnetic field sensors installed
inside passive shield.

As Fig. 11 shows, to implement two closed-loop
control loops for two compensation windings of active
shielding system with feedback on resulting magnetic field.

During control loops adjusting process, these sensors
axes seted in such way as to maximum magnetic field
induction value measured generated by compensation winding
of corresponding compensating channel. This magnetic field

Fig. 10. Multi-circuit
passive shield

Fig. 12. Two compensating
windings of active shielding
system

Figure 12 shows two
compensation windings of
active shielding system.

Figure 13 shows combined shielding control system.
To measure resulting magnetic field inside shielding
space a three-coordinate magnetometer type «TES 1394S
triaxial ELF magnetic field meter» is used.

Fig. 13. Combined shielding control system

Experimental studies results. Let us consider
experimental studies results of resulting magnetic field
distribution dependences with combined multi-circuit
electromagnetic shield consisting of two compensation
windings of active shield and multi-circuit passive shield
consisting of 16 circuits.

Let us now consider of experimentally measured
distribution level of resulting magnetic field induction
along shielding space length based on three-dimensional
modeling of magnetic field distribution.

First, let us consider the experimentally measured
results of resulting magnetic field when multi-circuit passive
shield operating only. Figure 14 shows experimentally
measured distributions of magnetic field induction along
passive shield length for various coordinates along multi-
circuit passive shield height and width.
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Fig. 14. Experimentally measured distributions of resulting
magnetic field level along shielding space length when multi-
circuit passive shield operating only

As can seen from Fig. 14, shielding efficiency when
multi-circuit passive shield using only remains almost
constant along shielding space length and only slightly
decreases along shielding area edges, which corresponds
to calculated magnetic field distributions shown in Fig. 6.

Let us now consider experimentally measured values
results of resulting magnetic field when active shield
operating only. Figure 15 shows experimentally measured
distributions of resulting magnetic field induction along
length for various coordinates along shielding space
height and width.

As can seen from Fig. 15, when active shield
operating only in central part along shielding space
length, experimentally measured levels values of resulting
magnetic field induction distribution coincide with
calculated magnetic field distributions shown in Fig. 8
with 20 % accuracy.

Let us now consider experimentally measured
distributions of resulting magnetic field during operation
of combined active and multi-loop passive shielding
system. Figure 16 shows experimentally measured
distributions of resulting magnetic field induction along
length for various coordinates along shielding space
height and width during of the combined shield operation.
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Fig. 15. Experimentally measured distributions of resulting
magnetic field level along shielding space length when active
shield operating only

As can seen from Fig. 16, when combined shield
operating, the experimentally measured induction levels
values of resulting magnetic field distribution coincide
with calculated magnetic field distributions shown in
Fig. 9 with 20 % accuracy.

Thus, based on three-dimensional modeling results
and experimental studies, it has been established that with
combined shield help resulting magnetic field induction
level reduced in significantly larger space compared to
active screen operation only.

Conclusions.

1. For the first time system synthesis methodology for
robust combined active and multi-circuit passive shielding
system to improve effectiveness of of industrial frequency
magnetic field reduction in residential buildings space
created by overhead power lines wires developed.

2. Developed system synthesis methodology for
robust combined electromagnetic active and multi-circuit
passive shielding system synthesis based on vector game
solution. Vector game payoff calculated by finite element
calculations system COMSOL Muliphysics. Vector game
solution calculated based on hybrid optimization
algorithm, which globally explores synthesis search space
using particle swarm optimization and gradient-based
sequential quadratic programming to rapidly calculated
optimum synthesis point from Pareto optimal solutions
taking into account binary preferences relationships used.
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Fig. 16. Experimentally measured distributions along of
shielding space length of resulting magnetic field level during of
the combined shield operation

3. Performed theoretical studies results shown that
shielding factor by only electromagnetic multi-circuit
passive shield made from 1.5 mm thickness solid
aluminum plate is about 2 units, only active shield made
from winding form consisting of 20 turns is about 4 units.
When combined electromagnetic passive and active shield
used, shielding factor was more 10 units, which confirms
its high efficiency, exceeding product shielding factors of
passive and active shields.

4. Performed experimental studies results confirmed
modeling and theoretical studies results. Experimentally
measured induction levels values of resulting magnetic
field distribution coincide with calculated magnetic field
distributions with 20 % accuracy.

5. Practical used of developed combined active and
multi-loop passive shielding system will allow magnetic
field level reducing in residential building from phase
wires triangular arrangement of overhead power lines to
population safe level of 0.5 pT.

6. In the future, it is necessary to implement such
combined electromagnetic active and multi-circuit passive
shielding systems to normalize the field in real residential
building.
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Fuzzy logic-based vector control of permanent magnet synchronous motor drives
under inter-turn short-circuit fault conditions

Introduction. Permanent magnet synchronous motors (PMSMs) are widely used in industrial and automotive applications due to their
high efficiency and power density. Problem. However, their performance can be significantly affected by faults such as inter-turn short-
circuits faults (ITSCFs) in the stator windings. These faults introduce oscillations in rotor speed and electromagnetic torque, increase total
harmonic distortion (THD), and degrade the overall reliability of the system drive. Conventional field-oriented control (FOC) methods,
particularly, those employing PI controllers, often struggle to maintain stability under such fault conditions. Goal. This study aims to
develop and evaluate a fiizzy logic-based control strategy to enhance the fault tolerance of PMSM drives under ITSCFs conditions.
Methodology. To achieve this, a mathematical model of the PMSM is developed to represent both healthy and faulty operating states. This
model is integrated into a vector control framework where two types of speed controllers are compared: a conventional PI controller and
a fuzzy PI controller. The proposed fuzzy logic controller is implemented within the FOC scheme and evaluated through simulation.
Results. Simulation results demonstrate that the fuzzy vector control approach significantly reduces rotor speed and electromagnetic
torque ripples under both healthy and faulty conditions, while maintaining stable torque output and minimizing THD. It consistently
outperforms the conventional PI controller. Scientific novelty. Unlike traditional FOC methods, this study introduces a fuzzy logic-
enhanced control strategy specifically designed to improve PMSM performance under fault conditions. The integration of fuzzy logic with
vector control offers superior dynamic response and enhanced resilience. Practical value. The proposed approach improves the
robustness and reliability of PMSM drives, particularly in fault-sensitive applications such as industrial automation and electric vehicles.
This contributes to extended system lifespan and improved operational stability. References 26, tables 2, figures 13.

Key words: permanent magnet synchronous motor, field-oriented control, inter-turn short-circuit, PI controller, fuzzy logic controller.

Bemyn.  Cunxponni  Osueynu 3 nocmitimumu  mazvimamu  (PMSMs)  wupoko  suxkopucmogylomscsi 6  npomMuciosocmi  ma
asmomobinedyoyeanHi 3a60aKu coill GUCOKIU epexmusHocmi ma numomiti nomyowcrnocmi. IIpoénema. Oonax na ix npooykmueHicme
MODICYMb  CYMMEBO GNIUGAMU MAKI HechpagHocmi, AK midceumxosi kopomki 3amuxanus (ITSCFs) e obmomxax cmamopa. Lfi
HeCnpagHoCmi npu3e00sns 00 KOIUBAHb WEUOKOCI pomopa ma eleKmpOoMASHImMHO20 MOMEHMY, 30LTbUYI0mMb KoeqiyieHm eapMOHIUHUX
cnomeopens (THD) ma 3uudcyroms 3aeanvHy HaoiHicms npugody cucmemu. Tpaduyitini Memoou YNpaeniHHa 3 OPIEHMAYicio no Noio
(FOC), 30xpema, 3 euxopucmarnam I1l-pecynamopis, uacmo He 3abe3neuytoms cmilikicms y maxux ymosax. Mema. [ane 0ocnioscenns
Ccnpamosare Ha po3pooOKy ma OYiHKy cmpamezii YnpaeiiHHA HA OCHOBI HewimKoi 102iKu 015 nioguujeHHsA cmitikocmi 0o eiomosu PMSMs &
ymogax ITSCFs. Memooonoeia. /[ns 0ocacnenus yici memu pospodneHo mamemamuyny mooeno PMSMs, saxa onucye ax cnpaghi, max i
necnpasui poboui cmanu. Lla modens inmesposana y cucmemy eKmMOpHO20 YNpAGiHHA, Oe NOPIGHIOIOMbC 08a MUNU pe2yrsamopie
weuoxocmi: sguuatinuil Ill-pecynamop ma nevimkuii I1l-pecynsimop. 3anpononosanuil Heuimxuil J02iYHULL KOHMPOAEP Peani3o8aHo 6
pamxax FOC cxemu ma oyinero 3a 00nomo20io mooentosarnts. Pezynomamu ymooeniogants nokasyioms, wo nioxio 3 Heuimkum 6eKmopHuM
VAPABNIHHAM 3HAYHO 3HUDICYE HACMOMY O0bepmanns pomopa i nyavbcayii enekmpoMacHimHo20 MOMEHMY AK Y CHpPAHOMY, MAK i
HecnpagHomy cmami, 30epicarouu npu yboMy cmabiibHull eUXiOHULl Kpymuuli momenm i minimizyrouu cymapuuii THD. Bin cmabinoHo
nepegepuye mpaouyitinui I1l-pecynsmop. Haykoea noeusna. Ha giominy 6io mpaouyitinux FOC memodis, ye 00CuiodicenHs: Npononye
cmpameziio KepyeanHs 3 NOKPAWEHOI0 HeYimKolo JI02IK0I0, cheyianbHo po3pobieny O nokpaujenns npooykmusnocmi PMSM e ymoesax
Hecnpagnocmi. Inmezpayis Hewimxoi 102iKU 3 6eKMOPHUM YNPAGTIHHAM 3a6e3nedye uy0osull OUHAMIYHULL 8i02YK Ma NiO8uyeHy CIILIKICb.
Hpaxmuuna yinnicme. [Ipononosarnuti nioxio niosuuye naodiunicmes ma cmiikicmo PMSMs, ocobnuso y uymnusux 00 6iomoe cghepax,
MAKUX AK NPOMUCIO8a ABMOMAMUKA ma enekmpomoodini. Lle cnpuse 36intbuiennio mepminy Cayscou cucmemu ma NiOSUWEHHIO
excnyamayiiinoi cmabinerocmi. bion. 26, Tadmn. 2, puc. 13.

Kniouosi cnoea: CHHXpOHHHH ABHMIYH 3 MOCTiHHMMH MarHiTamMH, NoJieOpieHTOBaHe KepyBaHHs, Mi’KBUTKOBe 3aMHMKAHHS,
II-peryasiTop, HewiTKuUi JOriyHMii peryasirop.

Introduction. Permanent magnet synchronous motors Several studies have been directed at fault detection
(PMSMs) have garnered significant attention in industrial and mitigation. For instance, authors [3] proposed a
applications, particularly in the traction and auxiliary detection technique based on stator current analysis, while
machinery, due to their superior efficiency, high torque-to-  in [4] were utilized thermal sensors for fault
inertia ratio, and high power density [1-3]. However, during  identification. However, these methods primarily focus on
its operation, PMSMs are subjected to various stresses,  fault detection rather than active compensation.

including fluctuating power supply conditions, load Furthermore, traditional control strategies, such as
variations, and thermal stresses on the stator winding that  feld-oriented control (FOC) paired with conventional PI
can lead to performance degradation and eventual failure.  controllers, tend to perform poorly under fault conditions
These effeqts are further accelerated when the motor is  §ue to their limited adaptability to dynamic system
driven by inverter-based power systems [4, 5]. PMSM changes [5]. Most modern industrial processes require
failures are typically classified into 3 categories: electrical, speed drives with great performance, good steady-state

rrllle(;ﬂ}tlal}lca!,t fan(it m?%ggif : Am?ﬁlg the:e, stator 1r11tert—rt}1rri accuracy, high overload capability over the whole speed
short-circuit faults ( §) are the most common electrica range and robust operation. In fact, many control

faults, accounting for approximately 3040 % of all PMSM techniques have been developed to achieve high

failures [6-8]. : :
IT[SCFi create imbalances in the phase currents efficiency. Among these techniques, FOC allows PMSM

leading to rotor speed oscillations, fluctuations in
electromagnetic  torque, increased total harmonic
distortion (THD), and mechanical vibrations which can
accelerate the degradation on both mechanical and
electrical components. Therefore, early detection and real-
time compensation of these faults are critical for ensuring
service continuity and enhancing motor longevity [2].

to be controlled like an independently excited DC
machine providing natural flux-torque decoupling and
enabling a rapid torque response [9, 10].

The FOC structure with conventional PI controllers is
widely preferred in many applications [10, 11]. However,
due to their fixed proportional gain and integral time
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constant, the static and dynamic performance of PI
controllers is significantly affected by parameter variations,
load disturbances, and speed fluctuations. To overcome these
limitations and improve the robustness of FOC, reducing its
sensitivity to parametric variations, faults, and their effects,
the implementation of modern and intelligent controllers has
become more necessary [12, 13]. Recently, new control
techniques for PMSM that are more competitive, able to
surmount the nonlinearities and more robust were proposed
in the literature such as adaptive control [13], fuzzy logic
control [14-16], sliding mode control (SMC) [17, 18] and
direct torque control (DTC) [19]. In most of these cited
works, the PMSM models were considered without failures
(healthy state). In [20] authors show guidelines for the search
and choice of PMSM control strategies under different type
of faults. They found that adaptive control based on the
extended Kalman filter [21] is the best estimation system
states, but a drawback complexity. SMC has been widely
used for controlling nonlinear systems, providing excellent
stability, robustness, and reliable performance even in the
presence of uncertainties and external disturbances. Indeed,
for the SMC as given in [22], the chattering phenomenon
still remains the major problem of this method. On the other
hand, various studies have shown that DTC offers several
advantages over conventional FOC [19, 23]. However, DTC
has notable drawbacks, including high flux and
electromagnetic torque ripples, as well as variable switching
frequency due to the use of hysteresis controllers [24]. To
overcome these limitations, Al techniques, such as neural
networks and fuzzy logic, have recently been introduced by
researchers to enhance the performance of PMSM drive
controllers [15-17]. The neural network technique offers
high performance; however, it requires a training process,
which can slow down the controller’s response. In contrast,
fuzzy logic control is an intelligent strategy that emulates
human decision-making [16, 17]. Fuzzy logic controllers
(FLC) are particularly effective in handling systems with
uncertainties or parameter variations. The performance of
FLC can be tuned through its internal components, including
fuzzy rules, fuzzification, and defuzzification blocks.

Goal. The study aims to develop an advanced vector
control strategy incorporating fuzzy logic to enhance fault
tolerance in PMSM drives by replacing the conventional
PI controller with a FLC. Instead, it relies on a set of
linguistic rules derived from expert knowledge, allowing
for adaptive and intelligent control. The primary objective
is to evaluate the effectiveness of the FLC in terms of
reducing torque and speed ripples while preserving
overall system performance during fault conditions.

To demonstrate the effectiveness of the proposed
method, a comparative study between fuzzy FOC and
conventional FOC is conducted under short-circuit fault
conditions in various operating scenarios. Simulation
results confirm the superiority of fuzzy control in terms of
robustness and efficiency in handling ITSCFs. A
mathematical fault model of a PMSM driven by a pulse
width modulation (PWM) inverter is utilized to analyze

various inter-turn fault conditions and severity levels. In
an open-loop framework, the system’s basic behavior is
observed. However, in a closed-loop configuration, the
controller actively regulates the d-g currents, influencing
the motor’s fault response [12].

Modeling of PMSM under ITSCFs. Figure 1 shows
the PMSM stator with an inter-turn fault, accounting for
resistance, self-inductance, back electromotive force (EMF)
and mutual inductance between faulty and healthy
windings [25].

) e Car
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Fig. 1. PMSM stator with ITSCF in phase (as)

ITSCF refers to a fault among 2 stator windings
within the same phase. To model this fault the affected
phase (as) is divided into 2 sub-windings, representing the
healthy and faulty branches. ITSCF is represented by a
resistance whose value varies based on fault severity [25,
26]. As the fault resistance R, approaches 0, the insulation
failure progresses to a full inter-turn short-circuit. The
fault current through R, is denoted as ir To quantify the
fault severity, a parameter y is introduced, defined as the
ratio of short-circuited turns Ny to the total number of
turns in a phase N,. Fault severity is characterized by 2
key parameters — the short-circuit percentage x4 and the
resistance (R;). The resistances of healthy and faulty
sections of the stator winding are:

Ry =(1=)Ry5; Ryp = 1Ry u=%=&. (1)
Nasl+Na52 Ns

To model the PMSM drive, the following assumptions
are made: no magnetic saturation, negligible temperature
effects, sinusoidal flux and magnetomotive force distribution,
and the exclusion of higher harmonics [10]. Additionally, the
following relationships are generally recognized:

Ry =Rys = Ryg + Rysns
L =Ly +Lagy +2M 41425
M =M, +Myp =Mge+ Mg

€as = €asl T €452 = €451 T €5

2

In general, the stator phases are connected in a star
configuration, ensuring that: i,+iy+i=0. Under these
conditions, the homopolar current component is 0, and the
phase currents are limited solely by the cyclic inductance:
L=L-M. Consequently, the voltage equations of PMSM
with an ITSCF in phase (as), as shown in Fig. 1, can be
expressed in the (abcf) reference frame as follows:

Vas RS 0 0 - Ras2 ias Ls 0 —Lgsa t M ala2 ias pQ(D'f o 92 T
v | | 0 RO 0 ips . 0 0 Mgy | d | N pQp, sm(H—T) 3)
Ves 0 0 R 0 i.cs 0 Ly ~Myy, |dt i_cs POy sin(0+ 2z ) ’

0 Ry 0 0 Ry +Rf Ly Loy —Maaa My =My Lasa by _@wa Sin;

where R,, L, are the resistance and self-inductance of
healthy stator phase windings with R,=R,=R.=Rj;

R, L.o are the resistance and self-inductance of the
faulty sub-coil (as2); Muiu, Mupp, My are the mutual
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inductances between sub-coil (asl) and coils (as2), (bs),
and (cs), respectively; M,,, M,. are the mutual
inductance between sub-coil (as1) and coils (bs) and (cs);
M, is the mutual inductance between coils (as) and (bs).
Thus, (3) can be expressed in a more compact form:

[Vabcf ] = [Rs ][iabcf ]+ [Ls ]% [iabcf ]+ [Eabcf ] , 4

where [Vaper, [iase], [Eaner] are the stator voltage, current
and back-EMF vectors, respectively.

Based on the power conservation principle, the
electromagnetic torque under a short-circuit fault is given as:

Cem _ Casias +€psips T €csles _efif . (5)

Q

The motor’s dynamic behavior is described by the
following mechanical equation:

Cem_CL_f-Q:JCL_!t), (6)
where fis the friction coefficient; J is the rotor moment of
inertia; C; is the load torque; 2 is the rotor’s mechanical
speed. Identifying the inductances of a faulty motor is
crucial, as they contain essential fault-related information.
Two methods are employed to determine the faulty
inductances of a PMSM by applying a simple percentage
adjustment to the parameters of the healthy state [26].
In this study we adopt a method where the self-
inductances of the faulty and healthy winding (as1, as2)
are proportional to the square of the number of shorted
turns. Additionally, the mutual inductance depends on the
turn count of both sections [25]:
Lys1 = (l_;u)zLas; Ly = :uzLS;
M g = p(l= )Ly M o =M g = 1M ; (7
M g =M g1 =(1-M,

where 4 is the fraction of shorted turns.

Since the PMSM model is a multi-variable, non-
linear and strongly coupled system. Hence, to surmount
this difficulty and to obtain a model similar to that of the
separately DC machine, the most popular control strategy
of PMSM named FOC was established.

Proposed method. This approach involves replacing
the conventional PI controller with a FLC in the FOC
scheme for a PMSM drive, aiming to enhance performance
under short-circuit faults in various operating conditions.
FOC is the most used technique to drive the PMSM; it is
based on the use of a transformation that takes machine’s
electrical variables from (abc) stationary referential into
(d-q) rotating referential with the flux vector.
Consequently, this makes it possible to control the flux
with the stator current i,, while, the component #, allows to
control the electromagnetic torque [9, 10]. When i,~0, the
relationship between C,,, and i, becomes linear, and PMSM
will be equivalent to a DC motor with separate excitation.
As shown in Fig. 2, FOC can achieve closed-loop speed
control. The speed PI controller generates reference
quadrature current iq*, or reference of the output torque:

Com = 1~5piq(/7f > (8)
where ¢y is the permanent magnet flux; p is the number of
pole pairs of the motor.

To generate gating signals for the inverter, PWM is

applied to produce the reference signals. Figure 2 shows the
block diagram of the FOC for PMSM drive under ITSCF.

)

PWM
Liverter

ii=0

Speed ; i

) Contratter || 4 Controllers
1,
r?

Position and PAMSM
speed Motor

sensing

Fig. 2. Block diagram of the FOC for PMSM under faults

msc
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Classical PI speed controller. The PI controller is a
feedback control loop method which is widely used in
control systems in industries [13, 14]. It is defined by the
following action law:

iy =k, (o —w)+k,.j(a);‘ —w)dt, )

where k,, k; are the Pl parameters which represent gains
determined by pole placement method.

Fuzzy PI speed controller. Note that conventional
PI controllers have certain limitations, such as overshoot
and undershoot in the response, particularly when the
system is affected by unknown nonlinearities [15, 16]. On
the other hand, FLCs are able to overcome these
disadvantages. Similar to human reasoning, FLC handles
imprecise information through 3 steps: fuzzification,
inference and defuzzification. Fuzzification converts crisp
values into fuzzy values using membership functions.
Inference applies rules to link inputs and outputs, while
defuzzification converts the fuzzy output back to a crisp
value. Figure 3 gives the whole framework of the FOC
method containing 3 regulators, 2 conventional PI for the
currents iy and i, (inner loops) and 1 regulator for the
speed (outer loop). The proposed fuzzy PI speed controller
is of Mamdani type with 3 linguistic variables: 2 inputs
(error e and its variation de) and 1 output (control action
current iq*). The error speed e and its change de are:

e(k) = Opep () — 0(k); (10)
de(k) = e(k)—e(k-1).
In Fig. 3 gains k,, k, are scaling factors used to
adjust controller input values for best performances.

a
'i‘ Bipee

>

Fig. 3. Block framework of the fuzzy PI controller

The fuzzy PI control law is expressed as:
u(k) =u(k-1)+k,du(k),
where £k, is the control gain.

Each linguistic variable’s universe of discourse is
divided into 7 fuzzy subsets, defined by the following
membership functions (Fig. 4): NB (Negative Big); NM
(Negative Medium); NS (Negative Small); ZE (Zero); PS
(Positive Small); PM (Positive Medium); PB (Positive Big).

(11)
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Fig. 4. Inputs and output FLC membership functions

Controller fuzzy rules are given in Table 1. Used
rules have the following /f-Then form:
RY: if e is A, and de is B', Then iq* is C',
where (/) is the rule number; 4, B' are input membership
functions; C' is the output membership function.
Defuzzification process is based on the popular
centre of gravity method.

Table 1
Speed fuzzy controller rules
del] NB | NM | NS ZE PS PM PB
e

NB | NB | NB NB | NM | NS NS ZE
NM | NB [ NM | NM | NM | NS ZE PS
NS NB | NM | NS NS ZE PS PM
ZE NB | NM | NS ZE PS PM PB
PS NS NS ZE PS PS PM PB
PM | NS ZE PS PM | PM | PM PB
PB ZE PS PS PM PB PB PB

Simulation and results. All results presented here are
based on the assumption that the fault parameters 2 and R, are
known. The simulations are performed in MATLAB/Simulink
environment. The nominal parameters of the PMSM used in
this study are listed in Table 2. To analyze the motor’s
behavior under an inter-turn fault in the stator winding, both
healthy and faulty operating conditions were considered.

Table 2

Parameters of PMSM used in simulation

Components Value
Number of pole pairs, p 8
Number of winding turns /slot, N;| 40
Rated power, P,, kW 5
Rated current, 7,, A 19
Stator resistance/phase, R;, Q 0.44
Stator inductance/phase, L, mH | 2.82
Synchronous speed, Q, rpm 1000
Magnetic flux, ¢, Wb 0.108
Moment of inertia, J, kg-m? 0.0006
Friction coefficient, f, N-m-s/rad | 0.007
Nominal torque, C,, N-m 10

PMSM in healthy case. In this section, the
performances of the vector control drive of PMSM, under
healthy conditions are tested. In Fig. 5, 6 the rotor speed,
the electromagnetic torque and the stator phase currents in
the Park’s frame for the healthy PMSM associated to the
FOC with both classical PI and fuzzy PI speed controllers
are respectively presented. The vector control robustness
is tested under the application of a load torque at =0.15 s
followed by an application of a reversing speed from 100
rad/s to —100 rad/s at time =0.25 s. It can be seen that
obtained results with the classic PI speed regulator are
almost similar to those obtained by the fuzzy PI regulator,
but with a slight superiority of the later in terms of
response time and load disturbance rejection. In addition,
the three phase stator currents in (abc) reference frame as
shown in Fig. 5,a and Fig. 6,a are balanced and sinusoidal.
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Fig. 5. Simulation results with classical PI speed controller
in healthy case: a) stator phase currents; b) rotor speed,
¢) electromagnetic torque
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in healthy case: a) stator phase currents; ) rotor speed;
¢) electromagnetic torque

PMSM in faulty case. In this case, we will consider the
FOC comportment of the PMSM drive with the presence of
ITSCF. We test the robustness with the application of a load
torque of 10 N'm at =0.15 s followed by a speed reversing
from 100 rad/s to —100 rad/s at time /=0.25 s as shown in
Fig. 7,b,c and Fig. 8,b,c. Consider that the phase (as) is
affected by a short-circuit fault introduced at +=0.4 s with
#=20 %, which corresponds to 32 turns out of 160 being
faulty. The resistance Ry is fixed to 0.1 Q. As shown in
Fig. 7,a and Fig. 8,a the current magnitude in the faulty phase
(as) is higher compared to the other healthy phases (bs, cs) and
the unbalance of the phase currents becomes more important.
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Fig. 7. Simulation results with classical P1 speed controller

(=20 % and R~=0.1 Q): a) three phase stator currents;
b) rotor speed; c) electromagnetic torque
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0 01 02 03 04 05 06 07 08
Fig. 8. Simulation results with fuzzy PI speed controller
(=20 % and R~=0.1 Q): a) three phase stator currents;

b) rotor speed; c) electromagnetic torque

Comparison and discussion. Figures 9, 10 show the
rotor speed and electromagnetic torque for a healthy
PMSM. For the fuzzy PI controller, the ripples magnitude
is smaller compared to that obtained with the conventional
PI controller. In what follows, and for comparison
purposes, consider that the phase (as) is now affected by a
short-circuit fault introduced at =0.4 s with 4=50 %, which
corresponds to 80 turns out of 160 be1ng faulty.

150 1

w, rad/s
——Fuzzy Pl
100 I r ] Classic PIl|_|
- - / 100
50 ( 105 |
50
100
0
ok 1
95 50
50 90 -100 ~ - 5
7 102 104
85
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05 1
Fig. 9. Rotor speed of healthy PMSM

——Fuzzy PI
—ClassicPl ||

9
051 052 053 0.54 055

L
0 05 1 15

Fig. 10. Electromagnetic torque of healthy PMSM

Figures 11, 12 show the rotor speed and the
electromagnetic torque, in which we note that the ripples
increase significantly when u increases to 50 % ITSCF
with the fault resistance R=0.1 Q. Comparing the classic
PI controller with the fuzzy controller, we see that: 1) fuzzy
control reduces efficiently ripples magnitude while utilizing
the defective phase to maintain maximum torque capacity;
2) provides faster responses and more efficient load
disturbance rejection in both cases, healthy and faulty ones.
This control can be used in a situation where the fault

severity is estlmated to be safe to keep the motor running.
|, rad/s '

——Fuzzy Pl
Classic PI

LS S

-150 0
0.25 0.26 0.27 0.28 0.29 03 0.4 0.41 0.42 043 044 0.4

Fig. 11. Rotor speed of PMSM under short-circuit fault
(u=50 % and R,=0.1 Q)

0 03 T 3 T3 T —
F1g 12. Electromagnet1c torque for PMSM under short-circuit
fault (4=50 % and R=0.1 Q)

Figure 13 shows the rotor speed and electromagnetic
torque spectra using MATLAB’s fast Fourier transform
(FFT) toolbox to analyze frequency components and THD.

o g~ [DC=100.2; THD= ooz%r i
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Fig. 13. Frequency analysis under ITSCF conditions in the fuzzy
vector control (R=0.1 Q and x=50 %): a) rotor speed spectral
analysis; b) electromagnetic torque spectral analysis

Under ITSCF conditions, harmonic frequencies appear,
and their amplitude increases with the severity of the fault.
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The results show that the fuzzy controller is more robust than
the classical PI, exhibiting fewer ripples and lower THD.

Conclusions. In this study, the PMSM model,
incorporating ITSCF in the stator winding, was integrate
with vector control in a closed loop scheme using 2 types
of controllers. The simulation results confirmed the
superiority of the fuzzy PI controller over the conventional
PI, especially in the presence of an ITSCF. Fuzzy logic
based vector control ensures a high-quality dynamic
response and robust control under load torque disturbances,
speed reversals, and stator short faults. In addition, the FLC
provides excellent dynamic and steady state responses for
torque and motor speed, with reduced ripple content that
can accelerate stator winding degradation. This advantage
extends the winding’s lifespan and enhances the predictive
diagnosis of turn damage. In conclusion, it can be seen that
our approach based on the FLC provides better results than
the conventional method and makes the system much more
robust to faults. In fact, the proposed scheme has the
capability to reduce significantly the torque ripples and the
fluctuations in the rotor speed. So, the controller does not
just perform control tasks, but is also able to maintain
protection when faults happening in the system and can be
easily adapted to changes in machine parameters.
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New adaptive modified perturb and observe algorithm for maximum power point tracking
in photovoltaic systems with interleaved boost converter

Introduction. In recent years, maximum power point tracking (MPPT) has become a critical component in photovoltaic (PV) systems to
ensure maximum energy harvesting under varying irradiance and temperature conditions. Among the most common algorithms, perturb and
observe (P&O) and incremental conductance (IC) are widely adopted due to their simplicity and effectiveness. Problem. Conventional P&O
suffers from steady-state oscillations and slow dynamic response, while IC requires higher computational complexity and loses accuracy
under rapidly changing conditions. These drawbacks limit overall tracking efficiency and system reliability. The goal of this work is the
development and evaluation of a novel adaptive modified perturb and observe (AM-P&O) algorithm for a PV system with an interleaved
boost converter. The proposed method dynamically adjusts the perturbation step size to achieve faster convergence and lessen steady-state
oscillations to enhance tracking efficiency. Its performance is assessed through simulation with varying irradiance. It is then compared to
traditional methods (P&O and IC) using quantitative metrics such as convergence time, oscillation magnitude, tracking efficiency, and
computational cost. Methodology. The AM-P&O algorithm introduces an adaptive step size adjustment strategy, in which the perturbation
magnitude is dynamically tuned according to the slope of the PV power-voltage curve. A detailed PV system and converter model was
developed in MATLAB/Simulink, and simulations were performed under varying irradiance conditions. Performance metrics include
tracking efficiency, convergence time, steady-state oscillation amplitude, and computational complexity. Results. The proposed AM-P&O
achieves a better tracking, reduces convergence time by approximately 35 %, and decreases steady-state oscillations by nearly 90 %
compared to conventional P&O. Under fast irradiance variations, the AM-P&O also demonstrates superior dynamic performance with
lower computational burden compared to IC. Scientific novelty of this work lies in the adaptive perturbation mechanism, which balances
fast convergence and reduced oscillations without increasing algorithmic complexity. Practical value. The AM-P&O provides a practical
MPPT solution for PV systems, ensuring higher energy yield and improved stability in real-world applications, thereby supporting more
efficient renewable energy integration into power networks. References 32, tables 8, figures 8.

Key words: photovoltaic system, maximum power point tracking, adaptive step size, modified perturb and observe algorithm,
interleaved DC- DC converter, tracking efficiency.

Bemyn. B ocmanni poxu giocmedicenmst mouku maxcumanoioi nomyscnocmi (MPPT) cmano kpumuuno 8adciusum KOMROHEHMOM )
gomoenexkmpuunux (PV) cucmemax ons 3abe3nevents Makcumanbno2o 300py enepeii @ ymoeax 3miHHUX oceimuenocmi i memnepanypu.
Ceped HaubinbW NOWUPEHUX aneOPUMMIB, WO WUPOKO 3ACMOCOBYIOMbCA 3A80AKU CE0Ill NpOCmomi ma eheKmusHoCmi, € aneopummu
30ypenna i cnocmepescents (P&O) i 30invwenns npogionocmi (IC). Ipobnema. 3suuaiinuti P&O cxunvhuii 00 KOMUEaHs i NOGITbHO20
OuHamiuHo20 6i02yKy, 6 moii uac sax IC sumaeae Oinviu BUCOKOT OOUUCTIOBATLHOT CKIAOHOCTI | 8MPAYAc MOUHICIb NPU WBUOKO MIHIUBUX
ymosax. Lli nedoniku obmedicyroms 3a2anvHy egpekmusHicms giocmediceHHs ma Hadiinicms cucmemu. Memoro oanoi pobomu € po3pobka
ma oYiHKa HOB020 A0ANMUEHO20 MOOUPDIKOBAHO20 aneopummy 30ypenns i cnocmepedicertsi (AM-P&O) ons PV cucmemu 3 niosuwyiouum
nepemeoprosayem 3 4epeyeanHaM. 3anponoHO8aHUNl MEMOO OUHAMIYHO Pe2yNtOe POMIP KPOKY 30VDeHHS Ol O0CASHEHHA OLNbu WEUOKOT
36iICHOCNE | 3MEHUEeHHA VYCMAneHux KOnueans 015 nioeuwenns egexmusnocmi iocmescenns. Hozo npodykmuswicms oyimoembes
UWATIIXOM MOOEIO8aHH L 31 3MiHHOIO ocgimnericmio. Taxodic 6in nopisuioecmuca 3 mpaduyiiinumu memooamu (P&O ma IC) 3 euxopucmannam
KIIbKICHUX MempUuK, MAaKux SK 4ac 36I04CHOCMI, amMniimyod KoJIUeaHb, e@eKmueHICmb GI0CMENCeHHs ma OOUUCTIOBATbHI SUMPAMU.
Memooonozia. Ancopumm AM-P&O npononye cmpameeiio adanmusHo20 pe2ylo8aHHs po3mipy KpPOKY, 8 sKIi aMnuimyoa 30ypeHHs
OUHAMIYHO HANAWIMOBYEMBCA BIONOGIOHO 00 HAXUTY Kpugoi nomydxcnocmi-wanpyeu PV cucmemu. [Jemanvna modens PV cucmemu ma
nepemsoprosaya pospoonera ¢ MATLAB/Simulink, a moOeniosarnts uKOHAHO 8 yMOBax 3MiHHOT oceimueHocmi. Mempuku npooyKmueHocmi
BKIIOYAIOMb  egheKmUBHicmb  8I0Cmedicets, yac 30idcHocmi, amnaimyody Koaueawvb i obuucmosanvhy ckaaduicme. Pezynemamu.
3anpononosanuti AM-P&O docsieae kpaujoeo 8iocmedicenHsi, CKOpouye uac 30incHocmi npudnusto Ha 35 % i ameHuye yemaneHi KOTUeaHHs.
matidce na 90 % y nopienanni 3 mpaouyitinum P&O. Ipu weuokux sminax oceimnenocmi AM-P&O maxodic 0emoncmpye ucoxi Ounamiumni
Xapakmepucmuku 3 MeHuwumM o0uUcIosanrsHum Haganmagicennam y nopienanni 3 I1C. Haykosa noeusna pobomu nonazac y mexamizmi
adanmueHo2o 30ypenns, aKull 3a0e3nevye OanaHc Midc WEUOKOK 30IJCHICMIO MA 3HUINCEHHAM KOMUBAHb Oe3 30UIbUeHHs. CKIAOHOCMI
aneopummy. Ipakmuuna 3uauumicmo. AM-P&O npononye npaxmuune piwennss MPPT ons PV cucmem, 3abesneuyiouu Oinvuie
BUPOGICHHSL eHepeil Ma NOKPAWeHy CmAabiIbHICIb Y PealbHUX YMOB8AX eKCIyamayii, Cnpusiiouu eqoeKmueHiuil inmezpayii 6I0HOGTIO8AHUX
Oorcepen enepeii 6 enepeomepedrcy. bion. 32, Tabn. 8, puc. 8.

Knrouosi  crnosa: ¢otoesieKTpHYHA CHCTeMA, BiICTeKEHHI TOYKH MAKCHMAJIBHOI MOTY:KHOCTi, AJanTHBHUI PpPO3MIp KpOKY,
Mou(ikoBaHuii aJiropuT™ 30ypeHHs1 Ta crioctepeskennsi, DC-DC nepeTBoproBay 3 4epryBaHHsM, e)eKTUBHICTb BiICTe;KeHHSI.

Introduction. Photovoltaic (PV) technology has
seen rapid deployment worldwide as a cost effective,
modular source of low carbon electricity. However, their
output is nonlinear and strongly sensitive to
environmental factors (irradiance, temperature, etc.) and
operating conditions (partial shading, etc.) so the
maximum power point tracking (MPPT) is vital but
requires a robust, fast and low cost MPPT solution to
improve MPPT energy yield [1-4].

Classical MPPT techniques such as perturb & observe
(P&O) and incremental conductance (IC) remain widely
used because of their simplicity and low implementation
cost. Nonetheless they exhibit limitations, for example
P&O tends to oscillate around the maximum power point
(MPP) in steady state and can be misled by varying

environmental conditions, while IC depends strongly on
step size selection. These limitations introduced new
concepts as variable/adaptive step-size schemes, hybrid
methods, and occasional global search strategies to handle
PV curves under partial shading [5-10].

Partial shading and module mismatch can cause the PV
characteristics to have multiple local maxima which mislead
the conventional MPPT techniques. To address this and the
conventional techniques limitations, researchers proposed
two broad directions. The first was to make them more
adaptive  (variable  step-size,  prediction/estimation,
constrained search windows) so they remain lightweight yet
dynamic, while the second was to incorporate occasional or
hybrid global optimizers (particle swarm optimization
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(PSO), grey wolf optimization (GWO), teaching learning
based optimization etc.) that combine fast local search with
less-frequent global exploration. Hybrid and metaheuristic
approaches improve the global MPP (GMPP) at the cost of
higher computational resources and complexity [3, 7].

Despite these efforts, a clear gap remains between
simple low-cost controllers and advanced computationally
intensive solutions. Many adaptive MPPT techniques either
increase algorithmic complexity (difficult for low-cost
microcontrollers) or still suffer from oscillations and delayed
convergence under rapid irradiance fluctuations [6, 8, 11].

Discussion in light of recent literature (2020-2025).
MPPT algorithms are evaluated primarily by their
tracking efficiency and convergence time [12, 13].
Contemporary literature  (2020-2025) shows that
advanced Al-based methods typically achieve tracking
efficiencies ~99 %, with very fast convergence,
outperforming conventional methods [12, 13]. However,
classical methods (like P&O and IC) remain popular for
their simplicity and low implementation cost [12, 14]. In
practice, the choice of MPPT involves trade-offs among
efficiency, speed, complexity, and robustness to changing
conditions (irradiance, shading, temperature) [12, 14].

P&O and IC are widely used «baseline» MPPT
methods due to their simplicity and minimal sensor
requirements [13, 14]. P&O works by perturbing the PV
operating point and observing power changes. It is easy to
implement but inherently oscillates around the MPP [13].
IC compares incremental and instantaneous conductance
to decide the direction of tracking; it achieves smoother
convergence and lower steady-state ripple than P&O
which makes it a better choice [13, 15].

Empirical studies highlight these differences. For
example, under varying irradiance (250-1000 W/m?),
authors [15] found that IC reached ~98.7 % tracking
efficiency with a 0.15 s convergence, versus ~95.2 % for
P&O. IC also yielded much smaller power ripple (~1.2 kW
vs. 3.8 kW) [15]. In general, P&O tends to overshoot and
oscillate around the MPP, resulting in longer settling times,
while IC responds more smoothly [13, 15]. Under uniform
insolation both work reasonably, but under partial shading
their limitations become severe: they often lock onto a local
maximum rather than the GMPP, causing large energy
losses (up to ~70 %) [10, 13].

To mitigate oscillations and improve speed, many
adaptive or variable-step versions of P&O and IC have
been proposed. These algorithms dynamically adjust the
perturbation step based on PV conditions. For example,
authors [5] introduced a variable-step P&O that uses
multiple step sizes; simulations showed it reduced power
ripple by ~80 % and cut response time by ~30 % compared
to fixed-step P&O. Similarly, authors [3, 16] developed a
4-segment variable-step IC by dividing the I~V curve into
regions with optimized steps, it eliminated steady-state
oscillation and greatly accelerated tracking under rapidly
changing irradiance.

These adaptive schemes retain the basic simplicity
of classical methods but add computational overhead for
step-size logic. In practice, they offer faster convergence
and lower ripple than their fixed-step counterparts while
maintaining comparable steady-state efficiency. For
instance, the improved IC was shown to achieve no
oscillation and improved energy extraction under dynamic
irradiance [3, 17].

Al-based (artificial neural network (ANN), fuzzy logic)
and metaheuristic (PSO, GWO, whale optimization
algorithm (WOA)) approaches use global-search or learning
to overcome classical limits. These methods typically
achieve very high tracking efficiency (often >97 %) and can
handle multiple maxima, but they incur higher complexity
and require more computation or training. Recent reviews
report that Al and metaheuristic MPPTs routinely reach
~99 9% of theoretical power [12, 18].

For example, a neural-network MPPT was shown to
reach ~99.7 % efficiency on clear days (99.3 % on
overcast), with much lower steady-state error and faster
transient response than P&O or IC [18]. Fuzzy-logic
controllers also perform strongly; a recent hybrid fuzzy-
IC MPPT achieved ~97.7 % average efficiency and a
convergence time of only 53.5 ms, outperforming
conventional and other hybrid techniques [19].
Metaheuristics further push these metrics: WOA/GWO
achieved ~98.9 % efficiency in simulation and
measurement [20], and a chimp optimization algorithm
reached ~99.63 % efficiency under shading [14].

However, these gains come at cost. Al and
metaheuristic methods are computationally intensive:
ANNSs require off-line training and embedded hardware,
fuzzy controllers need rule-tuning, and swarm algorithms
iterate many function evaluations. Authors [12] note that
classical methods have low computational cost while Al
methods «demand more complex hardware/software». In
terms of dynamic performance, metaheuristics may
converge slower (~0.65 s for WOA in one study [21],
versus <<0.1 s for some fast techniques) but they excel at
finding the global optimum under variable conditions.

Hybrid methods combine the strengths of global
optimization and local tracking. A common pattern is
using a metaheuristic or Al for coarse tracking and a fast
local method for fine adjustment. These techniques aim to
achieve near-optimal efficiency with accelerated
convergence. For instance, authors [19] proposed a
P&O+PSO hybrid: it attained ~2 % higher efficiency than
pure P&O (and a 0.2 ms faster convergence) under
shading conditions. In [18] authors achieved by fuzzy-IC
hybrid 97.7 % efficiency with only 53 ms settling time.
Similarly, a modified hybrid predictive control and
adaptive P&O (MPC+P&O) controller improved P&O’s
response by ~35 % and reduced overshoot by 28 % [13].

GWO/PSO hybrids exemplify this trade-off:
authors” GWO-PSO method used GWO for exploration
and PSO for exploitation. It required only two tuning
parameters and converged quickly to the GMPP
independently of initial conditions [15], outperforming
standalone PSO or GWO. In general, global-local hybrids
can achieve tracking efficiencies 298 % with fast
convergence times, at the expense of doubled algorithmic
complexity (and tuning of both components).

The recent literature (2020-2025) shows a clear
hierarchy classical MPPTs are simple and low-cost but
oscillatory and vulnerable to shading; adaptive classical
methods improve dynamic behavior with modest
complexity; intelligent/metaheuristic algorithms achieve
very high efficiency and robust shading performance but
are computationally demanding; and hybrid strategies
combine global search with fast local refinement to
optimize both convergence and accuracy. The choice
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depends on application priorities: if simplicity and low cost
dominate, classical or adaptive methods suffice; if maximal
energy yield under complex conditions is needed, modern
Al or hybrid schemes are preferable [12, 15].

Problem statement. Although many MPPT
approaches have been proposed, practical PV systems
impose the following challenges that are not fully solved
by conventional P&O or IC:

e Rapid irradiance changes shift the MPP quickly fixed-
step algorithms either fail to converge fast enough or
produce large steady-state oscillations [5, 11].

e Under partial shading multiple local maxima appear
simple hill-climbing techniques can be trapped in local
MPPs. Global or hybrid searches can find the GMPP but
add complexity and runtime overhead [3, 7].

e There is no universal optimally methods. Methods
that maximize speed often increase oscillation or
computational effort [2, 9].

The goal of the work is the development and
evaluation of a novel adaptive modified perturb and
observe (AM-P&O) algorithm for a PV system with an
interleaved boost converter (IBC).

The proposed method dynamically adjusts the
perturbation step size to achieve faster convergence and
lessen steady-state oscillations to enhance tracking
efficiency. Its performance is assessed through simulation
with varying irradiance. It is then compared to traditional
methods (P&O and IC) using quantitative metrics such as
convergence time, oscillation magnitude, tracking
efficiency, and computational cost.

Materials and methods. The AM-P&O algorithm
was implemented in MATLAB/Simulink. A standard PV
module model was used under dynamic irradiance
conditions to evaluate the algorithm’s response to rapid
changes in solar input. The performance of AM-P&O was
compared to conventional P&O and IC using tracking
efficiency, convergence time, and steady-state oscillation
as quantitative metrics. Simulations were conducted using
continuous, variable sampling.

PV system modeling. PV cell can be represented by an
equivalent electrical circuit that models its non-linear /-
characteristics under different irradiance G and temperature
T conditions. The most widely used representation is the
single-diode model [21] (Fig. 1). It is adopted for its balance
between accuracy and simplicity. While the double-diode
model offers improved accuracy, it requires additional
parameters that are rarely found in datasheet (diffusion and
recombination diode reverse saturation current, diffusion and
recombination diode ideality factor) and increases
computational complexity.
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Fig. 1. PV cell single-diode equivalent model

The output current / of a single-diode model is:
q(V +1IRy)

I1=1,—1Iy(exp ——=|-1), 1

ph ol p( kT ) (1)

where 1, is the photocurrent; /, is the diode reverse

saturation current; R, Ry are the series and shunt

resistances; n is the diode ideality factor; ¢ is the electron
charge; £ is the Boltzmann constant; 7 is the temperature.

The photocurrent /,, depends linearly on solar
irradiance G and is affected by temperature 7

Iph = [Isc,ref +a(T_Tref)]GG > (2)
ref
where G is the incident irradiance; G, is the reference
irradiance (often 1000 W/m?), « is the temperature
coefficient of the current; 7., is the reference temperature;
L. rer 18 the short-circuit current under reference conditions.
The diode reverse saturation current [, varies
exponentially with temperature as:

3
E
Iy =1Io e I exp gl 1 1 )
, Tref nk Tref

where [y, is the reference current; E, is the
semiconductor band-gap energy.

Power converter modeling. The converter used is an
IBC due to its ability to handle high input currents, reduce
current ripple, and improve overall efficiency. It consists of
multiple boost converters in parallel interleaved in operation
with a phase shift (180° for two-phase IBC) (Fig. 2). The
interleaving reduces input current ripple thus minimizes stress
on the PV module and lower electromagnetic interference.
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Fig. 2. Two-phase IBC circuit
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The two-phase IBC [22] used in this work comprises:
two inductors L, L, one per phase; two controlled switches
S1, Sy (typically MOSFETs or IGBTs); two diodes VDy,
VD,; an output capacitor C; a load resistance R;. We can
arrive to the following result after using state space
representation and using the state space averaging technique:

o o 2 1
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dr L, L,
1-D 1-D _L 0
C C RC
il
X = iLZ (5) Y= Couf Vin; (6) Cﬂut: [0 0 1]5 (7)
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where X is the state vector; Y is the output vector; C,,; is
the output matrix; i;;, i;, are the inductor currents; Vj is
the output voltage; V;, is the input voltage; R is the load
resistance; Ly, L, are the inductance of both phases of the
IBC; D is the duty cycle; C is the output capacitance.

The system consists of a PV panel connected to a
two-phase IBC (Fig. 3). The PV voltage and current are
measured and sent to the control block, which runs the
MPPT algorithm. Based on these values, the control
generates a duty ratio that drives the IBC to regulate the
output and deliver maximum power to the load.
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MPPT algorithms. For decades, researchers have
focused on extracting the most power from PV systems,
resulting in a wide range of MPPT techniques. These
range from traditional methods (for example, P&O, IC
and hill climbing) to more modern approaches like as
fuzzy logic, neural networks, PSO and genetic algorithms.
P&O is the most widely used MPPT technique due to its
simplicity and low cost to implement. It perturbs the
operating point of the PV and observes the power if
power increases, perturbation continues in the same
direction; if it decreases, the direction reverses.

It does however display oscillations around the MPP
in steady state and can fail under rapidly changing
irradiance. Furthermore, the fixed step size creates a
trade-off , big step size allow for faster tracking but
increased power loss due to oscillations while tiny step
size reduce oscillations but hinder convergences.

Principle of operation of P&O. P&O is based on
an iterative process that continuously adjusts the duty
cycle of the DC-DC converter to extract the maximum
amount of power possible from a PV [23].

The algorithm measures the new power and
compares it to the last value. If power increases it
continues perturbing in the same direction. If it decreases
it perturbs in the opposite direction (see Table 1).

Table 1
Power voltage cases for P&O algorithm
AP | AV Action
>0 | >0 Increase voltage
>0 | <0 Decrease voltage
<0 | >0 Decrease voltage
<0 | <0 Increase voltage

Principle of operation of IC. Its an algorithm that
improves upon the conventional P&O by directly analyzing
the slope of the power voltage curve of a PV panel. The core
idea is that the derivative dP/dV is 0 at MPP, positive to the
left and negative to the right. Unlike P&O which only
observes the power, IC attempts to mathematically determine
whether the current operating point is to the left or right of
the MPP using both instantaneous and IC [24] (Table 2). Let:

P=1V; (8); dP/dV =1+ V(dl/dV); (9)

For:

dP/dV=0; (10) drdv=-1/v, (11)
where /is the PV current; V'is the PV voltage; P is the PV power.
Table 2
IC principle

Action
Stay at MPP

Increase voltage

Condition
AV#0and Al AV=-1]V

AV#0and Al JAV>-1/V
AV#0and Al AV <-I/V

Decrease voltage
If AI=0: stay at MPP;
if Al # 0: perturb

Proposed modified P&O algorithm. To overcome the
trade-off due to the step size seen in traditional P&O and IC,
an adaptive step-size strategy is introduced, in which it
dynamically adjusts based on the P-V curve and rate of change
of power. Algorithm description is next (Table 3). Let:

A= P(k) - P(k-1);  (12) Ay = V(k)— V(k-1).

AV=0

(13)

Adaptive step size:

A
k) = @y | 1-exp(——)) |, 14
a(k)=a { eXp(ﬂAz)} (14)

where P is the PV power; V is the PV voltage; o,y is the
maximum perturbation step, u is the sensitivity coefficient
(in this article we took #=0.01); A;, A, are the difference
of power and voltage.

Table 3
Power voltage cases for novel modified P&O algorithm
AP | AV Duty cycle D
>01|>0 Increase by a(k)
>0]<0 Decrease by a(k)
<0[>0 Decrease by a(k)
<0 | <0 Increase by a(k)

Simulation setup. PV module parameters. The PV
system model is developed using a commercially available
PV module, with all key parameters carefully extracted
directly from the manufacturer’s datasheet. These parameters
include characteristics such as rated power, open-circuit
voltage, short-circuit current, temperature coefficients, and
other essential electrical specifications. Table 4 summarizes
the simulation model parameters used in this study of the
different control methods for the PV panel.

Table 4
PV module parameters
Parameter Value
Module Zytech Solar ZT280P
Maximum power Py, W 280.33
Cells per module 72
Open circuit voltage V., V 45.25
Short-circuit current /., A 8.4
Voltage at MPP V,,,,, V 35.62
Current at MPP [,,,,, A 7.87
Temperature coefficient of V., %/°C —0.3199
Temperature coefficient of /., %/°C 0.0483
Model parameters
Light-generated current /;, A 8.475
Diode saturation current /), A 6.39-10"
Diode ideality factor 0.9562
Shunt resistance R, Q 194.59
Series resistance R, 0.564
Converter parameters. The IBC used in the

simulation is designed according to the power rating of
the PV module and the desired DC bus voltage (Table 5).

Table 5
IBC converter parameters

Parameter Value
Inductor per phase L, mH 4
Output capacitor C, pF 1000
Switching frequency f;, kHz 10
Number of phases 2
Duty ratio range D [0.1 -0.9]

Load parameters. The load considered in this study
consists of a 900 W electrical device connected in parallel
with a rechargeable energy storage system (Table 6). The
energy storage system is a Li-lon battery, which is chosen
for its high energy density, long cycle life, and efficient
charge/discharge characteristics. This configuration allows
the system to supply the load continuously while
accommodating fluctuations in generation and consumption.
The parallel configuration also allows for the analysis of
transient responses and the impact of load variations on both
the PV system and the battery performance.
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Table 6
Load parameters

Component Parameter Value
Type Li-lon
Nominal voltage, V 96
Battery |Rated capacity, Ah 50
Initial state of charge, % 20
Battery response time, s 30
Load Rated power, W 900
Connection In parallel with the battery

Test scenarios. To evaluate the performance of the
system, several test scenarios are considered, focusing on
variations in environmental and operating conditions. The
primary scenario involves changes in solar irradiance levels,
simulating real-world fluctuations in sunlight intensity.

Performance evaluation metrics. System
performance is evaluated by tracking efficiency,
convergence time, steady-state  oscillations, and
computational cost, which together measure power
extraction, speed, stability, and algorithm efficiency.

Results and discussion. In this simulation, the initial
duty cycle variation (AD) was fixed at 0.01 across all
methods, ensuring a consistent and fair basis for comparison.
Figure 4 shows the irradiance profile applied during the
simulation. The irradiance begins at 1000 W/m?, at 0.6 s drops
to 700 W/mZ, and then rises to 800 W/m’ from 1.2 s to 1.8 s.
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Fig. 4. Time profile of irradiance applied during the simulation

These irradiance variations are applied to assess the
dynamic performance of the PV system, focusing on its
voltage, current, and power response under rapidly
changing solar conditions. Such an analysis offers
valuable insight into the system’s stability and efficiency
when operating under realistic, time-varying irradiance
profiles. Figure 5 illustrates the duty cycle performance
comparison of 3 MPPT algorithms: IC, P&O, and the
proposed method over a period of 1.8 s. The most notable
characteristic is the dramatically different behavior
patterns between the methods.
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Fig. 5. Duty cycle variation obtained using IC, P&O and the
proposed AM-P&O method

IC and P&O algorithms exhibit pronounced
oscillations, with duty cycles fluctuating between 0.5 and
0.8 due to the fixed perturbation step (AD). In contrast, the
proposed method demonstrates much greater stability, with
only brief disturbances around 0.6 s and 1.2 s, after which it
quickly returns to the steady operating point. This stable
behavior highlights the effectiveness of the adaptive
mechanism in minimizing oscillations, enabling more
accurate MPPT, improved energy harvesting efficiency,
and reduced power loss compared to traditional methods.

Figure 6 shows the PV power output of the 3 MPPT
algorithms over a simulation period of 1.8 s. The results
illustrate how effectively each method tracks the MPP
under changing irradiance conditions. The output
stabilizes around 1400 W initially, then drops to
approximately 1000 W, and finally settles near 1132 W.
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Fig. 6. Instantaneous PV power response under different
MPPT algorithms IC, P&O and the proposed method

While all algorithms are able to follow the MPP
transitions, the proposed method exhibits faster stabilization
and smoother tracking compared to IC and P&O. Figure 7
presents the PV power output of the 3 MPPT algorithms
over a 0.04-second window to provide a clearer view of their
dynamic behavior.
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Fig. 7. Zoomed-in view of PV power variations
under IC, P&O, and the proposed method

While all methods eventually reach the MPP, their
responses differ noticeably in terms of oscillations. The
proposed method delivers the most stable performance,
keeping the output within just 1-2 W of the optimum. By
comparison, the P&O algorithm shows moderate
oscillations of about 15-20 W above and below the MPP
due to its continuous P&O operation.

The IC algorithm exhibits the most significant
oscillations, with power swings of 20-25 W around the
MPP, particularly pronounced during the initial portion of
the measurement period before somewhat stabilizing.
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Overall, these results underline the superior stability and
efficiency of the proposed method compared with
conventional approaches.

Figure 8 compares the mean output power of the three
MPPT algorithms. The proposed method delivers the highest
performance at 955 W, followed by P&O at 949.5 W and IC
at 946.5 W. Although the numerical differences may seem
modest about 0.6 % higher than P&O and 0.9 % higher than
IC this improvement translates into more efficient energy
harvesting over extended operation. These results confirm
the proposed method’s superior capability to track the MPP

while minimizing power losses.
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Fig. 8. Mean output power comparison of
IC, P&O, and the proposed method

Analysis of trade-offs between speed, accuracy, and
complexity. The comparison of the 3 MPPT methods
(Tables 7, 8) highlights key trade-offs. P&O and IC respond
quickly but exhibit higher oscillations (£15-25 W), leading
to slightly lower mean power (949.5 W and 946.5 W) and
reduced tracking accuracy. The proposed method achieves
high accuracy and minimal oscillations (x1-2 W) with a
higher mean power of 955 W, but at the cost of increased
computational complexity. These results demonstrate that
improved stability and energy harvesting efficiency can be
obtained with more complex algorithms, while simpler
methods offer faster but less precise tracking.

Table 7
Comparative table of the methods
MPPT . Computational
method Duty cycle behavior cost
High oscillations, fluctuates
P&O between 0.5 and 0.8 low
IC High oscillations, fluctuates low
between 0.5 and 0.8
Proposed Stable, minor disturbances hich
method at~0.6sand 1.2 s &
Table 8

Power comparative table of the methods

Power oscillations Mean output
MPPT method around MPP power, W
P&O moderate, £15-20 W 949.5
IC significant, £20-25 W 946.5
Proposed method minimal, +1-2 W 955.0

Conclusions. The proposed method achieved the
highest mean output power at 955 W, outperforming both
P&O (949.5 W) and IC (946.5 W) algorithms. More
importantly, it demonstrated exceptional stability with
minimal oscillations around the MPP, maintaining steady-
state operation without the continuous perturbation’s
characteristic of conventional methods.

The duty cycle analysis revealed that traditional IC
and P&O algorithms exhibit significant oscillatory
behavior as they continuously search for the optimal
operating point. In contrast, the proposed method quickly
converges to a stable duty cycle and maintains it
throughout the test period, indicating superior tracking
precision and reduced power losses.

Under dynamic conditions with varying irradiance
levels, the proposed method consistently followed the
desired MPP while maintaining stable power output. The
reduced oscillations and improved tracking stability
translate to enhanced energy harvesting efficiency, making
it particularly valuable for practical PV applications where
consistent power generation is crucial.

Future work can focus on implementing the AM P&O
algorithm on embedded hardware to validate its real-time
performance and computational efficiency. Its structure also
allows for integration with hybrid or predictive schemes to
further enhance convergence under extreme irradiance
fluctuations or partial shading conditions. Moreover,
combining the proposed method with real-time irradiance
estimation or forecasting techniques could further optimize
energy extraction in grid-connected PV system.

Conflict of interest. The authors declare that they
have no conflicts of interest.

REFERENCES
1. Katche M.L., Makokha A.B., Zachary S.O., Adaramola M.S. A
Comprehensive Review of Maximum Power Point Tracking (MPPT)
Techniques Used in Solar PV Systems. Energies, 2023, vol. 16, no. 5, art.
no. 2206. doi: https://doi.org/10.3390/en16052206.
2. Endiz M.S., Gokkus G., Cosgun A.E., Demir H. A Review of
Traditional and Advanced MPPT Approaches for PV Systems Under
Uniformly Insolation and Partially Shaded Conditions. Applied Sciences,
2025, vol. 15, no. 3, art. no. 1031. doi:
https://doi.org/10.3390/app15031031.
3. Ali M.H., Zakaria M., El-Tawab S. A comprehensive study of recent
maximum power point tracking techniques for photovoltaic systems.
Scientific Reports, 2025, vol. 15, no. 1, art. no. 14269. doi:
https://doi.org/10.1038/s41598-025-96247-5.
4. Alombah N.H., Harrison A., Mbasso W.F., Belghiti H., Fotsin H.B.,
Jangir P., Al-Gahtani S.F., Elbarbary Z.M.S. Multiple-to-single maximum
power point tracking for empowering conventional MPPT algorithms
under partial shading conditions. Scientific Reports, 2025, vol. 15, no. 1,
art. no. 14540. doi: https:/doi.org/10.1038/541598-025-98619-3.
5. Sun C, Ling J.,, Wang J. Research on a novel and improved
incremental conductance method. Scientific Reports, 2022, vol. 12, no. 1,
art. no. 15700. doi: https:/doi.org/10.1038/s41598-022-20133-7.
6. YeS.-P.,LiuY.-H., Liu C.-Y.,Ho K.-C., Luo Y.-F. Artificial Neural
Network Assisted Variable Step Size Incremental Conductance MPPT
Method with Adaptive Scaling Factor. Electronics, 2021, vol. 11, no. 1,
art. no. 43. doi: https://doi.org/10.3390/electronics11010043.
7. Singh Chawda G., Prakash Mahela O., Gupta N., Khosravy M.,
Senjyu T. Incremental Conductance Based Particle Swarm Optimization
Algorithm for Global Maximum Power Tracking of Solar-PV under
Nonuniform Operating Conditions. Applied Sciences, 2020, vol. 10, no.
13, art. no. 4575. doi: https://doi.org/10.3390/app10134575.
8. Mahmod Mohammad A.N., Mohd Radzi M.A., Azis N., Shafie S.,
Atiqi Mohd Zainuri M.A. An Enhanced Adaptive Perturb and Observe
Technique for Efficient Maximum Power Point Tracking Under Partial
Shading Conditions. Applied Sciences, 2020, vol. 10, no. 11, art. no.
3912. doi: https://doi.org/10.3390/app10113912.
9. Amal Z. Advanced Perturb and Observe Algorithm for Maximum
Power Point Tracking in Photovoltaic Systems with Adaptive Step Size.
Journal of Automation, Mobile Robotics and Intelligent Systems, 2024,
pp- 55-60. doi: https://doi.org/10.14313/JAMRIS/3-2024/22.
10. Djilali A.B., Bounadja E., Yahdou A., Benbouhenni H., Elbarbary
ZM.S., Colak 1., Al-Gahtani S.F. Enhanced variable step sizes perturb
and observe MPPT control to reduce energy loss in photovoltaic systems.

62

Electrical Engineering & Electromechanics, 2025, no. 6



Scientific Reports, 2025, vol. 15, no. 1, 11700. doi:
https://doi.org/10.1038/s41598-025-95309-y.

11. Subudhi B., Pradhan R. A Comparative Study on Maximum Power
Point Tracking Techniques for Photovoltaic Power Systems. [EEE
Transactions on Sustainable Energy, 2013, vol. 4, no. 1, pp. 89-98. doi:
https://doi.org/10.1109/TSTE.2012.2202294.

12. Boubaker O. MPPT techniques for photovoltaic systems: a
systematic review in current trends and recent advances in artificial
intelligence. Discover Energy, 2023, vol. 3, no. 1, art. no. 9. doi:
https://doi.org/10.1007/s43937-023-00024-2.

13. Naima B., Belkacem B., Ahmed T., Benbouhenni H., Riyadh B.,
Samira H., Sarra Z., Elbarbary Z.M.S., Mohammed S.A. Enhancing
MPPT optimization with hybrid predictive control and adaptive P&O for
better efficiency and power quality in PV systems. Scientific Reports,
2025, vol. 15, no. 1, art. no. 24559. doi: https://doi.org/10.1038/s41598-

art. no.

19. Timur O., Uzundag B.K. Design and Analysis of a Hybrid MPPT
Method for PV Systems Under Partial Shading Conditions. Applied
Sciences, 2025, wvol. 15, mno. 13, art. no. 7386. doi:
https://doi.org/10.3390/app15137386.

20. Elsafi A., Almohammedi A.A., Balfaqih M., Balfagih Z., Sabri S.
Comparative analysis of maximum power point tracking methods for
power optimization in grid tied photovoltaic solar systems. Discover
Applied  Sciences, 2025, vol. 7, no. 9, art. no. 976. doi:
https://doi.org/10.1007/s42452-025-07606-w.

21. Latreche K., Taleb R., Bentaallah A., Toubal Maamar A.E., Helaimi
M., Chabni F. Design and experimental implementation of voltage
control scheme using the coefficient diagram method based PID
controller for two-level boost converter with photovoltaic system.
Electrical Engineering & Electromechanics, 2024, no. 1, pp. 3-9. doi:
https://doi.org/10.20998/2074-272X.2024.1.01.

025-10335-0.

14. Nagadurga T., Raju V.D., Barnawi A.B., Bhutto J.K., Razak A.,
Wodajo A.W. Global MPPT optimization for partially shaded
photovoltaic systems. Scientific Reports, 2025, vol. 15, no. 1, art. no.
10831. doi: https://doi.org/10.1038/s41598-025-89694-7.

15. Chtita S., Motahhir S., EIl Hammoumi A., Chouder A., Benyoucef
A.S., El Ghzizal A., Derouich A., Abouhawwash M., Askar S.S. A novel
hybrid GWO-PSO-based maximum power point tracking for
photovoltaic systems operating under partial shading conditions.
Scientific Reports, 2022, vol. 12, no. 1, art. no. 10637. doi:
https://doi.org/10.1038/541598-022-14733-6.

16. Melhaoui M., Rhiat M., Oukili M., Atmane I., Hirech K., Bossoufi
B., Almalki M.M., Alghamdi T.A.H., Alenezi M. Hybrid fuzzy logic
approach for enhanced MPPT control in PV systems. Scientific Reports,
2025, vol. 15, no. 1, art. no. 19235. doi: https://doi.org/10.1038/s41598-
025-03154-w.

17. Hussain M.T., Sarwar A., Tariq M., Urooj S., BaQais A., Hossain
M.A. An Evaluation of ANN Algorithm Performance for MPPT Energy
Harvesting in Solar PV Systems. Sustainability, 2023, vol. 15, no. 14, art.
no. 11144. doi: https://doi.org/10.3390/sul51411144.

18. Zemmit A., Loukriz A., Belhouchet K., Alharthi Y.Z., Alshareef M.,
Paramasivam P., Ghoneim S.S.M. GWO and WOA variable step MPPT
algorithms-based PV system output power optimization. Scientific
Reports, 2025, wvol. 15, mno. 1, art. no. 7810. doi:
https://doi.org/10.1038/541598-025-89898-x.

How to cite this article:

22. Hosseinpour M., Seifi E., Seifi A., Shahparasti M. Design and
analysis of an interleaved step-up DC-DC converter with enhanced
characteristics. Scientific Reports, 2024, vol. 14, no. 1, art. no. 14413. doi:
https:/doi.org/10.1038/s41598-024-65171-5.

23. Saberi A., Niroomand M., Dehkordi B.M. An Improved P&O Based
MPPT for PV Systems with Reduced Steady-State Oscillation.
International Journal of Energy Research, 2023, vol. 2023, art. no.
4694583. doi: https://doi.org/10.1155/2023/4694583.

24. Louarem S., Kebbab F.Z., Salhi H., Nouri H. A comparative study of
maximum power point tracking techniques for a photovoltaic grid-
connected system. Electrical Engineering & Electromechanics, 2022, no.
4, pp. 27-33. doi: https://doi.org/10.20998/2074-272X.2022.4.04.

Received 11.05.2025
Accepted 09.07.2025
Published 02.11.2025

M. Makhlouf ! Doctor of Science, Lecturer,

O. Laouar 2, Master of Science, Student,

"Ecole National Polytechnique de Constantine, Algeria,
e-mail: makhlouf.me@gmail.com (Corresponding Author).
2 CentraleSupelec, Gif-sur-Yvette, Ile-de-France, France.

Makhlouf M., Laouar O. New adaptive modified perturb and observe algorithm for maximum power point tracking in photovoltaic

systems with interleaved boost converter. FElectrical Engineering & Electromechanics, 2025, no.

https://doi.org/10.20998/2074-272X.2025.6.08

6, pp. 57-63. doi:

Electrical Engineering & Electromechanics, 2025, no. 6

63



UDC 621.3
V.T.K. Nhi, B.T. Quy, H.H.B. Nghia, L.V. Dai

https://doi.org/10.20998/2074-272X.2025.6.09

A robust hybrid control strategy for enhancing torque stability and performance in PMSM drives

Introduction. Recently, permanent magnet synchronous motors (PMSMs) have become essential in various high-performance
applications, including electric vehicles and renewable energy systems. However, traditional control methods, such as PI controllers,
often struggle to handle dynamic operating conditions and external disturbances, resulting in torque ripple and stability issues. Problem.
The main issue with existing control strategies is their inability to maintain accurate torque control and system stability under
Sfluctuating loads and varying motor parameters, which negatively impacts performance in real-world applications. Goal. This paper
proposes a robust hybrid control strategy that integrates sliding mode control (SMC) with proportional resonant control (PRC),
enhanced by Luenberger and Kalman observers. The goal is to improve torque stability, reduce errors, and optimize performance in
PMSM drive systems. Methodology. The proposed method combines SMC and PRC to form an SMC-PRC controller, with Luenberger
and Kalman observers integrated for effective load torque estimation. Results. The simulation experiments were carried out to compare
the effectiveness of the proposed control strategy with that of traditional PI controllers. The results revealed that the SMC-PRC
approach offers a notable improvement in overall control performance, including reduced tracking error, enhanced dynamic response,
and better stability. Furthermore, the proposed method achieved faster settling times and maintained robust operation under varying
system conditions. Scientific novelty. This work introduces a hybrid control approach that combines SMC and PRC with advanced state
estimation techniques, providing a robust and efficient solution to PMSM control. Practical value. The proposed method is highly
beneficial for applications under dynamic operating conditions, such as electric vehicles and renewable energy systems, improving
system efficiency and stability. References 40, tables 7, figures 10.

Key words: permanent magnet synchronous motor, sliding mode control, proportional resonant control, integral absolute
error, integral time absolute error, integral square error, Luenberger observer, Kalman filter.

Bcemyn. Ocmanniv wacom cunxponui OeueyHu 3 nocmitiHumu macvimamu (PMSM) cmanu Hegio 'emHol0 yacmunowo pisHux
BUCOKONPOOYKMUBHUX 3ACTNOCYBAHb, GKIIOUAIOYU eleKmpomobini ma cucmemu 6i0HO806aHOI enepeii. OOnax mpaouyiini memoou
ynpasninua, maki ax Il-pecynamopu, uacmo e cnpagiaiomsvCsa 3 OUHAMIYHUMU POOOUUMU YMOBAMU A 306HIUHIMU 30YPEHHAMU, WO
npu3B00Ums 00 NyIbCayill KPymHo2o MomMeHmy ma npoonem 3i cmabinoHicmio. OCHOBHOIO BPOOIEMOIO ICHYIOUUX MemOOi8 YNPAGTIHHA €
ix Hez0amHicmv NIOMpUMY8amu Mo4He YNPAGIIHHA KPYMHUM MOMEHMOM | CIMIUKICMb CUCeMU NpU KOIUBAHHAX HAGAHMAJICEHHS |
napamempax 08USYHA, WO 3MIHIOIOMbCA, WO He2amUeHO 6NIUSAE HA NPOOYKMUSHICMb 6 peanbhux cumyayiax. Mema. Y yiti cmammi
NPONOHYEMbCA HAOIUHA 2IOpUOHA cmpame2is YNPAGIiHHA, WO NOEOHYE YNpagninHa KoesHum pescumom (SMC) 3 nponopyiiino-
pezonanchum ynpasninuam (PRC), yoockonanena 3a donomoeoio cnocmepicayie Jlioenbepeepa ma Kanmana. Mema nonscac 6 momy,
Woob nidsuwumu cmabitbHiCMe KPYMHO20 MOMEHIMY, 3MEHWUMU NOXUOKY | ONMUMizyeamu npoOyKmueHicms cucmem npueody PMSM.
Memooonozia. Ilpononosanuii memoo o06’eonye SMC ma PRC ona ¢hopmysanus peeyismopa SMC-PRC, 3 inmezposanumu
cnocmepieavamu Jloenbepeepa ma Kammana 015 oyinku epexmugnozo Kpymuozo Mmomenmy Haganmadicenns. Pezynomamu.
Ilposederno imimayitini  excnepumenmu  NOpIGHAHHA e@eKmMUSHOCII  3anpoONnOHO8AHOI cmpamezii YNPAGIiHHA 3  eqeKMUGHICIO
mpaduyitinux Ill-pecynamopis. Pesyromamu noxazanu, wo nioxio SMC-PRC 3abesneuye nomimue NOKpAWEHHS 3A2ATbHUX
Xapakmepucmux ynpaeninHa, 6KIIOHAIOYYU 3HUNCEHHS NOXUOKU CMEdCeHHs, NOKPAWeHHs OUHAMIYHO20 GIiO2YKYy ma NiOuujeHHs
cmitikocmi. Kpim moeco, npononosanuii memoo 3abesneuye Oinbul WEUOKUL YAC GCMAHOGNCHH I CMIUKY pobomy npu ymosax
@ynkyionyeanns cucmemu, wo 3minoiomecs. Haykoea noeusna. Y pobomi npedcmagienuii 2iopudnuii nioxio 00 ynpaguinms, wo
noeonye SMC ma PRC 3 nepedogumu memooamu oyinku cmamny, wo sabesneuye naoditine ma egexmugne piwients Ons YnpasiiHHs
PMSM. IIpaxmuuna 3suauumicme. 3anpononoganuii Memoo € KOPUCHUM OJisl 3ACMOCYSAHHSL Y OUHAMIYHUX YMO8AX eKCHIyamayii,
MAaKUX sIK eneKmpomoObini ma cucmemu 8iOHOBII06AHOL enepeii, niosuwyrouu ix egpekmusnicmo ma cmitikicmo. bion. 40, Tabn. 7, puc. 10.
Kniouoei cnosa: cHHXpOHHHUH JBUTYH 3 NOCTifHUMM MarHiTaMH, KepyBAHHS KOB3HHM Pe:KHMOM, NPONOPLiiHO-pe30HAHCHE
KepyBaHHs, iHTerpajbHa a0co/l0THA NMoxubKa, iHTerpajbHa THMYacoBa a0COIIOTHA MOXHOKA, iIHTerpajibHa KBAaJpPATH4YHA
noxudka, cnocrepirau Jlroenodeprepa, pinstp Kasimana.

Introduction. The permanent magnet synchronous
motor (PMSM) is widely used in critical applications
across various industries, including electric vehicles,
industrial robotics, aerospace, and especially in the
rapidly expanding renewable energy sector [1-3].
PMSMs offer key advantages such as high power density,
exceptional efficiency, and a broad speed range, all of
which contribute to their high reliability [4, 5]. PMSM
control methods are generally categorized into 3 main
approaches: field-oriented control (FOC), direct torque
control (DTC) and V/F control [6, 7]. While DTC and
V/F control are relatively simple to implement, they are
prone to significant torque ripple and lower efficiency [8].
In contrast, FOC provides precise control of the magnetic
field by adjusting the frequency, voltage, and inverter
output position, which ensures stable torque, low noise,
high power, and excellent dynamic performance [6, 9].

Linear control methods, such as PI control, PID
control, and linear state feedback, have been commonly
applied to control PMSMs. However, PMSMs exhibit
numerous nonlinear characteristics, including system
uncertainties and external disturbances, which increase

the complexity of controller design. These nonlinearities
also make it more challenging to achieve the desired
tracking performance in PMSM control systems [10]. To
address these challenges, nonlinear control methods such
as sliding mode control (SMC), fuzzy logic control,
adaptive control, and model predictive control have
gained popularity. For example, articles [11, 12] explore
integrating a fuzzy event-trigger mechanism with super-
twisting SMC to enhance sampling efficiency and
tracking performance. Additionally, disturbance observer-
based SMC has been introduced to counteract external
disturbances in PMSM control [13].

As a result, sensorless control algorithms for
PMSMs have become a key research area in motor
control. These algorithms include high-frequency
injection, extended Kalman filters (EKFs), model
reference adaptive systems, and sliding mode observers
(SMO) [14, 15]. Among these, SMO has become a
preferred method due to its advantages in variable-
structure control systems, simple implementation, and
high robustness against parameter variations and external
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disturbances. Sensorless control methods primarily
involve high-frequency signal injection [16] and the
fundamental frequency model [17]. The high-frequency
injection method involves injecting a high-frequency
voltage or current into the system and analyzing the
response to estimate rotor position, even when the motor
is stationary or running at low speeds. However, this
approach can introduce high-frequency noise, which
impacts system performance. On the other hand, the
fundamental frequency model is typically used for
medium-to-high speed ranges, where the stator current is
employed as input to an observer to determine rotor
position. Common observers used in this method include
the EKF [18, 19], model reference adaptive control [20],
SMO [21] and a nonlinear flux observer [22, 23]. Among
these, EKF has better convergence at low speeds but
heavily depends on tuning the noise matrix to achieve
high accuracy, requiring extensive simulation experiments
to fine-tune suitable parameters [24].

Recently, optimization algorithms have been
employed to determine the optimal values for the Q and R
matrices in the EKF [24]. Several studies have utilized
real-coded genetic algorithms in sensorless PMSM
control systems to optimize the noise matrices of the EKF
[25, 26]. Another approach involves the use of a
normalized EKF, designed to improve the adaptability of
the EKF to wvarious control systems. This method
integrates a swarm intelligence algorithm for offline
parameter self-learning. However, these optimization
algorithms come with high computational complexity,
requiring large training datasets and multiple iterations to
achieve optimal results, which results in extended training
times. Additionally, ensuring that the training dataset
sufficiently covers all possible operating conditions of the
system remains a significant challenge in practical
applications [24]. Some studies [27] have incorporated
fuzzy logic into the EKF to adjust the O and R noise
matrices in the sensorless control system of PMSM.
However, the effectiveness of this method is heavily
dependent on the accuracy of the fuzzy logic control
rules. Furthermore, other research [24, 28, 29] has applied
the Sage-Husa Kalman algorithm to sensorless control
systems of PMSM and linear PMSMs. This approach uses
the Sage-Husa noise estimator to compute R via
regression methods and determine (. However, the
traditional Sage-Husa noise estimator may lead to
observer divergence. As a result, recent improvements
have focused on enhancing the stability and accuracy of
the observer, while preserving the benefits of fast
convergence and high adaptability [24].

This study proposes a linear state estimation
approach for load estimation of PMSM based on an
improved Luenberger observer and a Kalman filter,
incorporating the principles of the SMC for speed loop
control and 2 proportional resonant control (PRC)
controllers for current loop control. The proposed system
aims to create a robust motor control system for surface-
mounted PMSM (SPMSM) with precise state estimation,
strong speed control, and stable current control, optimized
for high-performance applications in environments with
noise and load variations. The Kalman filter is utilized to
estimate unmeasured states and filter the measured
signals. This filter is a common choice in industrial
applications due to its optimal performance in linear
systems with zero-mean, uncorrelated Gaussian noise.

Interestingly, the Kalman filter remains optimal even
when the noise is non-Gaussian [30]. The Luenberger
observer offers notable advantages, such as simplicity and
low computational cost, particularly for linear systems. It
is easy to implement and does not require complex
calculations like the Kalman filter, allowing for quick and
efficient state estimation. The estimated signal is then
used for direct torque load compensation to enhance the
system’s instantaneous response. The SMC algorithm is
introduced to reduce oscillation during sliding mode
operation and improve system stability. This algorithm
utilizes continuous control signals to replace traditional
high-gain switching terms, thereby enhancing robustness
against speed variations. Additionally, the algorithm
integrates adaptive feedback gain correlated with the
motor speed, mitigating the effects of speed fluctuations
on system performance.

The goal of the paper is to propose a robust hybrid
control strategy for PMSM drive systems, specifically
targeting improved torque stability and overall system
performance. By integrating SMC with PRC, the strategy
seeks to minimize torque ripple and enhance system
efficiency. The approach is further reinforced by the use
of enhanced Luenberger state observer (LSP) and Kalman
state observer (KSP) for accurate load torque estimation.
The ultimate goal is to offer a more reliable, robust and
efficient control solution, surpassing traditional PI
controllers, particularly in environments with fluctuating
loads and dynamic motor parameters.

Main contributions of this study are:

1. The proposal of a hybrid control strategy combining
SMC and PRC, improving both torque stability and
system performance, resulting in better performance than
traditional PI controllers.

2. The integration of Luenberger and Kalman observers
enhances load torque estimation and improves system
reliability by accurately estimating unmeasured states.

3. The introduction of feed-forward compensation
(FFC), which compensates for changes in load torque and
disturbances, thus reducing delays and enhancing
transient response.

4. Significant improvements in key performance
metrics (integral of absolute error — IAE, integral of time-
weighted absolute error — ITAE, integral of squared error
— ISE) based on simulation results, showing reductions of
up to 94.614 % in IAE, 94.603 % in ITAE and 99.708 %
in ISE compared to PI control.

5.A focus on applications in fluctuating load
environments such as electric vehicles and renewable
energy systems, where dynamic motor parameters and
environmental changes often occur.

Mathematical model of PMSM. In the dg-axis
reference frame, disregarding the magnetic saturation
effect, the extended back electromotive force (EMF) model
of a PMSM can be represented as follows [4, 6, 24, 31]:

Ug Rs +SLd —a)eLq id 0
= . +ea ° s (1)
Uy a)eLq Ry +sLy iy 1

where s is the Laplace operator; u, u, are the stator
voltages in the dg-axis; iy i, are the components of the
stator current in the dg-axis; R, is the stator winding
resistance; Ly, L, are the dg-axis inductances; @, is the
rotational speed of the magnetic flux; e, is the magnitude of
the extended EMF of the PMSM, described as [1, 2, 24]:
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Applying the inverse Park transformation to (1)
yields the EMF model in the of-axis coordinate system,

expressed as follows [6, 24]:
ug| [ Rotsly —alty—L,)] [ia —sing
= 1 ey ., (3)
ug a)e(Ld — Lq) Ry +sL, ig cosd

where @ is the electrical rotor angle; u,, uz are the stator
voltages in the ayfaxis; i,, igare the components of the stator
current in the gf-axis.

The governing torque 7, equation can be derived from
the input power equation of the windings. By simplifying
this equation and applying the characteristics of the PMSM,
the following expression is obtained [4, 32]:

R AT W R

where p is the number of pole pairs; ¢, is the rotor
permanent magnet flux linkage.

In a PMSM, the permanent magnets are positioned
on the rotor’s surface, making the motor non-salient.
Consequently, the reluctance paths along both the d-axis
and g-axis are identical, resulting in equal inductances for
both axes. For simplicity, the machine’s inductance will
be represented by L, = L, = L,. Therefore, (4) can be
written as [33, 34]:

3 .
T, =5 POriq- (5)

Using Newton’s second law,
equation of the system can be derived as:
dg‘;r + B, ©)
where j is the total system inertia; 77 is the load torque;
. is the mechanical angular velocity of the rotor; B, is
the viscous friction coefficient of the motor.

The total system inertia accounts for the inertia of
the PMSM and all coupling or fastening components
connecting them. The first term in the equation
corresponds to the torque required to accelerate the
system without the effects of friction. The other 2 terms
refer to the torque needed to overcome viscous friction
and disturbance torque, respectively. Disturbance torque
can originate from factors such as load torque, unmodeled
friction, or other dynamic effects within the system.

Load torque identification method. FFC is a
control technique that improves system response to rapid
input signal changes without relying on feedback from the
system. This method effectively reduces delays and helps
the control system stabilize quickly when there are sudden
changes in load torque, disturbances, or external factors.
FFC works by providing a control signal based on the
predicted behavior of the system. When there are changes
in load torque or external disturbances, the FFC control
signal is computed and applied immediately without
waiting for feedback from the system’s sensors or
measurement devices. To apply FFC, we first need to
develop the dynamic model of the system. For SPMSM,
this model describes the relationship between the
electromagnetic torque, load torque and frictional effects
within the system. From (6) we rewrite the general

equation for the SPMSM system as follows:
o _p 1, B0, (7)
dt —

the mechanical

I,=T,+j

T, p

where 77 is the load torque acting on the motor, caused by
external factors like mechanical load; 7T, is the
disturbance torque, including unmeasured factors such as
unmodeled friction or external disturbances affecting the
system. Angular acceleration dw/dt is a key factor in
determining how the motor system responds to the
applied torque. The above equation can be restructured to
calculate angular acceleration easily:

do, 1 B, 1

=T, ——w,——T} p;
T A Y A ®
m =7, pIL p*+wWL D>

where 7;_p is the attenuation coefficient; w;_p is the noise
affecting the load. Determining dw,/d¢ helps understand
the rate of change of the motor’s rotational angle under
the influence of various factors such as electromagnetic
torque, load torque and friction. The system can measure
the @, but cannot directly measure 7; p. Therefore, the
speed sensor will give the result:

Omeas = O Y Vot _spd » ©)

where @4 is the measured motor speed; Vyuor_spa 1S the
measurement noise.
From (8), (9) we can rewrite in the form:

do,
dr @y Vmot _spd
=4 +B-T,+C- ;
dTL_D |:TL D:| € |: Wi p i|
d ) - a0

@y

DOmeas = C'|:TL D:|+Vm0tspd»

whereA:{_Bm/j _1/11;3{1/1} G:{l O}C:[l 0].
0 0 01

L

From (7), it can be seen that the electromagnetic
torque 7, must overcome the total load force and friction
force to produce the angular acceleration of the motor. To
calculate and control torque in the system, the drive
system needs to respond to changes in the control signal
and reference torque. The following equation can
represent a dynamic model of the drive system:
dT, 1
d: = (Teiref_Te)s (1)

where T,_,.is the reference torque that the system needs
to achieve, provided by the controller, 7, is the time
constant of the drive system, which reflects the response
speed of the drive system. This equation (11) means that
the electromagnetic torque 7, will change over time and
adjust to match the reference torque 7, ,, The time
response of the drive system is controlled z,, helping the
system achieve stability when there are changes in the
control signal.

FFC uses predictive models to react immediately to
changes in load torque and disturbances. The FFC control
signal u(?) is calculated in advance and applied directly to
the system to minimize delays:

u(t):KFFC'TLiD"'Teiref: (12)
where Kprc is the gain constant for FFC. The FFC control

signal u(f) is calculated from the estimated load torque
and disturbance torque, allowing the electromagnetic

m
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torque to reach the desired value without waiting for
feedback from the system.

Therefore, the modified system structure is depicted
in Fig. 1. FFC helps transient response and eliminates
interference in the control system. Figure 1 illustrates the
control diagram of the system, integrating FOC to
effectively manage the SPMSM. The speed controller
takes the reference speed @, ,.r as input and combines it
with one of the 2 observers, using the torque signal 7 to
generate the i,z . signal for motor control. This signal,
along with the feedback current in the dg-axis, creates the
reference currents Ai; and Aj,. The current controller then
produces the voltage commands u, and wu,, which are
converted into a 3-phase signal and supplied to the space

vector pulse width modulation converter. The actual stator
current i,, the real position 6, obtained from the position
sensor, and @,, derived from the derivative of the real
position, are used as inputs for the feedback signal, the
Luenberger observer, and the Kalman filter. The torque
estimation methods are: discrete Luenberger observer in
simulation 1 and discrete Kalman filter in simulation 2.
These 2 simulations are independent of each other to test
the response of the proposed controller against each
observer. This design ensures that only one independent
estimation method is active at any given time, thus
avoiding data conflicts and facilitating the evaluation and
comparison of the performance of both methods in a

unified simulation framework.
il
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Fig. 1. Diagram of proposed control strategy

Design of discrete Luenberger observer. The basic
structure of the Luenberger observer is shown in Fig. 2.
Based on the mathematical model of the PMSM, the speed
and torque of the PMSM, which are easy to measure, are
typically used as inputs to reconstruct the motor’s state. In
Fig. 2 a feedback control is introduced, where the feedback
signal is the difference between the estimated state and the
actual state, such as the g-axis current. This feedback
mechanism adjusts the observer to make the estimated
value infinitely close to the actual value as time progresses.
A linear state observer is constructed based on the
mechanical equation of the system.

— System] TE’LODV
\@L» % { Da 7 .
TCUr -:— B(ILJTETNCM . y T
Z :
T A
La |

Fig. 2. Structure of the discreteﬁenberger load observer

The plant in state-space form is presented in (13)
[35-37]:
x = Ax + Bu+ Gw;
13)
y=Cx+Du+v,
where in the Luenberger observer the matrices 4, B, C, D,
G are the essential components in the state-space model of
the system. These matrices describe the system dynamics
and the relationship between the system’s states, inputs and

outputs. With x representing the system states (such as
speed and torque); u is the input, which is the actual motor
torque 7,; w is the disturbance acting on the system; y is the
output, which signals like speed or torque can measure.

The state space representation of the Luenberger
observer is established in (10), we see that (13) is a
shortened form of (10) to simplify the control system design
process. The load is already transformed into a state. The
Luenberger observer equation is used to estimate the states
of the system. It is based on the system’s dynamic model
and adjusts the estimated states based on the measured
outputs and inputs. The equation is given by [35, 38]:

A

%:A;}+Bu+L'[y—(éx+D”)l

ﬁ:(A—LC).chr[B L]{”}; (14)
dr y
$=C#,

where X is the estimated state of the system; L is the
observer gain matrix; y is the measured output of the system.

The equation indicates that by designing the observer
gains L = [, b]" such that the new system (4 — LC)
becomes stable and fast enough, the estimation error can
be driven to zero by using the estimated speed as a
feedback signal (Aw, = @, .., — ®,), where @, . is the
reference value and , is the response rate. The observer
gains L can be determined using the pole placement
method. The closed-loop system poles are placed at the
desired locations, and then the new characteristic equation

Electrical Engineering & Electromechanics, 2025, no. 6

67



is derived. By comparing the coefficients of the latest and
old characteristic equations, the observer gains can be
found. By converting the above continuous state function
A, B, C, D into a discrete state A, B, Cy Dy G, and
reconstructing the estimation matrices using the existing
observer gain L, the values of the Luenberger observers
are then AdL: BdL: CdL’ DdL: GdL~ Hence the new system
matrices are rewritten as:

Ad = eAtS 5 - AdL = eAdtS 5

ts ts
By = [e™Bdt; — By = [ Bydr;

0 0
Cd =C; _)CdL :Cd; (15)
Dd ZD; _)DdL ZDd;
Ly =Gy S,

where ¢, is the sampling time; G, is the arbitrary matrix;
S is obtained by solving the Sylvester equation.
The control parameters are given in Table 1.

Table 1
Discrete parameter values of the controller
Parameters Value Parameters Value
) [0.006 0.009 ]
512 —50+j10 Dy 0 0003
7 0 1,(s) 0.2:10°
99.885 0.980 —0.013
L [737.960} Aa 10.007 0999 |
1 -0.013 [0.013  0.019 ]
Aa {0 1.0 } Ba | 0 -0.007]
0.013 [0.990 —0.006
B { 0 } Ca 10003 1.0 |
0.990 —0.006 [0.006  0.009 ]
Ca {0.003 1.0 } Da | 0 -0.003]

Design of discrete steady-state Kalman filtering.
This section presents a simple discrete Kalman filter. The
system in discrete state space is represented as [24, 39, 40]:

(16)

X = Axk_l +Buk_1 + Wi
Vi = ka +Duk + Vi,

where the subscript &—1, k are represented as the time step
k-1 and £, respectively; x; is the state vector; x;; is the
vector state of the system; uy | is the system input; wy | is
the process noise affecting the state; y; is the output
vector; y; is the output vector at the time step &; vy is the
measurement noise affecting the output. The process
noise w; and measurement noise v; are assumed to be
white, zero-mean, uncorrelated, and have the following
covariance properties [24, 39]:

wy ~(0.0p ) v ~(0.Ry )

E-[wkva-]:Qké'k_l; E-[vkvjr]szé'k_l; E-[wkvjr]:O, a7

where Oy is the covariance matrix of the process noise;
Ry is the covariance matrix of the measurement noise;
01 1s the Kronecker delta function (equals 1 if k& = j,
otherwise 0).

Kalman filter algorithm, including initialization,
state propagation, covariance update, and Kalman gain
calculation. The process of solving this algorithm is
presented as follows.

Initialization. The first step is to initialize the filter
by defining the initial state estimate Xj as the expected
value of the initial state x,. Similarly, the state estimation

error covariance matrix By is initialized. These are
described as [24, 39]:

At X

% =E-(x)

P0+ = E'|:(XO —)%a—) (xo —)’(\fa—y.:|
State propagation. In this step, the filter propagates
the state estimate forward in time. This is referred to as

the prior state estimate in the literature. It is calculated
using as [24, 39]:

(18)

(19)

.)2]; = A')%];_l +B'uk_1 ,

where xj, is the prior state estimate.

Covariance update. The next step is to update the
state estimation error covariance matrix F, , which
describes the uncertainty in the state estimate. The
equation for this update is [24, 39]:

- - T
Pk =A'Pk_1'A +Qk_1,
where O, ; is the process noise covariance matrix.

Kalman gain calculation. Finally, the Kalman gain
K is computed to determine how much the state estimate

should be corrected based on the measurement error. The
formula for this is [24, 39]:

e
p-c-cT+R,
The next step in the Kalman filter algorithm is the
correction step, where the posterior state estimate Xj is

(20)

Ky @n

updated based on the measurement. This process is
described as [24, 39]:

5=+ K- ) 22)

The term y, —C-x; is called the residual or

innovation, representing the difference between the actual
measurement and the predicted output. After updating the

state estimate, the error covariance matrix P, is updated
by [24, 39]:

B =(I-C-K;) P, (23)
where [/ is the identity matrix; C-K; represents the
adjustment to the covariance based on the Kalman gain
and output matrix. It is expected that P will decrease

over time because the term (I — C-K};) < 1. This reduces
uncertainty in the state estimate as more measurements
are processed. The noise covariance matrices Oy (process
noise) and R, (measurement noise) significantly affect the
Kalman gain K;. When Q, increases, the state estimation
error covariance £, increases, leading to a higher

Kalman gain K. Lowering R; also increases the Kalman
gain K. With a higher Kalman gain, the algorithm puts
more weight on the new measurement, leading to larger
corrections in the state estimate. Conversely, if K} is close
to 0, the algorithm ignores new measurements and
assumes the current estimate is accurate. By substituting
the same data as in the subsection of «design of discrete
Luenberger observer», it gets the control parameters for
the Kalman filter shown in Table 2.
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Table 2
Discrete parameter values of the controller
Parameter| Value |Parameter| Value |Parameter

B 125.686 . 0 0 © 0.835
Yk 5.985 B 0 0.084 k ~0.556
0.001 0 0.001 0 123.819

- ot
Qe [ 0 o} k [ 0 o} * [0.966}

In embedded systems, due to limitations in memory
and computational resources, it is often preferable to fix
the Kalman gain to reduce processing costs. This means
that parameters K and P, are not updated continuously,
which is only feasible under the assumption that the
system and noise remain time-invariant. The steady-state
Kalman filter, although not fully optimal, approaches
optimality k—oo. Figure 3 illustrates that the Kalman gain
converges to a stable value after approximately 50 and
500 time samples, with a sampling time of 0.2 ms. In the
left plot, the Kalman gain increases rapidly from 0.81 to
0.835 within the first 30 steps and then stabilizes,
indicating quick adaptation to the measured signal.
Meanwhile, the right plot shows the Kalman gain
decreasing from —0.6 to near 0 over 500 steps, reflecting
an increasing trust in system predictions over time. These
variations enable the Kalman filter to enhance the
accuracy of state estimation and noise reduction,
effecotg:/ely supporting the control of PMSMs.

.84 T gl 0O T

Value

0.835 -0.1F
Kalman Gain (1) Kalman Gain (2)
0.83 -0.2
&) &)
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t,s 1, s
0.81 - - -0.6 - - -
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Fig. 3. Kalman gains captured during simulation

Proposed speed controller. To introduce the SMC
design, we first define the system’s state variables, which
are crucial for implementing this control approach. By
establishing these state variables, we can proceed to
formulate the control law and analyze the system’s behavior
under SMC. Therefore, the system state is defined as:

Aa)r = a)r_ref — Oy,

B d(4e,) _ do, (24)
: dt dr
Additionally, the following equations can be
obtained based on (6) and (24):
d4w,)  do, p (3 . j
- 0= =2 | —. . -1 _T ;
dr FPEE CIR AR C A B
5 5 (25)
dy __&(de,)_ _do, 3 p7 - dy
dr di? d 2 dr’
3 p°0f diy
with 4== / , u=——, the system (25) is
2 Jj dt

represented under the state space system as:

d | Ao, 0 1| |4, 0
— = - +u- . (26)
dt X1 0 0 X1 —a
The sliding surface function is defined as:
sy =c-Aw, +x . 27)
Differentiating (27) becomes:
A
ﬁ:C.MjL%:c.xl_a.u' 28)

de de dr
According to the SMC law, the control signal is
expressed as:

u=l~(c~x1+e~|X|a~sgn(Ss)+k'Ss)a (29)
a

where u is the control signal; ¢, e, k are the control
parameters respectively; X is the state variable of the
system; s, is the deviation (or error) of the system from the
sliding surface; a is the adaptive switching power term.

The reference current for the g-axis can be expressed as:

T
iy o = [{ e e [X sents )+ ks, Yo G0)
0

To analyze the stability of the controller, define the
Lyapunov function:
L,=s/2. (31)
Substituting (27) and (28) into (31), it has follows as:

dL dx
d_ty:SS «(C-Aa),+d—tlJ=—e-|X|a -|ss|+k-sS2. (32)

The derivative of the Lyapunov function L, gives us
the above result, where dL,/d¢ is the change in the
Lyapunov function over time. Since the parameters satisfy
e>0, a>0, k>0, then dL,/df < 0 will be established,
ensuring that the system enters the sliding mode as long
as the conditions are met. SMC speed control diagram is
shown in Fig. 4.

Wy ref +< ) ACOr

Fig. 4. The proposed speed control diagram

iq_ref
Eq. 30) —>

Proposed current controller. PRC is an effective
control method designed to improve accuracy in control
systems, especially in systems that require the resolution
of issues related to steady-state error at the fundamental
frequency. Unlike traditional PI control methods, PRC
control is capable of adjusting the signal at the
fundamental frequency without producing a steady-state
error. PRC has the following transfer function:

Gpre(s) =k, + szl ; ,

57w,

(33)

where k, is the proportional gain; £; is the integral gain;
@, is the resonant frequency, which determines the
frequency at which the PRC has the most effect.

When the angular frequency of the AC signal is
given as @, the magnitude of the transfer function

GpRc(S) will be:
2-k ’
. l . a)c
¥ (ﬁ] - 9

-0, + @,

(Grre )4, =1(kp

From (34), it can be observed that the magnitude of
Gprc(s) becomes infinite, which allows the control of a
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sinusoidal signal with the same frequency as the resonant
frequency to achieve zero steady-state error control.
However, in practical applications, due to issues in
implementing the ideal PRC, this section uses an
improved quasi-PRC, with its transfer function being:

2-ki-w,-s
Gpre(s) =k, +———— 35)

ST+2-w,. s+,

E

where @, is the cutoff frequency of the quasi-resonant
controller.

From (35), it can be seen that the controller has 3
design parameters: k,, k; and @.. For ease of analysis,
assume that any 2 parameters are kept constant, and then
observe how the variation of the 3™ parameter affects the
system’s performance. Figure 5 shows the corresponding
changes in the Bode plot when only £, & and . is
changed, and analyzes the role of each parameter.

In Fig. 5,a, where k, is changed, it can be seen that
the magnitude outside the bandwidth increases as k,
increases, while the fundamental frequency does not

increases, the gain at the fundamental frequency
increases, indicating that it plays a role in eliminating
steady-state error. However, the increase in &; also widens
the bandwidth of the PRC, thus increasing the influence
of resonance and amplifying unnecessary signals, which
is detrimental to the overall stability of the system. In Fig.
5,¢, where only @, is changed, it can be seen that as @,
decreases, the gain at the fundamental frequency
increases, and the bandwidth narrows. This indicates that
it has good selectivity for the signal, and f, determines the
bandwidth of the controller. Therefore, to achieve a good
control effect with the resonant controller, the principle of
parameter tuning is to adjust &, to eliminate the steady-
state error of the system and adjust @, to suppress the
impact of frequency fluctuations. The transfer function
(33) is in the s-domain. When using PRC for digital
control of a 3-phase PMSM system, to simplify the
discretization process, only the resonant controller is
discretized. Its implementation can be done using bilinear
transformation, and the transformation formula is:

increase significantly. This indicates that when &k, 1 1-2"!
becomes too large, its effect on resonance is negligible. In §=— - 306)
Fig. 5,b, where only £; is changed, it can be seen that as k; Iy 1+z
40 T 40
S _ |k=10% | g _ ~a g _ .
Ea ol it £3 k=100 | £330
52 ° Vg 52300 k=1 | &2
= k =50 k=1 = \i,/,,k!. =50 | £
P =
0= — 20 20 -
90 90 90
- |k =l g pai T 100 as
15 _ 15 15
=2 [ -5k ™\ z= 42 & T 2 42
P k=10 -4 k=1 k=350 P lw =57 w =10x
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Fig. 5. The changes in the Bode plot corresponding: a) k, is changed; b) k; is changed; ¢) @, is changed

Substituting (36) into (35), it can become as follows:
by +bz  +byz7?

Gpre(2) = = — > (37
l+az +ayz
in which:
a = 2603{3—822 : 2:4—4a)cts+a)ezt§ :
4+4w.t; + o)t 4+4w,t, + )t
bo = 4.kt b= by —4k;w,t -
4+4w,t, + w,t; 4+4w.t, + )t

After organizing, the difference equation of the
controller is:

g q(k) = bpe(k) + bye(k —2) —ayy(k 1) —ayy(k =2) . (38)
Equation (38) achieves steady-state control of the error
signal. It can be seen that the control is relatively simple and
easy to implement. The implementation block diagram of the
PRC is shown in Fig. 6 and parameters are listed in Table 3.

Table 3
Parameter of the PRC
Parameter Value Parameter Value
k, 5.775 W, 20
k; 1000 1, 0.0001

We have the resonant frequency matches the motor
speed, thus achieving near-error-free tracking of the current.
Compared to traditional PI control methods, the control
system based on the PR controller does not contain feed-
forward compensation terms or decoupling terms related to

motor parameters. This reduces coordinate rotation, thereby
simplifying the implementation of the control algorithm and
improving the robustness of the control system.
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Fig. 6. Implementation block diagram of the PRC

Results and discussion. The simulation cases were
conducted under steady-state conditions and assumed
operating conditions to observe the control signals and
performance between LSP and KSP under the influence of
the proposed SMC-PRC controller and the traditional PI
controller. The parameters of the SPMSM are listed in
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Table 4. MATLAB/Simulink software was used to conduct
3 simulation experiments (Fig. 7), to demonstrate the
operational capability of the SPMSM under all conditions
and evaluate the effectiveness of the observation methods
tested in this study. The data from the 3 conditions display
key parameters, including the actual rotor speed, estimated

\3 Load Selection 1

speed, reference speed, current components, dg-axis
voltage (ig, iy, tq and u,), and 3-phase current (iz.). In each
experimental case, the parameters were calculated and
compared with the proposed SMC-PRC observer and the
traditional PI controller. These values indicate the
superiority of the proposed controller in this study.

. ,
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Table 4
The parameters of tested system
Parameter Value Parameter Value

Rated power P,, kW 9.4 |d-axis inductance L, mH 2.2
Rated speed #,, rpm 4500 |g-axis inductance L,, mH 2.2
Number of pole pairs 4 ﬁr?li(;rgg i:;n]i I\)Vl\g flux 0.12258
Stator resistance R,, Q | 0.268 |Viscous friction B,,, N-s/m|0.001665
Total inertia j, kg-m> |0.0146|Rated torque 7}, N-m 20
DC-link voltage U, V| 360 |Switching frequency f;, kHz 5

Case study 1. In this experiment, 2 control
strategies (SMC-PRC and PI) were compared when the
motor operated at a low speed of 50 rpm and under no-
load conditions. The simulation results showed that both
control strategies were able to track the reference signal
well (Fig. 8,a,b). However, during the startup process, the
torque of SMC-PRC was lower compared to PI, with the
startup values being 4.888 N-m and 12.994 N-m,
respectively, as shown in Fig. 8,c,d. The startup currents
also exhibited a significant difference: while SMC-PRC
had a startup current of 6.649 A, PI had a much higher
current — 17.671 A (Fig. 8,ef). This indicates that
SMC-PRC reduces the startup current by up to 62.382 %.
Additionally, the 3-phase currents (Fig. 8,g,4), displayed
distinct changes in both control strategies, with
SMC-PRC providing a more stable current during startup.

The error indices TAE, ITAE, and ISE (Table 5)
show that the SMC-PRC method significantly improves
over PI, with TAE reduced by 10.837 %, ITAE — 9.6 %,
ISE —20.72 %.

Table 5
A comparison of the error indices in the case study 1
Observer type SMC-PRC PI Ratios, %
IAE 0.3258 0.3654 10.837
ITAE 1.9548 2.1624 9.6
ISE 0.0176 0.0222 20.72

Plark

These results demonstrate that the use of the SMC-
PRC controller not only helps reduce startup current but
also enhances control performance, improving the
accuracy and stability of the system compared to PI.

Case study 2. This test provides a comprehensive
overview of the observed results when the speed command
is increased from 2000 to 3000 rpm at 2 s and then reduced
from 3000 rpm to 1000 rpm at 3 s, after which the motor
stabilizes. The simulation results with both the SMC-PRC
and PI controllers (Fig. 9) reveal significant differences in
the control parameters throughout the operation. The speed
of both controllers follows the reference signal almost
exactly, but PI shows a slower settling time compared to
SMC-PRC (Fig. 9,a,b). Based on the comparison of settling
times between the 2 methods, SMC-PRC proves to be
superior. Specifically, at 3000 rpm, the settling time of SMC-
PRC is 2.089 s, which is shorter than PI’s 2.265 s, and faster
by approximately 0.176 s. At 2000 rpm, SMC-PRC has a
settling time of just 0.165 s, while PI takes 0.568 s, faster by
about 0.403 s. Finally, at 1000 rpm, SMC-PRC achieves a
settling time of 3.186 s, while PI takes 3.63 s, faster by
0.444 s. In total, the settling time of SMC-PRC is 5.44 s,
while PI’s settling time is 6.463 s, with a difference of
1.023 s. Therefore, SMC-PRC is not only faster, but also
enables the system to reach the reference speed more
quickly and stably compared to PI. The torque in
SMC-PRC during startup is 0.105 N-m, lower than PI’s
0.343 N-m, indicating that SMC-PRC is more stable in the
initial phase (Fig. 9,c,d). The startup currents i, and i,
(Fig. 9.,e,f/) have values of 34.551 A and -15.355 A
for SMC-PRC, significantly lower compared to PI’s startup
currents of 55.116 A and —17.964 A, indicating that SMC-
PRC helps reduce the startup current by approximately
37.312 % for iyand 14.634 % for i,.
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The 3-phase current images also show significantly Table 6
greater stability in SMC-PRC compared to PI, where PI A comparison of the error indices in the case study 2
experiences strong oscillations in the phases. These results Observer type SMC-PRC Pl Ratios, %
demonstrate that the SMC-PRC controller outperforms PI in IAE 0.548 10.182 94.614
reducing startup current and maintaining system stability. ITAE 3.296 61.092 94.603

The error indices IAE, ITAE, and ISE (Table 6) show ISE 0.05 17.278 | 99.708
significant improvements in the SMC-PRC method compared Case study 3. In this case, the simulation results were

to PI, with IAE reduced by 94.614 %, ITAE — 94.603 %, and ~ carried out by setting the speed to 2000 rpm and varying the
ISE — 99.708 %. These results confirm that the use of the load torque from 0 to 12 N-m at 3 s (Fig. 10). The resu_lts for
SMC-PRC controller not only helps reduce the startup both the SMC-PRC and PI control methods show significant
current, but also enhances control performance, improving the dlffire(tilces n thacliing the dspleed andh currfent s1gnalls ‘ Bgth

iy methods maintain the speed close to the reference value, but
accuracy and stability of the system compared to PI. SMC-PRC exhibits higher stability, especially during the

72 Electrical Engineering & Electromechanics, 2025, no. 6



rapid speed change from 2.9 s to 3 s (Fig. 10,a,b). The
torque in SMC-PRC stabilizes at around 12 N-m, while
PI shows greater fluctuation, reaching approximately
12.53 N'm (Fig. 10,c,d). The currents in Fig. 10,e,f show
large variations in both methods during startup. SMC-PRC
starts with a significantly lower current about 18.558 A for i,
while PI peaks at 20.229 A for i,, indicating that SMC-PRC
is more effective in reducing the startup current. Also, the
3-phase currents (Fig. 10,g,/), are more stable in SMC-PRC
compared to PI, helping to minimize unnecessary
oscillations. These results show that SMC-PRC not only
reduces the startup current, but also improves the stability
and overall performance of the system compared to PI.
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The error indices IAE, ITAE, and ISE (Table 7)
show that the SMC-PRC method significantly improves
over PI, with IAE reduced by 74.18 %, ITAE — 74.18 %,
and ISE — 93.333 %. These results confirm that the use of
the SMC-PRC controller not only helps reduce the startup
current but also enhances control performance, improving
the accuracy and stability of the system compared to PI.

Table 7
A comparison of the error indices in the case study 3
Observer type SMC-PRC PI Ratios, %
IAE 82.68 320.22 74.18
ITAE 496.08 1921.32 74.18
ISE 1139.33 17090.141 93.333
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Fig. 10. Dynamic response of the system in the case study 3: @) and b) the rotor speed applying SMC- PRC and PI methods;
¢) and d) the electromagnetic torque applying SMC-PRC and PI methods; e) and /) the d- and g-axis current applying SMC-PRC
and PI methods; g) and #) the 3-phase current applying SMC-PRC and PI methods

Conclusions. The purpose of this work was, firstly,
to evaluate the performance of the use of field
programmable gate array programmable logic circuits for
the diagnosis of faults in an induction machine by
introducing a fuzzy inference system into the algorithm of
the analysis of the motor current signal analysis by taking
the RMS signal of the stator phase current as the fault
indicator signal. Secondly, to implement and validate the
proposed hardware detection algorithm. The originality of
our work has been to combine the performance of artificial
intelligence techniques, the simplicity of motor current
signal analysis algorithms and the execution power of
programmable logic circuits, for the definition of a fault
diagnosis structure for the induction machine achieving the
best simplicity/performance and speed/performance ratios.
Finally, the proposed solution has improved the
performance of fault detection for the induction machine,
especially in terms of hardware resource consumption, real-
time online detection and speed of detection.

Conflict of interest. The authors declare that they
have no conflicts of interest.

REFERENCES
1. Hassan A.M., Ababneh J., Attar H., Shamseldin T., Abdelbaset A.,
Metwally M.E. Reinforcement learning algorithm for improving speed
response of a five-phase permanent magnet synchronous motor based
model predictive control. PLOS ONE, 2025, vol. 20, no. 1, art. no.
€0316326. doi: https://doi.org/10.1371/journal.pone.0316326.

2. HulJ, Yao Z., Xin Y., Sun Z. Design and optimization of the jet
cooling structure for permanent magnet synchronous motor. Applied
Thermal Engineering, 2025, vol. 260, art. no. 125051. doi:
https://doi.org/10.1016/j.applthermaleng.2024.125051.

3. LiuF., Wang X, Sun L., Wei H., Li C., Ren J. Improved 3D hybrid
thermal model for global temperature distribution prediction of interior
permanent magnet synchronous motor. Energy, 2025, vol. 315, art. no.
134270. doi: https://doi.org/10.1016/j.energy.2024.134270.

4. Dien CN., Nghia HH.B. Optimizing Permanent Magnet
Synchronous Motor Performance Considering Both Maximum Torque
Per Ampere and Field Weakening. International Journal of Intelligent
Engineering & Systems, 2025, vol. 18, no. 1, pp. 1121-1136. doi:
https://doi.org/10.22266/ijies2025.0229.81.

5. Meng D., Wu Q., Zhang J., Li Y., Diao L. Restarting control of
free-running interior permanent magnet synchronous motor under
position sensorless control. Alexandria Engineering Journal, 2025, vol.
115, pp. 83-93. doi: https://doi.org/10.1016/j.a¢j.2024.11.111.

6. Liang Z., Cheng L., Cheng L., Li C. Rotor Position Estimation
Algorithm for Surface-Mounted Permanent Magnet Synchronous Motor
Based on Improved Super-Twisting Sliding Mode Observer.
Electronics, 2025, vol. 14, no. 3, art. no. 436. doi:
https://doi.org/10.3390/electronics 14030436.

7. Alnaib LI, Alsammak A.N. Optimization of fractional PI controller
parameters for enhanced induction motor speed control via indirect
field-oriented control. Electrical Engineering & Electromechanics,
2025, no. 1, pp. 3-7. doi: https://doi.org/10.20998/2074-272X.2025.1.01.
8. Mesloub H., Boumaaraf R., Benchouia M.T., Golea A., Golea N.,
Srairi K. Comparative study of conventional DTC and DTC SVM
based control of PMSM motor — Simulation and experimental results.
Mathematics and Computers in Simulation, 2020, vol. 167, pp. 296-307.
doi: https://doi.org/10.1016/j.matcom.2018.06.003.

Electrical Engineering & Electromechanics, 2025, no. 6

73



9. Nemouchi B., Rezgui S.E., Benalla H., Nebti K. Fractional-based
iterative learning-optimal model predictive control of speed induction
motor regulation for electric vehicles application. Electrical Engineering
&  Electromechanics, 2024, mno. 5, pp. 14-19. doi:
https://doi.org/10.20998/2074-272X.2024.5.02.

10. Lee J.,, You S., Kim W., Moon J. Extended state observer-actor—
critic architecture based output—feedback optimized backstepping control
for permanent magnet synchronous motors. Expert Systems with
Applications, 2025, vol. 270, art. no. 126542. doi:
https://doi.org/10.1016/j.eswa.2025.126542.

11. Gu J, You S., Kim W., Moon J. Fuzzy Event-Triggered Super
Twisting Sliding Mode Control for Position Tracking of Permanent
Magnet Synchronous Motors Under Unknown Disturbances. [EEE
Transactions on Industrial Informatics, 2023, vol. 19, no. 9, pp. 9843-
9854. doi: https://doi.org/10.1109/T11.2022.3231410.

12. Aib A., Khodja D.E., Chakroune S., Rahali H. Fuzzy current
analysis-based fault diagnostic of induction motor using hardware co-
simulation with field programmable gate array. Electrical Engineering
&  Electromechanics, 2023, mno. 6, pp. 39. doi
https:/doi.org/10.20998/2074-272X.2023.6.01.

13. GilJ, You S., Lee Y., Kim W. Nonlinear sliding mode controller
using disturbance observer for permanent magnet synchronous motors
under disturbance. Expert Systems with Applications, 2023, vol. 214, art.
no. 119085. doi: https://doi.org/10.1016/j.eswa.2022.119085.

14. LiuX., Wang Z., Wang W, Lv Y., Yuan B., Wang S., Li W, Li Q.,
Zhang Q., Chen Q. SMO-Based Sensorless Control of a Permanent
Magnet Synchronous Motor. Frontiers in Energy Research, 2022, vol.
10, art. no. 839329. doi: https://doi.org/10.3389/fenrg.2022.839329.

15. Yao G., Wang X., Wang Z., Xiao Y. Senseless Control of
Permanent Magnet Synchronous Motors Based on New Fuzzy Adaptive
Sliding Mode Observer. Electronics, 2023, vol. 12, no. 15, art. no. 3266.
doi: https://doi.org/10.3390/electronics12153266.

16. Yousefi-Talouki A., Pescetto P., Pellegrino G., Boldea I. Combined
Active Flux and High-Frequency Injection Methods for Sensorless
Direct-Flux Vector Control of Synchronous Reluctance Machines. [EEE
Transactions on Power Electronics, 2018, vol. 33, no. 3, pp. 2447-2457.
doi: https://doi.org/10.1109/TPEL.2017.2697209.

17. Pasqualotto D., Rigon S., Zigliotto M. Sensorless Speed Control of
Synchronous Reluctance Motor Drives Based on Extended Kalman
Filter and Neural Magnetic Model. /[EEE Transactions on Industrial
Electronics, 2023, vol. 70, mno. 2, pp. 1321-1330. doi:
https://doi.org/10.1109/TIE.2022.3159962.

18. Jiang F., Sun S, Liu A., Xu Y., Li Z., Liu X,, Yang K. Robustness
Improvement of Model-Based Sensorless SPMSM Drivers Based on an
Adaptive Extended State Observer and an Enhanced Quadrature PLL.
IEEE Transactions on Power Electronics, 2021, vol. 36, no. 4, pp. 4802-
4814. doi: https://doi.org/10.1109/TPEL.2020.3019533.

19. Zhang Y., Yin Z., Bai C., Wang G., Liu J. A Rotor Position and
Speed Estimation Method Using an Improved Linear Extended State
Observer for IPMSM Sensorless Drives. [EEE Transactions on Power
Electronics, 2021, vol. 36, no. 12, pp. 14062-14073. doi:
https://doi.org/10.1109/TPEL.2021.3085126.

20. Zhang G., Wang G., Xu D., Zhao N. ADALINE-Network-Based
PLL for Position Sensorless Interior Permanent Magnet Synchronous
Motor Drives. IEEE Transactions on Power Electronics, 2016, vol. 31,
no. 2, pp. 1450-1460. doi: https:/doi.org/10.1109/TPEL.2015.2424256.

394. doi: https://doi.org/10.1109/TIE.2009.2033489.

26. Zerdali E., Barut M. The Comparisons of Optimized Extended
Kalman Filters for Speed-Sensorless Control of Induction Motors. /EEE
Transactions on Industrial Electronics, 2017, vol. 64, no. 6, pp. 4340-
4351. doi: https://doi.org/10.1109/TIE.2017.2674579.

27. Yin Z., Xiao L., Sun X, Liu J., Zhong Y. A speed and flux
estimation method of induction motor using fuzzy extended Kalman
filter. 2014 International Power Electronics and Application Conference
and Exposition, 2014, pp. 693-698. doi:
https://doi.org/10.1109/PEAC.2014.7037941.

28. Wang T., Huang S., Gao M., Wang Z. Adaptive Extended Kalman
Filter Based Dynamic Equivalent Method of PMSG Wind Farm Cluster.
IEEE Transactions on Industry Applications, 2021, vol. 57, no. 3, pp.
2908-2917. doi: https://doi.org/10.1109/T1A.2021.3055749.

29. Zerdali E. Adaptive Extended Kalman Filter for Speed-Sensorless
Control of Induction Motors. IEEE Transactions on Energy Conversion,
2019, vol. 34, no. 2, pp. 789-800. doi:
https:/doi.org/10.1 109/TEC.2018.2866383.

30. Simon D. Optimal State Estimation: Kalman, Hoo, and Nonlinear
Approaches. John Wiley & Sons, 2006. 526 p. doi:
https://doi.org/10.1002/0470045345.

31. Saberi S., Rezaie B. Sensorless FCS-MPC-based speed control of a
permanent magnet synchronous motor fed by 3-level NPC. Journal of
Renewable Energy and Environment, 2021, vol. 18, no. 2, pp. 13-20.
doi: https://doi.org/10.30501/JREE.2020.234039.1118.

32. Abu Ibaid O.Z.I., Belhamdi S., Abid M., Chakroune S., Mouassa S.,
Al-Sagar Z.S. Wavelet packet analysis for rotor bar breakage in an inverter
induction motor. Electrical Engineering & Electromechanics, 2023, no. 3,
pp- 3-11. doi: https://doi.org/10.20998/2074-272X.2023.3.01.

33. Kuvvetli L, Tap A., Ergenc A.F., Ergene L.T. An adaptive neurofuzzy
inference system controller design of an SPMSM drive for multicopter
applications. Transactions of the Institute of Measurement and Control,
2024, pp. 1-15. doi: https://doi.org/10.1177/01423312241286042.

34. Kimouche A., Mekideche M.R., Chebout M., Allag H. Influence of
permanent magnet parameters on the performances of claw pole
machines used in hybrid vehicles. Electrical Engineering &
Electromechanics, 2024, no. 4, pp. 3-8. doi:
https:/doi.org/10. 20998/2074-272X.2024.4.01.

35. Boudouani S., Yahdou A., Benbouhenni H., Boudjema Z., Almalki
M.M., Alghamdi T.A. Enhanced speed sensorless control of IPMSM
using integral synergetic observer. Measurement and Control, 2025, pp.
1-15. doi: https:/doi.org/10.1177/00202940241312846.

36. Caramori G.M., De Almeira LM.M., Da Costa C. Enhanced
Position Estimation of PMSM Using the Luenberger Observer and PLL
Algorithm: Design and Simulation Study. European Journal of
Engineering and Technology Research, 2023, vol. 8, no. 6, pp. 37-44.
doi: https://doi.org/10.24018/ejeng.2023.8.6.3122.

37. Saifi R. Implementation of a new flux rotor based on model
reference adaptive system for sensorless direct torque control modified
for induction motor. Electrical Engineering & Electromechanics, 2023,
no. 2, pp. 37-42. doi: https://doi.org/10.20998/2074-272X.2023.2.06.

38. Moussaoui L., Aouaouda S., Rouaibia R. Fault tolerant control of a
permanent magnet synchronous machine using multiple constraints
Takagi-Sugeno approach. Electrical Engineering & Electromechanics,
2022, mno. 6, pp. 22-27. doi: https:/doi.org/10.20998/2074-
272X.2022.6.04.

21. Kim H., Son J., Lee J. A High-Speed Sliding-Mode Observer for
the Sensorless Speed Control of a PMSM. [EEE Transactions on
Industrial Electronics, 2011, vol. 58, no. 9, pp. 4069-4077. doi:
https://doi.org/10.1109/TIE.2010.2098357.

22. Wu C,, Sun X, Wang J. A Rotor Flux Observer of Permanent
Magnet Synchronous Motors With Adaptive Flux Compensation. /EEE
Transactions on Energy Conversion, 2019, vol. 34, no. 4, pp. 2106-
2117. doi: https://doi.org/10.1109/TEC.2019.2932787.

23. Xu W, Jiang Y., Mu C,, Blaabjerg F. Improved Nonlinear Flux
Observer-Based Second-Order SOIFO for PMSM Sensorless Control.
IEEE Transactions on Power Electronics, 2019, vol. 34, no. 1, pp. 565-
579. doi: https://doi.org/10.1109/TPEL.2018.2822769.

24. Yingjun S., Zhenglong W., Yuanyuan F. An adaptive extended
Kalman filter observer-for permanent magnet synchronous motor
position sensorless control systems. Scientific Reports, 2025, vol. 15, no.
1, art. no. 11605. doi: https://doi.org/10.1038/s41598-025-85787-5.

25. Salvatore N., Caponio A., Neri F., Stasi S., Cascella G.L.
Optimization of Delayed-State Kalman-Filter-Based Algorithm via
Differential Evolution for Sensorless Control of Induction Motors. /EEE
Transactions on Industrial Electronics, 2010, vol. 57, no. 1, pp. 385-

How to cite this article:

39. Dilys J., Stankevi¢ V., Luksza K. Implementation of Extended
Kalman Filter with Optimized Execution Time for Sensorless Control of
a PMSM Using ARM Cortex-M3 Microcontroller. Energies, 2021, vol.
14, no. 12, art. no. 3491. doi: https://doi.org/10.3390/en14123491.

40. Rouaibia R., Djeghader Y., Moussaoui L. Artificial neural network
and discrete wavelet transform for inter-turn short circuit and broken
rotor bars faults diagnosis under various operating conditions. Electrical
Engineering & Electromechanics, 2024, no. 3, pp. 31-37. doi:
https://doi.org/10.20998/2074-272X.2024.3.04.

Received 01.05.2025
Accepted 13.07.2025

Published 02.11.2025
V.T.K. Nhl Postgraduate Student, Lecturer,
B.T. Quy', PhD
HH.B. Nghla College Student,
L.V. Dai', PhD,

! Faculty of Electrical Engineering Technology,
Industrial University of Ho Chi Minh City, Vietnam,
e-mail: levandai@iuh.edu.vn (Corresponding Author)

Nhi V.T.K., Quy B.T., Nghia H.H.B., Dai L.V. A robust hybrid control strategy for enhancing torque stability and performance in
PMSM drives. Electrical Engineering & Electromechanics, 2025, no. 6, pp. 64-74. doi: https://doi.org/10.20998/2074-272X.2025.6.09

74

Electrical Engineering & Electromechanics, 2025, no. 6



UDC 621.3 https://doi.org/10.20998/2074-272X.2025.6.10

S.E. Rezgui, Z. Darsouni, H. Benalla

Nonlinear vector control of multiphase induction motor using linear quadratic regulator
and active disturbances rejection control under disturbances and parameter variations

Introduction. This paper introduces a hybrid control strategy for multiphase induction motors, specifically focusing on the dual star
induction motor (DSIM) by integrating active disturbances rejection control (ADRC) and linear quadratic regulator (LOR). Problem.
Conventional Pl-based indirect field oriented control (IFOC) of DSIM drives exhibit 3 critical shortcomings: 1) sensitivity to parameter
variations, such as rotor resistance fluctuations; 2) sluggish transient response during rapid speed and torque changes; 3) slow
disturbances rejection, such as sudden load torque variations. The goal of this work is to achieve enhanced reliability, precision and
robustness of DSIM drives in high-performance demand applications such as automotive. Methodology. The proposed hybrid control
architecture is structured as follows: 1) IFOC decoupling. The DSIM’s stator currents are decomposed into 2 components using Park
transformations, aligning the rotor flux vector to the d-axis. 2) The LOR is designed to optimize the outer speed/torque loop regulation
by minimizing control efforts and state deviations. 3) ADRCs controllers are designed in the inner current loops. Each controller utilizes
an extended state observer to estimate and compensate parameter variations and external disturbances in real time. Results. Simulations
using MATLAB/Simulink validation on a 5 kW DSIM under multiple scenarios confirm the robustness of the proposed hybrid strategy.
Scientific novelty. The contribution lies in the integration of ADRC and LOR in IFOC: The hierarchical fusion of ADRC (inner loops)
and LOR (outer loop) uniquely leverages ADRC’s and the LOR’s real-time power to handle any disturbances and unmodeled dynamics.
Practical value. The proposed technique demonstrates enhanced performances in speed’s response, sudden load torque demands and
parameter variations. It exhibited high robustness even under degraded conditions such as phase faults, making this strategy ideal for
high-performance applications like electric vehicles, where stability and adaptability are critical. References 31, tables 2, figures 24.

Key words: optimal control, active disturbances rejection control, indirect field-oriented control, multiphase induction motor,
three-level neutral point clamped inverters.

Bemyn. 'V cmammi poszensidacmucs 2ibpuona cmpamezisi YpasiinHa 0a2amo@asnumu ACUHXPOHHUMY OBUSYHAMU, 30Kpema 3
¢hoxycom Ha acuHxpoHHuil 08ueyH 3 nodeitiHorw 3ipkoto (DSIM),uinaxom 3anyyeHHs akmueHo2o YNPAaeuiHHA NPUOYULEHHAM 30YpeHb
(ADRC) ma niniiino-xeadpamuunozco pezyasmopa (LOR). IIpoonema. Tpaduyitine nenpame noneopienmosane ynpasninus (IFOC) na
ocnosi Ill-pecynamopa npusodie DSIM mae 3 kpumuuni nedonixu: 1) yymausicmos 00 3MiH napamempie, maKux ik KOIUSAHHSA ONOPY
pomopa; 2) inepyitinuil nepexionui npoyec npu WEUOKUX 3MIHAX WEUOKOCMI MA KPYMHO20 MOMEHMY, 3) nogiibHe NpuoyueHHs
30YpeHb, MaKux AK pi3Ki 3MiHU KPYMHO20 MOMeHMY HaganmadxcenHs. Memoto pobomu € nioguujenns HAOitiHoCmi, MOYHOCMI ma
cmitkocmi  npueodie DSIM y  6ucokonpoOyKmueHux 3acmocy8auHsax, Maxkux AK aemomobinedyoysanns. Memoodonozia.
3anpononosana apximexmypa 2ibpudnozo ynpagiinna cmpykmypogana makum yurnom: 1) Posze’azysanna IFOC. Cmpymu cmamopa
DSIM posxnadaiomvces na 2 cknaoosi 3 eukopucmantim nepemeopens llapka, supieniorouu eexkmop nomoky pomopa oci d. 2) LOR
npusHayeHuil 0Jisk ONMUMI3ayii pe2yno68anHts 306HIUHb020 KOHMYPY WEUOKOCMI/KPYMHO20 MOMEHIMY 3d PAXYHOK MIHIMI3ayil 3yCulb 3
ynpagninna ma eioxunenv cmany. 3) Konmponepu ADRC cnpockmosgani y enympiuinix cmpymosux xoumypax. Koowcen konmponep
BUKOPUCTOBYE PO3WUPEHUL CROCMepieay cmany 015 OYIHKU ma KoMHneHcayii sMin napamempie ma 3068HIUHIX 30ypeHb Y pearbHOMY
yaci. Pesynemamu. Mooemosanns 3 euxopucmannam eamioayii y MATLAB/Simulink ons 5 kBm DSIM y kinekox cyenapisx
niomeepoxcye Hadilinicms 3anpononosanoi 2iopuonoi cmpamecii. Haykoea noeusna. Brnecox noaszae 6 inmeepayii ADRC i LOR &
IFOC: iepapxiune snummsa ADRC (enympiwmix xoumypig) i LOR (308HiuHb020 KOHMYPY) VHIKATbHUM YUHOM GUKOPUCTHOBYE
nomyacnicmoe ADRC ma LOR @ peanvnomy uaci 0na o6podku 0yOv-axkux 30ypenv ma Hemooenvosanoi ounamixu. Ipakmuuna
yinnicme. 3anponoHosana mMemoouxka 0eMoHCMpPYe NOKPAWeHi XapaKxmepucmuKky npu peacy8anti Ha WeuoKicms, panmosi eumozu
00 KPYMHO20 MOMEHMY HABAHMAICEHHs | 3MiHU napamempie. Bin nokazas eucoxy Halilimicmb HAGIMb 34 YMO8 NOSIPULEHHS
Xapakmepucmux, makux K pasoei 3aMUKaHHa, wo podums yio cmpameziio i0eanbHolo Ol 8UCOKONPOOYKMUBHUX 3ACMOCYB8AHD,
MAaKux AK e1ekmpomooini, de cmadbiibHicmb ma adanmueHicms Maoms eupiwanvhe sHavenns. biom. 31, Tabdmn. 2, puc. 24.

Kniouosi cnosa: onTuMalibHe KepyBaHHS, AKTHBHE NMPUAYIIEHHS IEPEIIK0], ONocepeJKOBaHe I0JIEOPiCHTOBaHEe KepyBaHHS,
O0aratoda3Huii aCHHXPOHHMI{ ABUTYH, TPUPiBHeBI iHBepTOpH 3 (PiKCOBaAHOI0 HEHTPAIBLHOK TOYKOIO.

Introduction. Three-phase induction motors have
broad applications across industries and electric traction
and have gained large attention in recent researches [1, 2].
However, multiphase motors have become favored in
traction applications like electric vehicles and electric
marine propulsion due to their superior features over three-
phase motors. They distribute power across more phases,
reducing power per phase and torque ripples. Multiphase
motors enhance fault tolerance and torque density with
increased degrees of freedom and harmonic current
reduction [3]. However, multiphase motors are inherently
nonlinear systems due to their coupling between stator and
rotor flux dynamics. As a result, achieving precise control
over their dynamic performance during variations in speed
and torque remains a challenging task. The choice of
strategy depends on the specific application, computational
resources, and performance requirements. To this end,
innumerable control strategies have been developed to fully
exploit multiphase induction motors performance across
various operating points.

Starting with the most familiar strategies, namely
scalar control, vector control, and direct torque control
(DTC) [4-8], where authors [5] designed a flux and speed
state observer for sensorless control of a dual star
induction motor (DSIM) for direct vector control. A
comparison with the sliding mode model reference
adaptive system technique was conducted to evaluate
speed and flux tracking during transients and parameter
variations. The results demonstrated the observer’s
superior robustness against uncertainties, disturbances,
and speed changes, while reducing torque ripple
compared to model reference adaptive system. However,
the proposed state observer still sensitive to parameters
variations particularly in low speed. A novel vector
control scheme for speed sensorless control of a dual
stator induction generator in a grid-connected wind
energy conversion system is presented in [6]. This work
introduced a 9-zone space vector-based hybrid pulse
width modulation (PWM), which optimally controlled
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grid and motor side converters, reducing torque pulsation,
current ripple, and switching losses. Simulation and
laboratory validation demonstrated that the proposed
sensorless control outperformed conventional vector
control schemes. However, while the hybrid PWM and
sensorless control provide significant advantages, the
work lacks parameter variation tests.

When conventional DTC scheme is extended for the
multiphase motors, it can produce undesirable harmonics
(5™ and 7™ order) in phase currents which cause losses in
the motor winding, as a remedy, a simplified method of
synthetic vectors generation is proposed in [7]. By using
the mapped voltage vectors in d-g and x-y subspaces, dwell
times are calculated to suppress the effect of some
undesirable vectors and generate new synthetic vectors.
These latter are achieved by both field programmable gate
array and PWM module. Experimental results shown that
with the proposed DTC the current’s total harmonic
distortion (THD) is reduced by ~70 % when compared to
that of traditional structure. The authors [8] proposed a
modified DTC strategy that employs a 2-step approach to
select the optimal vector for supplying the DSIM,
effectively reducing harmonic currents. To address the
steady-state torque error associated with the conventional
5-level hysteresis controller, they developed a 5-level
torque regulator that replaces the zero-voltage vector with
active voltage vectors and incorporates a PI controller
within its structure to enhance steady-state performance.

More advanced techniques have been investigated, for
instance, in [9], the authors presented a sensorless control
system using super twisting sliding mode control for direct
speed and flux control, which ensured robustness, finite-
time convergence, and reduced chattering while eliminating
speed and position sensors. The innovative torque-sharing
algorithm enhanced performance across a wide speed
range, including zero speed, preventing winding overload.
However, the dependency on the observer of the rotor
speed and winding fluxes was a notable problem, along
with the need for load torque information for optimal
torque sharing. Following the SMC context, authors [10]
proposed a nonlinear integral backstepping control for
DSIM, improving robustness under parameter variations by
using both reduced and complete mathematical models.
The control strategy ensured asymptotic global stability and
effective load disturbance rejection. Simulation results
validated the superiority of the complete model over the
reduced one, showing better handling of internal parameter
changes, particularly rotor resistance, maintaining
decoupling between flux and torque. However, the
increased complexity in implementing the complete model
was a drawback compared to the simpler reduced model.

Model predictive control has gained a lot of interest
from the AC motors control community due to its
effectiveness in controlling multi-input, multi-output
systems with constraints. Several enhanced model
predictive control strategies have been developed with the
aim of exploring more efficient solutions [11, 12]. The
objectives include simplifying algorithms, designing
optimal weighting factors, improving parameter robustness,
and minimizing current or torque ripples. For example, in
[13], the authors proposed a new modulation strategy in
model predictive currents control (MPCC) that combines
virtual vectors and space vector modulation for an

asymmetrical 6-phase induction motor. Compared to
previous MPCC strategies, such as MPCC with virtual
vectors and MPCC with finite set formulation, the proposed
MPCC outperforms these methods in x-y current reduction
and THD. Additionally, a robustness test confirmed the
controller’s stability under parameter variations.

Some works have been devoted to model reference
adaptive control techniques for the DSIM speed control. An
adaptive control technique based on the Landau stability
theorem was applied in [14] to improve speed regulation.
The controller adapts parameters over time using a closed-
loop output error algorithm, ensuring robustness against
motor parameter variations. Simulation results demonstrated
satisfactory speed control, quick disturbance rejection, and
smooth electromagnetic torque without peaks. Robustness
tests under rotor resistance variations confirmed the
method’s efficiency in normal and severe conditions.

Other papers have opted to use Al-based strategies as
fuzzy, neural network and neuro-fuzzy controllers. An
adaptive fuzzy controller based on Lyapunov’s stability
algorithm was developed in [15]. The approach used a
recalculation of the PI-fuzzy speed gains regulator in real
time. MATLAB/Simulink simulations showed improved
tracking performance and robustness against parameter
variations compared to the conventional PI-fuzzy controller.
However, tests were limited to medium speeds (£100 rad/s),
the DSIM was not at full load, and keeping traditional PI
current controllers make the system susceptible to
disturbances. A sensorless 5-level DTC scheme based on
neural networks and an extended Kalman filter for a DSIM
was studied in [16]. To improve robustness and dynamic
performance, artificial neural networks were employed, and
extended Kalman filter was used to estimate rotor speed,
reducing sensor requirements and installation costs.
Simulation results in MATLAB demonstrated that the
proposed control scheme provided highly satisfactory
performance for the DSIM. However, the work necessitates
tests at low speeds as well as evaluations of robustness
against parameter variations. In [17], a neuro-fuzzy scheme
was developed for speed control of a DSIM with improved
performance. A 4-layer network was used to optimize the
fuzzy elements by minimizing the squared error. Two 5-
level inverters with PWM techniques and indirect field-
oriented control (IFOC) were implemented. Simulation
results showed the neuro-fuzzy controller provided better
speed response, robustness to load disturbances, and
parameter variations compared to a conventional inverter.
Additionally, the 5-level inverter significantly reduced stator
currents and pulsating electromagnetic torque. Another
aspect of Al optimization techniques has been used with a
synergetic control to improve the performance of vector
control scheme of a DSIM in [18]. The optimal parameters
in the speed loop are obtained based on the synergistic
control theory and the particle swarm optimization. The
results showed that synergetic control enhances the
robustness of drive speed control, offering superior
performance in load torque rejection and reducing torque
vibrations caused by chattering.

Optimal control strategies, like the linear quadratic
regulator (LQR), aim to minimize a defined cost function,
such as energy consumption, torque ripple, or trajectory
tracking errors, while adhering to system constraints.
Although these techniques are not commonly applied to
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multiphase motors, studies in [19-21] investigated their
use for induction motors, showing promising potential for
such strategies.

Finally, in [22], the authors proposed a control
scheme for a DSIM using active disturbance rejection
control (ADRC) without relying on current or speed
sensors. By utilizing only DC voltage information and the
switching states of the converters, voltage observers were
employed to estimate the stator currents and rotor speed.
It is noteworthy that ADRC was applied solely to the
stator currents, while traditional PI controllers were
retained for speed and flux control. However, despite the
promising results, the system was not tested under
conditions of parameter variation.

To ensure high robustness against external
disturbances, such as load torque variations and changes
in speed reference, and to improve the efficiency of the
IFOC system in addressing internal disturbances,
including variations in stator and rotor resistance as well
as changes in the moment of inertia and even in degraded
conditions such as phase fault, 2 advanced regulators will
be utilized. The LQR regulator will be employed to
regulate speed and torque, while the ADRC regulator will
be used to control the reference voltages of the inverters.
By adopting this approach, classical PI regulators will be
avoided, thereby eliminating the performance limitations
typically associated with these regulators.

The main problem addressed is: how can a hybrid
LQR-ADRC strategy be designed and validated to replace
conventional PI regulators in IFOC systems, ensuring
superior robustness, efficiency, and fault tolerance under
complex operational scenarios? By resolving this, the
study aims to eliminate the performance limitations of PI-
based systems while enhancing the reliability of
multiphase motor drives in electric vehicles.

Mathematical methods and modeling.

Model of the DSIM. The DSIM is a type of a 3-phase

= induction motors which contain

dual stators coupled in star, the

phase shift between the first and

the second star is and the rotor

»  windings are shorted. Figure 1

shows the distribution of fluxes
axis of all windings.

By applying the Park

transformation on the 3 windings

"I o
Fig. 1. Spatial distribution ¢ e DSIM, the system will be

of fluxes in the DSIM

expressed as follows [3]:
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where R,;, Ry, are the resistances of the 1st and 2nd star;
R, is the rotor resistance; w,, w are the angular velocities
of the stator and the rotor; V1.2, g2 Pageniz are
the motor’s voltages, currents and fluxes.

The stator fluxes expressions are given by:

Past = Lstigst + Lin Ggs1 +igs +igp);
Pis2 = Lyotger + Ly (g1 +iggo +igy);
¢qsl = leiqsl + Lm(iqsl + iqu + iqr);

2

¢qs2 = Ls2iqs2 +Ly, (iqsl + iqs2 + iqr);
Par = Lyigy + Ly (igy + lgs1 +igs2);
_¢ Lrlqr +L, (iqr + iqsl + iqs2)’

where L, Ly, are the inductances of the 1st and 2nd star;
L, is the rotor inductance; L,, is the mutual inductance.

Using stator currents and rotor flux components, the
equation for electromagnetic torque is:

Tem L L
where p is the number of pole pairs.
Finally, the rotational equation is given by:
d 1
EQ = 7(Tem -1
where Q is the mechanical rotor speed; J is the moment of
inertia; 7} is the load torque; F, is the friction coefficient.
Modeling of the IFOC. The principle of field-
oriented control is to realize decoupling between the
magnetic flux and the torque. Unlike the direct approach,
IFOC calculates the rotor flux angle indirectly by using
the shafts’ speed information, which eliminates the need
to directly measure the rotor flux position.
By aligning the d-axis with the rotor’s flux, the
orientation is achieved, resulting in the following [23]:

¢qr =0 >dy =9, (5)
The new system can now be governed using the
decoupling terms v 4 and ey as follows:

(¢dr(lsql +lsq2) ¢qr(lsd1 +lsd2) 3)

-F.Q), @

* * * *
Vast =Vas1 +easts Viso =Vas2 +e€ds2s

S ©)
Vqsl =Vgsl T €gs15 Vqu =Vgs2 T €525
where:
* . digy . = , digs) .
Vast = Rgtigs1 + Lt d—:, Vas2 = Rgilgsa + Ly d; ;
(7
di di
* . s1 * ch
v, =Rl + L L; Vv, =Rl 0 + L ,
gsl s1tgsl s1 dt gs2 — fsltgs2 K dr
and:
. * . *
Cds| = Uy (lelqsl +7.4.0y); eg = ws(Ls2lq52 +7, §.a)); )

. * . %
sl = Wy (Lstias +¢); €gs2 = Wy (Lygigs2 +4),

where 7,=L,/R, is the rotor time constant; w,, is the slip
frequency. The symbol (*) indicates the references.
The electromagnetic torque is:

L,

T —m
L+L

em

(¢dr(lvql +l€q2)) P—(— ¢dr vq) (9)

L, L
Equation (9) shows that the electromagnetic torque
is similar to that of a separately excited DC motor, which
demonstrates that torque and flux are now decoupled.
The synchronous angular speed can be derived as:
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LR,
W, =0+ wg = p+—1"L— ch ) (10)
Lm+L” ¢dr

The complete scheme of the classical PI-based IFOC
is presented in Fig. 2.

iufl
Fig. 2. Schematic of the classical IFOC with PI-based controllers
fed by double 2-levels inverters

Design of the LQR. In this section, the LQR will be
used as an advanced regulator to regulate speed and
torque of the DSIM, in objective to ensure high
robustness against phase fault, load torque variation, high
precision within the shortest time possible without
surpassing the motor capacity.

First, let’s take the Laplace transform of (4)
considering 7} as perturbation (i.e. 7, = 0) as follows:
£ ! . (11)
T Js+FE,

To define the LQR regulator, (11) must be converted
into state-space representation. For this purpose, state-
space variables are chosen so that:

X =9;
. (12)
Xy = Q,
Using (4) in (12) will give:
{XI s (13)
Xy = I/J = (Top =T — Frxp).
In matrix form it will be:
)-Cl _ 0 1 X1 + 0 T 0 T (14)
i | |=F. )T O|xy| [1] |yJ
The output of this system is:
y= ()][x1 } (15)
X2

So, the matrixes 4, B, C, D are then defined as:

|2, o te1=| 1 ie1-b alipl-o

The control law of the LQR regulator is defined as:

Ulgr = —Kigr [x] : (16)
where K}, is the feedback gain of the regulator:
Kig=R-B-P, (17)

where R is the Ist controller matrix. In our case it has
been set as:

-50 50
R=5 ;
{ 1 —50}

P is the solution of the covariance equation (Ricatti
equation) which is defined by:

AT P+P-A-P-B-R'BT.P+cT.0-C=0. (18)
Q is the 2nd controller matrix: O = 100.

The matrixes R and Q represent a degree of freedom
to adjust between minimization of the error and the effort
of the control, in other way to control precision and
response speed. The only inconvenient of this technique is
to find a relationship between these 2 matrixes to ensure
the desired robustness.

Substituting (16) in (18) will lead to a closed loop
system such that:

[i]=([4]-[8- K |) 5] (19)
The new state spafﬁ Zfl jle j}[lsiem will be:
Uil @

The structure of the LQR regulator used in the speed
loop is depicted in Fig. 3.

[

Fig. 3. Speed regulation using LQR

Modeling of the ADRC. ADRC is a robust control
strategy designed to estimate and compensate for system
uncertainties, external disturbances, and nonlinearities in
real-time. By combining an extended state observer to
estimate disturbances and a feedback controller to reject
them, ADRC enhances the performance and stability of
dynamic systems.

The ADRC control was first proposed by Han in
1990s as an alternative to PID controllers [24]. Since
then, it has been used in flux or torque regulator in vector
control [25-29]. We opted to apply it to the DSIM, in aim
to improve torque response, reduce sensitivity to
parameter variations, and ensure robust operation under
load disturbances. The illustration of the used ADRC is
shown on Fig. 4 [30].

v Vi e ¥

- TD —b— —b NL!:EF—-— —1—» Plant

ifbo bo

L l

Fig. 4. Schematic description of the ADRC

According to this work, ¥ is the tracking signal for
the current reference 'y, While e is the error signal of
the current loop. The term u, corresponds to the output of
the nonlinear state error feedback, and u is the reference
voltage adjusted by the estimated disturbance.
Additionally, z, and z, are the tracking signal for i, 2
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and the estimated disturbance, respectively. The tracking
differentiator makes the feed-back error change gradually
to solve the contradiction between rapidity and over-
shoot. And b, is a nominal control gain, it’s an estimate of
the system’s input gain, which relates the control input to
the system’s dynamics.

Thus, 4 ADRC regulators will be used to control the
DSIM currents, where their outputs will constitute the input
voltages of the inverters. As it can be seen in Fig. 5, based on
the current transfer function of the DSIM, the state
formulation of current loop can be defined by:

X1 = Is1,2(dg) ®; o
X2 = Ig1 2(dg) (1)-
X =X
(22)

Xy = Li(u(f) ~Ryxy).

s

‘\d.:gc 1.2 v\‘d,q(l,’_’; 1 '511‘;(1.2‘1

ADRC
Regulator

Ls12)S + Rsq12)

Fig. 5. Currents regulation using ADRC regulator
The current’s matrixes of the system will be:

[4]= {_ o (ﬂ [5]- L/OLJ, (=i o] [p]=o.

The ADRC regulator will be used to compensate the
last system, so the new state space will be:

x| =Xp;
%y =1/Lg(u(t = Ryx; +25(0)); (23)
)'6'3 = Zz(t).

The control low of the previous system shown in
(23) will be:

Ug = (iref —Z] )Wcz* _2Wc Z2(t)§
(24)
u(f) zbi(uo —2,(1)),
0

where w, = 5000 is the bandwidth of the observer; b, =5000.
The extended state space of the previous system

shown in (23) will be:
0 1 0]x 0
[x]=| Ry/Ly O 1| xy |+|1/L; (g =2(0) (25)
0 0 0 x 0 %o
While the output of the extended system is:
X
yo=[1 0 0] x| (26)
X3
And the new matrixes are:
0 1 0 0
[Aext]: Rs/Ls 0 1By = I/Ls ’Cext:[l 0 0]’
0 00 0

The scheme of the proposed strategy is shown in Fig. 6.
Simulation results and discussion. In this section,
we will evaluate the performance and robustness of the
DSIM fed by dual 3-level neutral point clamped inverters.

Field

i with
weakning  'sa

,~— ADRC
(Currents)

sq2 '52,abe P [3NP§I, ) ‘
- i
VL ]
Fig. 6. Global control scheme of the proposed LQR-ADRC
speed and current controllers connected to dual neutral point
clamped inverters

Using MATLAB/Simulink, 2 control strategies were
tested: the traditional IFOC with PI regulators, and an
advanced approach combining IFOC with LQR for
electromagnetic torque control and ADRC for current
regulation. The simulations include tests to assess the
system’s ability to track speed references, handle external
disturbances, and maintain stability under challenging
conditions, such as phase faults and internal parameter
variations. Additionally, a THD study is conducted to
evaluate the system’s harmonic suppression capabilities. The
motor parameters used in this study are listed in Table 1 [31].

Table 1
DSIM parameters

Parameters Value
Rated power P, kW 4.5
Line-to-line voltage V,,, V 380
Rated speed £, rad/s 288.29
Number of pole pairs p 1
Stator inductance L,, mH 22
Rotor inductance L,, mH 6
Mutual inductance L,,, H 0.4092
Stator resistance R, ) 3.72
Rotor resistance R,, Q 2.12
Moment of inertia J, kg-m? 0.00625
Friction coefficient F,, m/(rad-s™) 0.001

Test 1. Evaluation of reference tracking at variable
speed. Figures 7, 8 illustrate the speed and torque
responses of the DSIM controlled by the classical IFOC
(Qp1, Temeen) and the IFOC-based LQR-ADRC approach
(QLQR-ADRC7 Tem(LQR-ADRC)) under Varying Speed references.
Initially, the motor operates with a speed reference of
100 rad/s, 300 rad/s, followed by a reduction to 200 rad/s,
and finally reverses its rotation to —100 rad/s. These
figures demonstrate the system’s ability to track both
positive and negative speed references with minimal
delay, indicating robust and efficient speed control. At
start, it’s shown that the torque peak is the same for both
techniques (=56 N-m). After that, the variation in the
speed reference causes transient scenarios in torque for
both techniques. However, the LQR-ADRC demonstrates
a faster stabilization time, with the presence of additional
peaks ~20 N-m, while the IFOC-PI shows a longer
stabilization time with less peaks and torque ripples.

Figures 9, 10 show the direct and quadrature
components of the flux (@q., ¢,-) of the DSIM. It can be
seen that the orientations are successfully achieved.
However, the LQR-ADRC shows a stable decoupling
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despite some ripples at speed reference changing, while
the classical IFOC shows a longer and stable response.
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Fig. 7. Speed of the DSIM under variable speed reference
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Table 2

Pl-based vs LQR-ADRC-based IFOC performance analysis

. Speed range, | Classical | LQR-ADRC
Criteria P s - IFOC | based IFOC
0100 0.5 0.24
o 1005300 0.7 04
Stabilizing £, s = 10=500 0.45 0.25
200— —100 1 0.65
Overshoot, % 0 0
Precision, % 99 99.98

Test 2. Performance against external disturbance.
Here, the motor starts with 250 rad/s step reference. Then,
a sequence of multiple load-torques are applied as the
following: 7;=10 N-mat¢f=1s, 7;=20 N-mat =2 s, and
T;= 20 N'-m at ¢ = 3 s. From Fig. 11, the LQR-ADRC
instantly rejects disturbances, while the Pl-based IFOC
has significantly longer rejection time. Figure 12 shows
the LQR-ADRC’s electromagnetic torque response is
faster than classical [FOC.
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Fig. 8. Torque of the DSIM under variable speed reference
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Fig. 9. Pl and LQR-ADRC direct flux ¢, components
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Fig. 10. PT and LQR-ADRC direct flux ¢, components

Table 2 compares the 2 approaches in terms of
stabilization time, overshoot, and precision. One can
observe that the new approach (LQR-ADRC-based IFOC)
surpasses the classical PI-IFOC in both precision and
stabilization time, while maintaining 0 % overshoot. This
demonstrates high robustness in tracking reference speeds.
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Fig. 11. Speed of the DSIM under load variation
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Fig. 12. Torque of the DSIM under load variation

Test 3. THD comparison. Figures 13, 14 show the
currents of the 1st star of the DSMI. The waves form is
regular in LQR-ADRC compared to classic [IFOC.

Figures 15, 16 reveal a THD of 13.72 % with
Pl-based IFOC, compared to 5.18 % with LQR-ADRC-
based IFOC. This demonstrates that the proposed
approach is more effective at minimizing harmonics.

Following the 3 tests and the analysis of their
results, which demonstrate that the LQR-ADRC
outperforms the IFOC in most scenarios, further tests will
be conducted to evaluate the robustness of this new
approach. This time, the focus will be on phase faults and
internal disturbances, such as variations in stator and rotor
resistances and changes in the moment of inertia.
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Test 4. Phase fault examination. In this test, the motor
will start with a load torque 7;=20 N-m. It will then
encounter several changes of reference speed and at 1 =4 s,
a phase fault will occur in the phase A of the 1st star.
Figure 17 represents the speed response of the DSIM,
while Fig. 18 shows the electromagnetic torque. Despite
these severe conditions, the system continues to operate
effectively without losing service continuity or
compromising its stability. It demonstrates remarkable
resilience, maintaining its robustness and consistent
performance even under challenging circumstances.
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Fig. 17. Speed of the DSIM under variable speed, load torque
and phase fault
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Fig. 18. Torque of the DSIM under variable speed, load torque
and phase fault

Test 5. Robustness against internal parameters
changing. The impact of parameters variation is a critical
factor in the performance of the control system. These
changes can affect the dynamics of the motor such as the
rotor flux linkage, torque production, and current regulation.

At this scenario, tests will be conducted against
internal parameters such as R, R, and J to evaluate the
system’s robustness. First the system will start with normal
parameters. In all scenarios, the motor will operate at a
reference speed of 100 rad/s, with a resistant torque of
20 N'm applied at + = 1 s. The parameter will then be
multiplied by 1.5 att=2s,by 2 at t =3 s, and by 2.5 at
t =4 s, resulting in a 250 % increase.

Figures 19-24 highlight that rotor resistance
variations influence the transient dynamics without
compromising the stability or balance of the stator
currents thanks to the proposed controllers. Despite these
variations, the control system maintains robust
performance, as evidenced by the actual speed
consistently aligning with the reference speed without
noticeable deviations or delays. This indicates that the
control strategy effectively compensates for the effects of
resistance changes, ensuring stability and precision.
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Fig. 19. Speed of the DSIM under stator resistance variation
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Fig. 20. Torque of the DSIM under stator resistance variation
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Fig. 21. Speed of the DSIM under rotor resistance variation
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Fig. 22. Torque of the DSIM under rotor resistance variation
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Fig. 23. Speed of the DSIM under inertia variation
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Fig. 24. Torque of the DSIM under moment of inertia variation

Conclusions. In this work, LQR regulator has been
employed to regulate the speed of a DSIM, while ADRC
regulators have been used to control the currents.

Several tests have been conducted and the results
revealed that the LQR-ADRC-based IFOC control strategy
significantly outperforms the classical PI-IFOC in terms of
speed control, stabilization time, and robustness. The LQR-
ADRC exhibits faster stabilization times across various
speed transitions, with minimal current ripples and no
overshoot, maintaining a high precision. It also shows
superior performance under external disturbances, such as
load torque variations, where it maintains speed response
stability without significant deviations. In phase fault
scenarios and internal parameter variations, the LQR-ADRC
proves highly robust, maintaining precise speed control and
stability even under degraded conditions. In conclusion, the
LQR-ADRC-based IFOC emerges as a more efficient and
robust control strategy, particularly in dynamic and
challenging operational conditions.
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Enhanced siting and sizing of distributed generation in radial distribution networks
under load demand uncertainty using a hybrid metaheuristic framework

Introduction. Constant changes in electrical system loads lead to increased power losses and voltage drops, requiring effective strategies to
improve grid performance amid changing power demands. Problem. Many studies assume constant loads when determining optimal locations
for distributed generation (DG) units, when in reality, loads change throughout the day. These changes affect network performance and require
efficient solutions that adapt to changes in loads demand to maintain system efficiency and stability. Goal. This research aims to optimize the
locations and sizes of DG units to reduce power losses and optimize voltage profile, taking into account changes in loads hourly over a 24-hour
period. Methodology. The study analyzes 24 hourly scenarios using 2 optimization techniques: the conventional particle swarm optimization
(PSO) algorithm and the hybrid-dynamic PSO algorithm. A multi-objective function is adopted to reduce power losses and improve voltage
profile at the same time. Results. The modified IEEE 33 bus system was used to verify the effectiveness of the proposed method. The hybrid-
dynamic PSO algorithm has shown superior performance in reducing active and reactive losses compared to the traditional algorithm. It also
contributed to a significant improvement in the voltage profile, demonstrating its high efficiency in dealing with changes in loads demand during
time. Scientific novelty of this work lies in the integration of hourly load changes into the process of allocating DG units and using a hybrid-
dynamic PSO algorithm that combines the benefits of PSO traditional and adaptation mechanisms, leading to realistic and more efficient
improvement. Practical value. This methodology enhances the performance of the smart grid by reducing power losses and voltage deviation
under daily load, ultimately reducing operational costs and improving grid reliability. References 28, tables 4, figures 10.

Key words. distributed generation, renewable energy, optimization algorithms, voltage stability, power losses minimization,
uncertain loads demand.

Bemyn. Tocmiiini 3Minu HABAHMAXCEHHS eNEKMPOCUCEMU NPU3B00SMb 00 30LNbUIEHHS 6MPAm NOMYHCHOCH Ma NAOIHHA HaNpyeu, Wo
suMazae po3podKu eekmusHux cmpameziti Ons NIOBUEHHS NPOOYKMUBHOCE MEPENCT 8 YMOBAX 3MIHHO20 NONUNTY HA eNEeKMPOEHEPIIO.
Ilpoonema. YV 6a2amvox 00CONCEHHSX WOOO ONMUMATILHOLO POSMAULY8AHHSL YCMAHOBOK po3nodinenol eenepayii (DG) nepedbauacmuvcs
HAAGHICIb  CIMAMUYHUX HABAHMAJICEH, XOUA HACHPABOl HABAHMANCEHHS 3MIHIOIOMbCA 6npo0osdc OHA. Lli 3wminu enausaiomv Ha
NPOOYKMUBHICIb Mepedici ma nompedyloms OUHAMIYHUX DILUEHb, o A0anmyomscs 00 3MIH HABAHMANICEHHs y Yaci Ok NIOMPUMKU
epexmusrocmi ma cmabinenocmi cucmemu. Mema. [Jane 0ocniodcenmss cnpamogare Ha onmumizayilo posmautysanns ma posmipie DG
VCMAHOBOK OJIsl 3HUIICEHHS. 6MPAM NOMYICHOCMI ma onmumizayii npoQino Hanpyeu 3 ypaxyBaHHaM Wo200UHHUX 3MiH HABAHMAICEHHS!
npomsizom 24 cooun. Memooonozia. Y docriodcenni ananizyiomscs 24-e00unni cyenapii 3 6UKOPUCMAHHAM 080X MemOo0ie ONMUMI3ayii:
mpaouyitinoeo aneopummy onmumizayii poem uyacmox (PSO) ma ciopuono-ounamiunoeo aneopummy PSO. [na suuowcenns empam
NOMYJNCHOCMI MA 0OHOYACHO20 NOKPAWEHHs NPOQII0 Hanpy2u sUKopucmosyemucs bazamoyinbosa @yuxyis. Pezynemamu. [{nn nepesipku
ehexmusHocmi  3anpononosanoeo memoody suxopucmosyeanacs cucmema wun IEEE 33. Tibpuono-ounamiunuii ancopumm PSO
NnpOOeMOHCIPY8AB BUCOKY eheKMUBHICIb 3HUIICCHHS! AKMUGHUX | PeaKmuGHUx 8mpam NOpIeHAHO 3 mpaouyiinum areopummonm. Lle
MAKoJIC CHPUANO 3HAYHOMY NOKPAWEHHIO HpoQinio Hanpyeu, npooemMoHCHpPY8aguiu 1020 BUCOKY eqeKmUBHicms 3a yMO8 3MiHU
nasanmaoicenns y yaci. Haykoea noeusna pobomu nonseac 6 inmeepayii no2oOuHHUX 3MiH Hasanmagicenus y npoyec posnodiny DG
YCMAHOBOK Md BUKOPUCTNAHHA 2I0pUOHO-OuHamiunozo aneopummy PSO, wo noeonye nepesacu mpaduyiiinux mexawnizmie PSO ma
MexaHizmie adanmayii, wo npu3eoo0uUms 00 peanicmuyHo2o ma eexmusHiuoeo nokpawents. Ilpakmuyuna yinnicms. /lana memooonozis
niosuwye npoOyKMUGHIiCmy  IHMENeKMyanbHOi Mepedici 3a PaxyHOK 3HUdICEHHs 8mpam enNekmpoeHepzii ma GioXuneHHs Hanpyeu npu
000060MY HABAHMANCEHHI, WO SHUICYE eKCHIYAMAYILHI sumpamu ma niosuugye Haoitinicms mepedici. biomn. 28, tadmn. 4, puc. 10.

Knrouogi cnosa. po3nofiieHa reHepauisi, BiTHOBJIIOBAJIbHA €HePreTHKa, aJrOpuTMHM ONTHMI3amii, cTradinbHicTs Hampyru,
MiHiMi3alisi BTPaT NOTY’KHOCTi, HeBU3HAYCHi HABAHTAMKEHHS.

Introduction. Electrical energy is one of the pillars of DG Technology

modern civilization and one of the basic requirements in

"

the life of modern man. Transmission and distribution [ 1
networks are one of the most prominent components of the Goor) (& ) Goesem)
electrical system. One of the main challenges facing the
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performance of distribution networks is the change in load = S
demand, which leads to differences in active and reactive

losses, as well as voltage drops and decreases in network

stability [1, 2]. Optimal planning of distributed generation B
(DG) is one of the most important methods for reducing
electrical losses [3] and improving voltage limits in
distribution network [4]. However, the installation and
operation of these generators require significant investment
and operational costs , which calls for the use of standard
optimization algorithms in order to ensure that the
integration of DG with distribution networks is optimal [5].
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DG is called by wvarious terms such as local
generation, integrated generation, scattered generation, or
decentralized generation, and it generally refers to electrical
energy sources (Whether renewable or non-renewable) that
are connected to the distribution network or directly to the
consumption site [6, 7]. The concept of DG includes a
variety of technologies, as shown in Fig. 1 [8], that produce
energy at sites close to consumers. These systems can serve
individual buildings [9] or be used in Microgrids [10].
They can also be operated with on-grid mode [11].

Fig. 1. Shows most of the DG techniques [8]

Methods for searching for the optimal solution to the
problem of locating and scaling DG vary depending on the
nature of the system studied, the complexity of the
objectives and the constraints imposed, and these methods
are generally divided into 3 main categories: analytical,
numerical, and metaheuristic algorithms. Analytical
methods [12] rely on explicit mathematical equations and

© S.S. Sabry, O.Sh. Al-Yozbaky
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are often used in simplified systems with few buses and
limited targets, but become impractical with the complexity
of the network. Numerical methods [13], such as the
Newton-Raphson method or linear programming, provide
high accuracy but require accurate mathematical models
and may suffer from falling into local solutions, and do not
fit easily to multi-objectives or nonlinear variables. In
contrast, intelligent optimization algorithms [14-20] have
been more common in recent years, due to their ability to
deal with complex models, multiple targets, and the nature
of nonlinear or inaccurately defined constraints. Some
studies have also tended to combine more than one
algorithm for improved performance, or to use hybrid
algorithms that combine artificial intelligence with
traditional optimization. The literature shows that the
choice of an optimization algorithm depends on several
factors such as the number of DG units, load type, network
model, and objective function, however, the general trend
is leaning towards intelligent multi-objective optimization
algorithms due to their flexibility and effectiveness in
arriving at practical and workable solutions.

A review of the literature referred to above shows that
most researchers have addressed the allocation of DG units
based on fixed loads. Some evaluated the allocation of these
units under time-varying loads, but the locations and sizes
of DG units were often calculated at the average load only.
Moreover, some researchers looked at multiple load models,
but each allocation was made separately for each given load,
rather than a standardized allocation that took into account
loads over the time period (24 h) in our current study. Some
studies have also shown allocation of DG units under loads
and probabilistic generation. However, the majority of these
studies relied on constant generation based on (average
generation) from renewable energy sources, without taking
into account the temporal change in production.

In order to simulate the full picture of the actual
operating reality of the system, it is necessary to make an
allocation of DG units for each time period separately,
according to load variables. Hence, the optimal allocation
is chosen from among all time assignments based on the
desired objectives, such as maximizing system efficiency,
reducing losses or optimizing voltage profile.

The main contributions of this research are the
application of a modified hybrid metaheuristic optimization
algorithm to determine the optimal allocation of DG units
across 24 different scenarios, and the problem model was
built based on multiple scenarios, so that each scenario
represents specific load and generation conditions during a
specific hour of the day. The methodology was
implemented within a 24-hour time horizon, taking into
account the regenerative generation pattern of solar
generating units with the use of storage batteries to make
the generation constant from the system. The hybrid-
dynamic metaheuristic algorithm was also employed in the
context of allocating the locations and sizes of DG, and
their performance was evaluated in this context. Optimal
allocation of DG units was achieved throughout the day,
with the aim of reducing the multi-objective function
(MOF). The study included the analysis and discussion of
active power losses, reactive power losses, as well as
voltage profiles at different buses. Total power losses were
also calculated and discussed over the full day. Finally, the
results of the study were compared with the results of

another optimization algorithm, such as particle swarm
optimization (PSO), in terms of optimal allocation of single
and multiple DG units.

The goal of the paper is to optimize the locations and
sizes of DG units to reduce power losses and optimize
voltage profile, taking into account changes in loads hourly
over a 24-hour period.

The formulation of the problem involves the use of
backward forward sweep power flow analysis and the
results associated with optimal location and size
allocation of DG using an optimization algorithm
approach, taking into account a set of constraints.
Allocation means optimized for DG to introduce these
generators into the system at an optimal point in terms of
location and size. Figure 2 shows the diagram of the
system. The first stage involves entering system data such
as a 24-hour variable load. In the second phase, the
optimal allocation of DG units is determined according to
changes in load demand based on the minimum value of
the objective function.

Type of DGs

constrains
objective
function
limit of decision
varables optimization

h
" - variable loads metoods
jature of loads I X RS ———> 2

load flow
optimization algorthm
Techniges
operation
modes
number of
DGs

Fig. 2. Factors influencing the optimal location and sizing of DG

"\ optimal focations of DGs units!
)| - optimal capacity of DGs units

Load flow analysis. Power flow analysis technology
is used for planning, operation, optimization, and
monitoring of electrical power systems, as it contributes
significantly to ensuring system stability, reliability and
economic efficiency.

start However, traditional

| methods used in power flow

Read line data and bus data analysis, such as the
l Newton-Raphson  method

Set max teration and and the  Gauss-Seidel

initial voltage V=1+j0.

method, may not be suitable
for distribution networks
and may not guarantee
access to the solution (no
convergence)  for  the
following reasons [21]:
v 1. Radioactive nature or
weak entanglement in the
no S netwgrk structure.
convergence 2. High resistance-to-
reactance ratio.

yes 3. Imbalance of the system.
4. The presence of DG
sources.

The backward
forward sweep algorithm
end [22] (Fig. 3) is an effective
method used in power flow
analysis for radial
distribution networks, as it

—

Calculate the branch current using
backward sweep

Using branch current and given impedances
update the voltages at each node

Calculate the total real and reactive
power losses

Fig. 3. Flow chart of backward
forward sweep algorithm
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is characterized by its ability to provide accurate results
with speed of convergence and reduce the number of
iterations required to reach the solution. For these reasons,
this algorithm is the preferred choice in the analysis of
distribution systems.
Steps of implementation of backward forward
sweep algorithm.
1) Initializing. Set the current at each node to zero:
ik = 0, (1)
where i, is the complex current at node .
Set the voltage of all nodes to 1 p.u.:
=1, 2)
where vy is the complex voltage at node £.
2) Calculating the nodal current by using the
complex power equation:

i =51/ 3)
where s; is the complex power at node & [p.u.]; vy is the
voltage at node k [p.u.]; i is the calculated current at node
k [p.u.]; symbol «» denotes complex conjugate.

3) Backward sweep — branch current calculation.
Calculate branch current flowing from node k to node 4—1:

oot = 1k + D i “)
where i, ;. is the current in the branch from node & to 41;
iy 1s the sum of branch currents from all downstream
nodes connected to node £.

4) Perform forward sweep to update the node voltage
according to the voltage drop equation across the lines:

Vil = Vi = Zk kel bk s (5)
where vy is the voltage at node k; vy is the voltage at the
downstream node k+1; z; 4+ is the complex impedance of
the line between nodes & and k+1; [ is the current in
the branch between nodes & and k+1.

5) Check the stopping criterion, where the iterative
process continues until reaching the acceptable variance
between the calculated values in successive iterations:
<g, (6)

n+l

max|vy — v}

where ¢ is the specified tolerance for convergence
(typically 107*)

Objective function. The main objective of the goal
function is to reduce the multi-objective index to the
lowest possible value.

MOF index is a combination of 3 main indicators —
the Active Power loss Index (API), the Reactive Power
loss Index (RPI) and the Voltage Deviation index (VD)
[23]. Optimal allocation of DG units is achieved by
minimizing the MOF value. This process is based on (7),
where the coefficients w; — ws refer to the weights of API,
RPI and VD:

MOF =wy - APl +w, - RPI + w5 - VD ; (7

> W=l ®)

where wy is the weight of API objective (w;=0.5); w, is
the weight of RPI objective (w,=0.25); wj is the weight of
VD objective (w;=0.25).

The relative weights of the 3 objectives (reducing
real losses, reducing reactive losses and reducing voltage
deviation) were determined using the analytic hierarchy
process developed by T.L. Saaty, which is one of the most
common multi-standard decision-making methods [24] is

common and accurate. This method is based on the
principle of conducting even comparisons between goals
using a numerical preferential scale that reflects the
degree of relative importance between each pair, so that
the judgments are translated into a comparison matrix
used to extract the final weights through mathematical
treatment based on normalization and analysis of
eigenvalues. In this context, a logical assessment was
adopted that the first goal (4PI) is twice as important as
the other 2 goals (RPI and VD), while RPI and VD were
considered equally important. According to this
assessment, the comparison matrix is built to reflect these
relationships (PLI > RPI = VD), with a preference ratio of
(2:1). Based on these provisions, the final weights were
derived to be approximately 0.5 for API and 0.25 for each
of the RPI and VD. This distribution reflects the level of
technical impact expected for each objective on grid
performance and is consistent with the logic of improving
the operational efficiency of electrical distribution
systems, where priority is given to reducing real losses as
directly related to economic losses in energy.

Active power loss index (API) is related to the
objective of reducing active power losses [25, 26], and is
calculated as the ratio between Actual Power Loss in the
presence of DG (4PLDG) to Actual Power Loss (4PL) in
the absence of DG:

API=APLDG |/ APL. )

Reactive power loss index (RPI) is the ratio of the
Reactive Power Loss [27] when DG is present (RPLDG)
to the Reactive Power Loss (RPL) without DG:

RPI=RPLDG / RPL. (10)

Voltage deviation index (VD) is the 3rd target
considered in this question [28], and is mainly used to
monitor the power system. In real time, efforts across
buses deviate from their stability limits, and can be
adjusted within safe limits through optimal allocation of
DG in the system, contributing to voltage profile
optimization. The VD indicator in (11) should be
minimal, because higher values indicate a greater
deviation from the initial value:

VD = maxjy_y (vin =5 )/ Vini) 11
where n is the total number of buses in the system;
Vini =1 05pu

Constrains. The process of minimizing the
objective function is constrained by equality constraints
and inequality constraints.

Equality constraints express the balance of real and
reactive power of DG within the electrical system:

ZPGi_ZPDi_PI()ss:O; (12)
> 06i =Y. 0pi = Otoss =0, (13)

where Pg; is the active power generated by traditional
resources; Pp; is the active power generated by DG units;
P is the active power losses in network; Qg; is the
reactive power injected by traditional resources; Qp; is the
reactive power injected by DG units; Oy, is the reactive
power losses in network.

Inequality constraints include setting the minimum
and upper limits of DG capacity to ensure that permissible
operational levels are not exceeded, in addition to
restricting the locations of connecting generation units to
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specific locations to the network to achieve the best
technical and economic performance:

PB& < PpG < PBE": (14)
OpG <0p6 <0p6 (15)
2< DGposition < Mpys (16)

where Pp; is the active power output of the DG unit;

Ppe', PpE* are the minimum and maximum limits of the

DG’s active power; Op is the reactive power of the DG unit;
Op6-0pe:  are the minimum and maximum allowable

reactive power; DGgiion 15 the bus number where the DG is
installed; 7, is the total number of buses in the network.
Optimization algorithms. PSO is one of the
popular algorithms used to solve multidimensional
optimization problems. These algorithms mimic the
behavior of flocks of birds and fish in search of food
sources, where the positions of particles are updated
based on their individual and collective experiences to
arrive at optimal solutions. The presented models aim to
compare the traditional algorithm with a dynamic hybrid
version, which includes additional steps to improve the
quality and speed of arriving at the optimal solution by
introducing local search mechanisms and handling
recessions. PSO algorithm and the improved or modified
hybrid algorithm, called the hybrid-dynamic PSO
algorithm, were used, where their parameters are
dynamically adjusted as the algorithm progresses, in
addition to introducing the concept of mutation to the
results in case of stagnation to avoid the algorithm falling
into the trap of local solutions. The choice of this
particular algorithm among the rest of the optimization
algorithms for the following reasons:
1. The ability to process dynamic and non-convex

equation.
2. The ability to process large and complex data sets.
3.The ability to explore initial search spaces
effectively.

4. The speed of convergence towards optimal solutions
compared to other methods specially when deals with multi-
objectives that have overlap and conflict with each other.

In PSO, the starting particles are distributed randomly
across the available search space, and out of all these
particles, the best solution is identified. The locations of the
particles are updated in the next step based on the previous
locations and velocity values, the entire swarm takes
actions to improve the value of the objective function and
achieve the optimization in the next steps.

The best fitness (min, max) is determined to direct
the rest of the particles towards this best solution. The
velocity of the particle is updated according to the gap
between his current position and the optimal position
relative to all other particles (gpes), in the same manner,
the position of the particle is constantly being updated by
adding its current location to its movement.

The position and velocity of the particle are
determined according to the following equation:

k+1 k k k.
Vi =wy +an (Pbesn‘ -5 )+ en (gbest =5 ), (17)

Sl'k+1 k k+1 . (18)

=5 + v; 5
where v/ is the velocity of particle i at iteration k; s;" is the
position of particle i at iteration k; py.; is the best position

found by particle i (personal best); g,., is the best position
found by the entire swarm (global best); w is the inertia
weight — controls exploration vs. exploitation; ¢, ¢, are
the acceleration coefficients (cognitive and social
components); ry, r, are the random numbers uniformly
distributed in [0, 1].
The PSO algorithm depends on 3 basic steps that are
performed during each iteration:
1. Evaluating each solution using the objective
function to calculate the fitness value.
2. Updating the best position of the particle (ps.;) and
the best global position (gp.s)-
3. Updating the particle’s velocity v; and its position s;.
These steps continue until stopping criteria are met,
such as reaching a certain number of iterations or achieving
a certain accuracy threshold. Despite its efficiency,
traditional PSO suffers from some drawbacks when dealing
with optimization problems, the most prominent of which
is that it may stop at local maximum values (stuck in a local
maximum), which reduces its ability to explore the entire
search space. The parameters w, c;, ¢, affect the
performance of the algorithm, as tuning inappropriate values
can lead to early convergence towards a non-optimal
solution or divergence which prevents the algorithm from
reaching an optimal solution.
A number of attempts have been made to improve the
PSO algorithm in order to find the most suitable control
parameters. Numerous methods exist for the search of
optimal parameters other than those with fixed values. The
variable coefficient PSO or dynamic PSO with control
parameters that decrease linearly is given in (19-21). The
control parameters of PSO are:

Wk = Whnax = (Wmax = Wmin) > (19)
max
Clk = Clmax — “(C1max —C1min) > (20)
max
Cok ZCZmax_k_'(CZmax_CZmin)’ (21)
max

where wy is the inertia weight at iteration k; wy,, is the
final (minimum) inertia weight; wy, 1is the initial
(maximum) inertia weight; k& is the current iteration
number; k.. 1S the total number of iterations; cy; is the
cognitive component at iteration k; ¢, is the social
component at iteration k; cim.x is the initial (maximum)
cognitive value; ¢, is the final (minimum) cognitive
value; Comi, 1s the initial (minimum) social value; ¢y 18
the final (maximum) social value.

Local search and mutation were used on the initial
results of the PSO algorithm for the following reasons.

1) Exploitation. PSO algorithm 1is good at
exploration but may not be accurate in finding the local
optimal solution. Local search comes to fine-tuning on the
found solution.

2) Accelerate-convergence. Instead of waiting for
PSO to reach the optimal solution across many
generations, local search can quickly improve good
solutions in each or after a certain number of generations.

3) Increase precision. Helps to exceed some PSO
limits such as oscillating around gj.; without further
optimization, by optimizing locally around gj,,; O ppesr.
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4) Diversity. Mutation causes a random change in
the location of some particles, preventing premature
grouping of particles around imperfect solutions.

5) Escape from local optima. If particles stop
improving, the mutation gives a random push to each
other to exit that area and explore new areas.

6) Improved exploration. Especially in the later
stages of PSO when particles begin to focus on a small
area around the gy,

The method used to determine the best location and
value for DG using the hybrid-dynamic PSO algorithm is
as follows.

Step 1 (Initialization).

1. Number of iteration k.

2. Number of particles 7.

3. Number of parameters per particle m.

4. Limitation of space solution.

5. Set the initial value of control set of PSO as shown
in Table 1.

6. Set the initial value of each particle randomly with
in the limit of space solution.

Step 2. Modify the load bus by the initial set of
particles.

Step 3. Run load flow and calculate APL, RPL, VD.

Step 4. Searching for pp,,, and g,y

Step 5. Update the velocity, position and variable
control set to generate new set of solution.

Step 6. Evaluate the new solution.

Step 7. Searching for py.,; and gy

Step 8. Apply local search.

Step 9. Check if g, is stagnant? If yes — apply
mutation, if don’t — check no. of iteration if less or equal
to no. of max. iteration.

Step 10. Update the number of iterations.

Step 11. If number of iterations less than or equal
number of max iterations then go to step 5.

Table 1
PSO coefficients used in the simulation

Parameter Value
Number of particles n 50
Number of iterations kpqx 50-150
Number of parameters per particles m 2
Cognitive component ¢, 0.5-2.5
Social component ¢, 0.5-2.5
Inertia weight w 0.4-0.9

The traditional PSO algorithm (Fig. 4,a) begins by
initializing the basic parameters, including the inertia
weight w, acceleration coefficients c¢;, ¢,, swarm size,
number of iterations and number of variables. A set of
solutions is then randomly generated within the search
space. The validity of the solutions is then checked. If the
condition is met, the network loads are adjusted, and the
load flow is run to evaluate the validity of the solutions.
This is followed by a search for the best local and global
solutions (py.s; and gp.s,) based on the calculated validity
values. The positions and velocities of the particles are
then updated to generate a new set of solutions. This cycle
continues with the network loads being updated, solutions
being evaluated, and the best solutions being updated,
with the number of iterations gradually increasing until
the maximum number of iterations is reached, at which
point the algorithm terminates.

start

Initial set of variable control settings

Initial set randomly of solution

modify the load bus of network
run load flow and evalute solution fitness

Searching for local and global best solution
based on the fitness

e O DD T DI

solution

modify the load bus of network
run load flow and evalute solution fitness

Searching for best solution by update

t sol
Phest & Gbest

Fig. 4. a — flow chart of
traditional PSO algorithm;
b — flow chart of hybrid-
dynamic PSO algorithm

2]

The hybrid-dynamic PSO algorithm (Fig. 4,b) follows
similar steps to the traditional algorithm, starting with
initializing the basic settings and generating a random set of
solutions. After verifying that the solutions adhere to the
permissible space limits, the network loads are adjusted, and
the load flow is run to assess the validity. The best local and
global solutions are searched according to the validity
criteria. After updating the speed and location variables, an
additional optimization step is applied, which involve
applying a local search to improve the quality of the
discovered solutions. If the global solution g stagnates
and does not improve across iterations, a mutation is applied
to break this stagnation and stimulate the search for better
solutions. The system continues iterating, updating solutions
and increasing the number of iterations until a specified
maximum number is reached, at which point the algorithm
terminates. This hybrid-dynamic approach contributes to
accelerating convergence to the optimal solution and
increasing the efficiency of the search process.

Test system. Modified IEEE 33 bus distribution
system was adopted to test the proposed method. Figure 5
shows the single line diagram of the distribution system,
at base load, the total active power is 3715 kW, the
reactive power is 2300 kVAr.

@ Slack Bus
©-0-DD ®

(] industrial load

residential load

@ commercial loads

Fig. 5. Modified IEEE 33 bus test system

Limitations. The study’s limitations refer to the
specific aspects of its design or methodology that had an
impact on or influenced the interpretation of the study’s
conclusions. Below are limitations of this work:
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1) Load flow method. By backward forward sweep
because this method is suitable for distribution networks
of radial nature.

2) Operation mode. On grid operation mode.

3) Network type. Modified IEEE 33 bus test system
radial distribution network.

4) Type of DG. Renewable energies that they have
the ability to inject active power only.

5) Number of DG. Single and multiple distribution
generation units.

6) Load type. Variable load and load model is
constant power.

7) System condition. Balanced 3 phase system.

8) Optimization method. Metaheuristic method and
the algorithm is hybrid dynamic PSO.

9) Objective function:

e minimize active power losses;
e minimize voltage deviation at each bus;
e maximize voltage stability.

10) Decision variable. Optimal location and value of
DG with unity power factor.

Result and discussion. To validate the proposed
approach and its effectiveness in the analysis and
optimization methods presented, the study was applied to
the modified IEEE 33 bus test system under different
scenarios, including:

e Base case. System operation without integration of
any DG.

e /st case. Integration of one DG unit at the optimal
location within the network.

e 2nd case. Integration of 2 DG units at their optimal
locations.

e 3rd case. Integration of 3 DG units at their optimal
locations.

IEEE 33 bus model with variable load demand was
chosen as the base case for loss evaluation and power flow
analysis without DG, and the analysis was done using
backward/forward sweep. The total losses in active and
reactive power among the studied cases are shown in Fig. 6,
and Fig. 7 shows load demands during 24 hours.

10000

P, kW-h/day m P
2000 1 0, kVAr-h/day
m QO
6000
4000 B
2000 F M
'(HE NN Hn s
Base One DG Two DGs Three DGs

Fig. 6. Active and reactive power losses during 24 h
in the 3 cases in addition to the basic case
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Fig. 7. Active and reactive load demand during 24 h

Initially with base case, energy losses for active and
reactive power were measured at 7196.054 kW-h/day and
4887.774 kVArh/day, the minimum voltage value recorded
for bus number 18 was 0.8459 p.u. In the 1st scenario, where
a single DG unit was embedded, the optimal size of the unit
was calculated to be 3079.71 kW at bus number 6, which
caused total active and reactive energy losses to drop to
3799.023 kW-h/day and 2794.019 kVAr-h/day. In the next
case, the system was embedded with 2 DG units, where
2 units of 1056.946 kW and 1322.302 kW were placed at
buses number 13 and 30, respectively. This led to active
energy losses of 2980 kW-h/day and reactive power losses of
2050 kVAr-h/day.

In case 3, where 3 DG units were considered, 957.925 kW,
1262.393 kW and 1231.201 kW units were put in buses 14,
24 and 30, respectively, which brought the total active
losses down to 2506.591 kW-h/day and the reactive losses
down to 1750 kVArh/day. Figure 6 shows how the
inclusion of several DG units into distribution systems
provides greater improvements on the reduction of active
and reactive losses than single generation unit systems.

The changes within the average bus voltage for
employing the optimal size and location of the DG in
various scenarios with basic case is illustrated in Fig. 8.
The application of the optimal distribution generator
enhances the performance of all the bus voltages in terms
of stability in comparison with the base case.

Table 2 presents the statistical results of 100 running
of proposed method for MOF along 24 h with 3 DG along
with the corresponding minimum, maximum, mean and
standard deviation values. Additionally, the success rate
(SR) is reported, which indicates the percentage of runs
that achieved a solution within 2 % of minimum objective
function value among all running.

The high effectiveness of the algorithm attributed to
its inherent optimization capabilities and the adequacy of
the selected number of particles and iterations in the PSO
algorithm for consistently reaching the optimal solution.

1.06 T TS Table 2
——0

The results of statistical
analysis

Statistical indices |Result
Minimum 0.291
Maximum 0.310
Mean 0.291
Standard deviation| 0.003
Success rate (SR) | 0.96

101

0.96 [

091

bus number
0 10 20 30 40

0.86

Fig. 8. Average voltage’s buses during 24h in the 3 cases in addition
to the basic case

The PSO algorithm was chosen and preferred over
the rest of the algorithms based on previous studies that
outweighed it over the rest of the algorithms for many
reasons, including the ease of understanding its work and
the simplicity of the way it is based on it, in addition to
that it can be suitable for large and complex networks and
speed of convergence to the optimal solution.

Despite the many advantages of this algorithm, it
can fall into the trap of local solutions. In this research,
this study proposed to use a simple algebraic method to
overcome this problem, which is the method of adjusting
the algorithm parameters in a dynamic way so that it
makes the algorithm strong in terms of exploration,
exploitation and choosing the best global solution.
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To ensure the effectiveness of the proposed method,
a comparison was made between it and the regular PSO
algorithm with fixed parameters in a statistical way.

To increase competition between the 2 methods, a
few particles were used repeats to combine 3 DG units to
observe the difference between the 2 methods and which
of them can get closer to the optimal solution in light of
the small number of particles and iterations (Table 3).

Table 3
Statistical result comparison of PSO and hybrid-dynamic PSO

Statistical indices | PSO result | Hybrid-dynamic PSO result
Minimum 0.351 0.291
Maximum 0.372 0.310
Mean 0.362 0.291
Standard deviation 0.012 0.003
Success rate (SR) 0.18 0.96

Figures 9, 10 show the convergence of the proposed
hybrid-dynamic PSO algorithm, which is characterized by
its ability to explore a good region of the search space in
the early iterations, and quickly reach the optimal
solution. Figures 9, 10 show a comparison between the
performance of 2 algorithms for optimization of location
and the optimal size of DG units in electrical distribution
networks, based on the value of a MOF.

Fitness value

0.56
0.52 f
0.48 |
0.44
0.4} -

0.36 At amman N A A e AN pr gt o=
032 F 2
0.28 F
0.24
0.2

1-PSO
2 — Hybrid-dynamic PSO

Number of executions
1 1

1 1
0 20 40 60 80 100
Fig. 9. The fluctuation of solutions across different executions
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Fig. 10. The convergence of the solution to the optimal value
along to iterations

By tracking objective function changes across a
number of executions, the traditional PSO algorithm
shows a continuous fluctuation in value, with results
centered at relatively high levels (=0.36), indicating poor
stability and the likelihood of falling into local solutions
without being able to improve them effectively. In
contrast, the hybrid-dynamic PSO algorithm shows more
stable performance, maintaining a relatively low value of
the objective function (=0.29) with a very limited number
of sudden changes, indicating has a better ability to
explore and converge towards the optimal solution. This
superior performance demonstrates that the use of a
hybrid-dynamic PSO algorithm contributes to improved
search efficiency, reduced losses, and more reliable
results in distribution network optimization applications.

In Table 4 the proposed methodology is compared
with other methodologies, that using PSO algorithm to
find the optimal location and size for DG. Note that when
using more than 1 DG in different locations, it leads to an
improvement in the results, as the 2nd case required
injecting less power than the 1st case, and this led to
improvements over the 1st case in terms of reducing total
losses and improving voltage deviation and stability.

Table 4
Summary of the results obtained by following the proposed methodology
Number of DG No DG One DG 2 DG 3 DG
A Bus 13 Bus 14
Best location of DG - Bus 6 Bus 24
Bus 30
Bus 30
957.925@ Bus 14
Best capacity of DG, kW — 13079.710@ Bus 6 ig;gggg% gﬁ: ;(3) 1262.393@ Bus 24
) 1231.201@ Bus 30
Total capacity of DG, kW - 3079.710 2379.248 3451.519
Active energy loss, kW-h/day 7196.054 3799.023 2980 2506.591
Active energy loss reduction, % — 0.472 0.586 0.652
Reactive energy loss, kVAr-h/day |2792.894 2794.019 2050 1750
Reactive energy loss reduction, % - 0.4.28 0.582 0.642
Min voltage profile 0.8459 0.8959 0.9318 0.9337
Min voltage profile at bus no. 18 18 18 18
Min voltage profile at hour 9 9 9 9
Max voltage profile 0.9970 0.9989 0.9985 0.9991
Max voltage profile at bus no. 2 2 2 2
Max voltage profile at hour 23 23 23 23

*Note: the symbol «@» refers to the bus number that DG unit with right capacity should be connected to it

The results show that the integration of DG units in
the distribution network contributes significantly to
improving the performance of the system in terms of
reducing electrical losses and improving voltage profiles.
When only 1 DG unit was added, the active losses (Pjyss)
during 24 h decreased from 7196.054 kW-h/day to
3799.023 kW-h/day, achieving a reduction of 47.2 %.

With the addition of 2 DG units, the P, during 24 h
reduction rate improved to 58.6 %, while it reached 65.2 %
when 3 DG units were used. As for reactive losses (Qjpss)
during 24 h also a clear improvement is recorded,
decreasing by 42.8 % with 1 DG unit, rising to 58.2 %
and 64.2 % with 2 and 3 DG units respectively. On the
other hand, the addition of DG units led to a clear
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improvement in the minimum voltage profile, with the
lowest voltage rising from 0.8459 without DG units to
0.8959 with 1 unit, and reaching 0.9318 and 0.9337 with
2 and 3 units respectively, indicating enhanced voltage
stability. Note that the lowest voltage value was fixed at
bus 18 and 9AM, while the highest voltage value was
achieved at bus 2 and 11PM across all scenarios. In
addition, it is clear that increasing the number of DG units
not only reduces overall losses, but also contributes to a
more balanced load distribution across the network. With
the use of a 1 DG unit, the entire power was concentrated
in one location 3079.71 kW at bus 6, resulting in a
significant improvement in performance, but the
improvement was limited compared to multi-unit of DG.
When 2 DG units were added, power injection capacities
were distributed between bus 13 and bus 30, allowing for
more effective reduction in losses, as losses were further
reduced even though the total power injection capacity
was less than the single capacity per unit. By integrating
3 DG units distributed over buses 14, 24 and 30 achieve a
more uniform distribution of generation power capacities,
which is clearly reflected in the improvement of loss and
voltage profile. This highlights the importance of the spatial
distribution of DG units and the optimal capacity of each
unit, as the multi-point injected reduces long electrical paths
that cause greater losses, and enhances voltage stability
across the grid. Therefore, the use of more than one DG unit
with optimal locations and sizes provides a more
improvement that exceeds the improvement of a single unit
with a large capacity concentrated, which effectively
contributes to raising the efficiency of the network.

Future works. Dynamic planning requires
consideration of a long time period to determine the
optimal locations for DG. Other future work below:

1. Island operation. 1t is recommended to develop
models for intentional island operation with the
integration of energy storage systems.

2. Improving optimization algorithms. Improving the
tuning of parameters of metaheuristic optimization algorithms
such as PSO and GA to achieve greater efficiency.

3. Achieving accuracy and computational efficiency. In
order to improve the accuracy of convergence and
computational efficiency, hybrid techniques should be
further studied by combining analytical methods,
optimization algorithms, and computational methods.

Conclusions. This paper presents an effective
method to optimize the allocation of DG units based on
the variable daily load profile. The performance of this
methodology was tested using the IEEE 33 Bus test
system, where a set of scenarios covering different
periods during the day were analyzed to study the effect
of variable load on the selection of the best location and
capacity for DG.

The locations and sizes of DG units were determined
based on the lowest values resulting from a MOF, which
helped improve the overall performance of the network.
The results showed the effectiveness of the proposed
approach in reducing overall system losses along hourly
loads demand, as well as improving voltage levels at buses.

In this context, the hybrid-dynamic PSO algorithm
was used to determine the optimal distribution of
generating units. The results showed that this algorithm
significantly reduced both active and reactive power

losses compared to the traditional PSO algorithm. The
hybrid algorithm also showed a higher ability to improve
the lowest voltages in the grid.

In addition, the analyses showed that a significant
reduction in total active power losses across all scenarios
studied when using the hybrid method, compared to the
decrease achieved when using the traditional algorithm.
The same applied to reactive power losses, where the
hybrid method showed significantly better results.

These results highlight the importance of the
proposed approach based on the hybrid-dynamic PSO
algorithm, especially in its ability to reduce losses and
enhance voltage stability, making it a promising candidate
for application in modern smart electricity grids that
require flexibility and high dynamic response.
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Improved speed sensorless control for induction motor drives using rotor flux angle estimation

Introduction. In the typical field-oriented control (FOC) method, the variation of machine resistance is not considered when calculating the
rotor flux angle. This omission affects the accuracy of the control method during motor operation, leading to potential performance
degradation. Problem. Neglecting stator resistance variations in the voltage model-based FOC technique can cause rotor flux angle
estimation deviation. This inaccuracy impacts motor speed control, especially under varying operating conditions where resistance changes
due to temperature fluctuations. Goal. This paper aims to improve the accuracy of rotor flux angle estimation in the voltage model-based
FOC technique by incorporating a real-time stator resistance estimation process. Methodology. The proposed research integrates a model
reference adaptive system to estimate the stator resistance and replaces the rated resistance value in the rotor flux angle calculation
algorithm of the FOC technique. The effectiveness of the method is evaluated by using MATLAB/Simulink simulations, where the estimated
resistance value is compared with the actual resistance value, and the motor speed control performance is analyzed. Simulation results
demonstrate that the proposed method significantly enhances the accuracy of rotor flux angle estimation by adapting to changes in stator
resistance. This improvement ensures better motor speed control performance, reducing deviations between the actual and reference speeds
under different operating conditions. Scientific novelty of this research lies in integrating real-time stator resistance estimation into the rotor
flux angle calculation process of the voltage model-based FOC technique, addressing a key limitation in typical FOC approaches. Practical
value. By improving the accuracy of rotor flux angle estimation, the proposed method enhances the stability and efficiency of motor speed
control. This ensures better performance in industrial applications where precise motor control is essential under varying operating
conditions. References 27, figures 11.

Keywords: induction motor drive, field-oriented control, model reference adaptive system, stator resistance.

Bcemyn. Y munosomy memooi ynpaeninnsa 3 opicnmayiero no nomo (FOC) smina onopy mawunu ne 6paxogycmucs nio 4ac po3paxyHky Kyma
nomoxy pomopa. Lletl HeOoniK 6NIUBAE HA TMOUHICbL MEMOOY KepY8aHHs ni0 4ac pobdomu 08USYHA, WO NPU3B00Ums 00 NOMEHYIIHO20
3HUdICeHHA npodykmuenocmi. IIpodnema. Hexmysanns sminamu onopy cmamopa y memoodi FOC Ha ocHosi moodeni Hanpyeu modice
npuzeecmu 00 IOXUNEHHs OYIHKU Kyma nomokKy pomopa. L{s nemounicme eniusac na Kepy8anHs weUOKicmio 08U2yHa, 0COOIUBO 8 YMOBAX
excnayamayii, Konu onip 3MiHIOEMbCs Yepe3 KoausanHs memnepamypu. Memoto oanoi pobomu € niosuwyeHHs moyHocmi oYiHKu Kyma
nomoky pomopa ¢ memooi FOC na ocHosi mooeni nanpyeu WIsAXOM 6KIIOUEHHS. NpoYecy OYiHKU ONopy CMAamopa 6 peaibHOMY Ydci.
Memoouka. Ilpononosane 00cniodcens inmespye adanmushy CUCeMy 3 emanoHHOI0 MOOeNIO O OYiHKU ONOpY CMAmopa ma 3amiHIoe
HOMIHATIbHE 3HAYEHHS ONOPY 6 ANROPUMMI PO3PAXYHKY Kyma nomoky pomopa memooom FOC. Edexmusnicms memody oyinoemvca 3a
donomoeoro mooemosantsi MATLAB/Simulink, 0e pospaxynkoge 3nauents onopy nopieHIocmocs 3 (hakmusHumM 3HA4EHHSIM ONOpY, a NOMIM
ananizyeEmvCsl Xapakmepucmuka Kepysanus weuoxicmio osuzyna. Pezynemamu mooenioganns nokasyioms, wjo 3anponoHo8aHuil Memoo
3HAUHO NIOBUWLYE MOYHICIb OYIHKU KYIMA NOMOKY POMOpa 3a paxyHoKk adanmayii 3min onopy cmamopa. Lle noxpawenns 3abesneyye dinbut
epexmusHe YNpasninHa WEUOKICIIO OBUSYHA, 3MEHULYIOUU BIOXUIEHHS MIJIC (PAKMUYHOK MA 3A0aHON WEUOKOCHSAMU Y DISHUX POOOUUX
ymosax. Haykoea nosusna oanozo 0ocuiodicennss nonazac 8 inmezpayii oyinku onopy cmamopa 8 peaibHoOMy Haci 8 npoyec PO3PAxyHKY
Kyma nomoky pomopa memoodom FOC na ocHosi Mooeni Hanpyau, wo ycyeae Kmouose obmecents: munosux nioxoodie FOC. Ipakmuuna
sHauumicms. [liosuwyouu moyHicms OYiHKU Kyma HOMOKY pOmopa, 3anponoHO8anutl Memoo niosuwye cmabilbHicmb ma eqekmueHiCmb
ynpasninna wieuokicmio osucyna. Lle 3abesneuye Oinbut UCOKY npOOYKMUGHICMb Y NPOMUCTOBUX 3ACINOCYBAHHAX, O€ MOYHICIMb YNPAGTIHHS
08uzyHOM HeobXiOHa 6 3MiHHUX pobouux ymosax. biomn. 27, puc.11.

Knrouoei cnosa: NpuBOA ACHHXPOHHOTO IBHTYHA, I10J1€0PiEHTOBAHE YNIPABJIiHHSA, TANTHBHA CHCTEMA eTAJIOHHOI MO/IeJIi, omip cTaTopa.

Introduction. The rotor flux angle is a crucial factor
in the functioning and vector control methods of induction
motors (IMs). It indicates the alignment of the rotor’s
magnetic field concerning the stator’s magnetic field, and
precise estimation of this angle is vital for achieving peak
motor performance. Within the IM model, the rotor flux
angle is integral in separating torque and flux control,
enabling accurate and independent tuning of torque and
flux during motor operation [1-5].

Problems and the relevance. The field-oriented
control (FOC) method [6-9] is a widely used approach for
determining the rotor flux angle. However, this method’s
control strategy relies heavily on the machine parameters,
particularly the stator resistance. Furthermore, variations
in stator resistance are not accounted for when computing
the rotor flux angle, thereby impacting the precision of the
control method during operation.

Review of recent publications about rotor flux
estimation. Model reference adaptive systems (MRAS)
have been extensively developed to calculate the rotor flux
and its angle in IMs [10-13]. Two elementary models are
utilized in the MRAS method: the current model (CM, the
adaptive model) and the voltage model (VM, the reference
model). The CM, sensitive to rotor resistance parameters

[14, 15], relies on the stator current signal and rotor speed to
ascertain the rotor flux angle. Conversely, the VM, which
depends on the stator resistance parameter [16, 17], uses both
voltage and current signals to estimate rotor flux. A
significant challenge in MRAS modeling is the variation in
stator resistance due to temperature fluctuations, which can
impact motor precision. As the stator winding temperature
changes, the resistance alters, necessitating an adaptive
approach to estimate this parameter accurately. These
adaptive mechanisms bolster the resilience of MRAS
models, mainly during low-speed functions where the
precise determination of stator resistance is vital for
sustaining performance [18, 19]. When the stator resistance
is not accurately estimated, it leads to errors in the calculated
stator flux, affecting the torque output and stability of the
motor drive [20]. The authors [21] considered a rotor flux
estimator based on the MRAS model, which also depends on
the stator resistance (R) of the motor, and found that the
estimated R, value is susceptible to changes in IM
parameters. This estimated R; serves as an input to the speed
estimator. The relationship between temperature-induced
resistance changes and control accuracy is further supported
by the findings in [22, 23], highlighting the challenges in
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maintaining accurate rotor speed and flux estimates in the
face of R, drift. The estimated R, is considered a solution to
improve the reliability of the flux estimate.

The goal of the paper. This study introduces an
enhanced rotor flux-based model reference adaptive
system (RF-MRAS) to estimate the rotor flux and
determine the R, of the IM. This estimated resistance is
then used to update the R; in the rotor flux angle
calculation within the FOC technique, which traditionally
overlooks variations in R, [24, 25]. The proposed
approach enhances the precision of rotor flux angle
estimation, accommodating changes in stator resistance
during motor speed regulation and ensuring alignment
between the actual and target speeds across various
operational scenarios. Furthermore, simulation results
have confirmed the validity of this analysis.

Mathematical models for IMs within the [a/f]
coordinate framework. The connection between the
electrical parameters of an IM is influenced by several
nonlinear factors [26]. These parameters include the stator
current, flux linkage, and voltage. To study the dynamic
performance of the IM, a mathematical model is formulated
within the static coordinate framework [a/f#]. This model
illustrates the interaction between the voltage, current, and
flux linkage of both the stator and rotor. The primary
mathematical equations defining the IM system are:

H[A Lt o

s de] g

with matrices:

2
L,L, LmL LL

where u,’ is the stator voltage vector; iy is the stator
current vector; ;' is the rotor flux vector; T, = L,/R, is the
time rotor constant; R,, R, are the stator and rotor
resistances; L,, L,, L, are the stator, rotor and mutual
inductances; w, is the rotor angular velocity.

A. Apply the typical VM to calculate rotor flux in
the FOC technique corresponding to speed sensorless
control. A speed sensorless induction motor drive (IMD)
using the FOC technique consists of voltage/current
sensors [27] integrated into the converter. The IMD
consists of key components: the IM for converting
electrical into mechanical energy, with rotor flux
dynamics crucial for speed control; the application-
dependent load; the inverter power supply, a 3-phase
voltage source inverter for AC voltage and frequency to
manage speed and torque; and the sensing system for
indirect speed estimation. The FOC controller separates
torque and flux components of stator current for
independent motor control, regulated by a PI controller. A
new rotor flux controller estimates rotor flux. Figure 1
shows these components’ interconnection.

Rotor flux calculation in IM is essential to control
strategies, especially in sensorless applications. Rotor flux
using a VM is advantageous because it does not depend on
rotor parameters. The block diagram for estimating rotor
flux vector components using the VM is depicted in Fig. 2.

Equation (2) describes the rotor flux estimation:

d
dr
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with a = (LSL, -1, )/Lm,

where om0, Wip are the rotor flux components in the
VM on the coordinate axis [a/f].
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Fig. 1. Block diagram of a speed sensorless
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B. Sensorless technique based on RF-MRAS.
Figure 3 shows the rotor flux-based speed observer in the
improved RF-MRAS model for speed estimation.
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Fig. 3. Block diagram of the speed estimation using RF-MRAS

This improved model consists of the reference
model (VM), represented in (2), and the adaptive model
(CM), based on the relationship between the stator
current, the rotor flux, and the rotor speed represented in
(3), together with an adaptive mechanism to minimize the
error between the 2 models, as shown in (4, 5):
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where W, Wimcn are the rotor flux components in
CM on the coordinate axis [a/f].
Equation (4) shows the discrepancy, termed as the
error, between the outputs of the 2 estimators:
ErP-MRAS = Wratomy Weprmy — WopC My Vearnsy (4)
The RF-MRAS technique estimates speed via the PI
controller:

Or _est = KP .waF—MRAS + Ki,[ggwRF—MRAS dr, (5)

where K, K; are the gain constants for the proportional
and integral components, respectively.

C. Stator resistance estimation using RF-MRAS.
During motor operation, temperature increases affect the
stator resistance, altering the R, parameter of (2) in section
A of the VM and causing rotor flux estimation errors. This
research proposes a method to estimate R, integrated with
speed estimation. Figure 4 illustrates the fundamental block
diagram of the R estimator based on RF-MRAS, which
includes a reference function f (i, u,’, R, .) and an
adaptive function f'(i;’, @, .y). The PI controller processes
the deviation between them. The output, R, ., adjusts to
minimize the error.

The parameter R, ., is expected to enhance the
precision of the rotor flux estimation approach, which
depends on the RF-MRAS model. The PI stage determines
the R, value:

Er = [Wrarr) — Veaemlisa T [Wrprm — Wepcmlisp,  (6)
Rsiest :Kpf(SZR )+KiJ-f(§R }h- (7

s _est Wad
5
U, = Voltage model Wf-(m)
i SR )

. i

Current model

=5 | o
.0 ) Vs ccany

—_
(ur‘ _est

RF —MRAS

Fig. 4. Block diagram of the estimating stator resistance using
RF-MRAS

Simulation results. The performance of the
improved method is assessed through simulations of the
IMD. The parameters for IM are: pole pairs — 2; rated
speed — 1420 rpm; R, =3.179 Q; R, =2.118 Q; L,=0.209 H;
L,=0209H; L, =0.192 H.

The sensitivity to changes in motor parameters was
tested at a low-speed reference speed value increasing from
0 rpm to 300 rpm at 0.5 s. The motor was operated at a load
of 14.8 N'm after 1 s (full load). Two cases considered the
influence of the stator resistance on the VM-based flux
estimator. The stator resistance was assumed to be
unchanged and increased by 20 % from the nominal value,
while the other parameters remained the same.

The 1st case simulated the operation of the IMD
corresponding to the improved FOC method with rotor flux
based on the VM. Figure 5 shows the performance of the
motor when R, is constant, showing the reference speed
and the motor’s actual speed; the control system
maintained the motor speed closely following the reference

value in a stable manner despite small overshoots during
starting and at maximum load. The stator current stabilizes
quickly after speed and load changes, with a slight initial
spike when the speed changes, indicating that the system
responds quickly and sensitively. Figures 6, 7 show that the
components of the rotor flux vector components in [a/f]
from the CM also remain accurate and well maintained,
ensuring efficient operation of the system.
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In the 2nd case, when the stator resistance increases by
20 % from the nominal value at 1.3 s, this change affects the
rotor flux and rotor speed in the RF-MRAS technique.
Although the initial change in R leads to a deviation
between the reference value and the estimated value, the
estimator has shown good adaptability, accurately adjusting
to the change in R,. The simulation results show (Fig. 8) that
the difference between the actual and estimated stator
resistance is negligible. The rotor flux and stator current
vectors remain stable (Fig. 9, 10). Although the estimated
speed in Fig. 11 still closely follows the actual speed and is
very close to the reference speed, ensuring high accuracy in
both the transient and steady-state responses.
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Fig. 8. Actual/estimated and error between stator resistance
using RF-MRAS
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The improved FOC system works well in both cases,
ensuring accurate speed and fast response. When R
changes, the system takes some time to adjust but still
provides the accuracy of the speed estimate. The
difference between the actual R, and the estimated R, is
negligible, proving the stability of the estimator.

Conclusions. The proposed method focuses on
accurately estimating the R; to improve the accuracy of
estimated speed in sensorless control systems and aims at a
more comprehensive approach. Specifically, the method
improves the accuracy of the rotor flux angle, which is the
core element of FOC in motor speed control. Since the
rotor flux angle plays an important role in ensuring the
separation of torque and flux control, any deviation in this
value due to the change in R, can cause deterioration in the
control performance. Therefore, optimizing both the
estimation of R; and the flux angle will significantly
improve the accuracy and stability of the vector control
system, not only under normal operating conditions but
also when R, changes significantly due to the influence of
temperature or other environmental factors. The simulation
results show that the proposed method can adapt to the
change in R, ensuring that both the rotor speed and the flux
angle are accurately estimated, thus improving the
performance of sensor and sensorless control systems.
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Application perturb and observe maximum power point tracking with interconnection and
damping assignment passive-based control for photovoltaic system using boost converter

Introduction. Power generation from renewable sources, such as photovoltaic (PV) power, has become increasingly important in replacing
Jossil fuels. A PV system’s maximum power point (MPP) moves along its power-voltage curve in response to environmental changes. Despite
the use of maximum power point tracking (MPPT) algorithms, the displacement of the MPP results in a decrease in PV system performance.
Problem. Perturb & Observe (P&0O) MPPT algorithm is a simple and effective algorithm, it can suffer from some drawbacks, such as
oscillations around the MPP, slow tracking of rapid changes in irradiance, and reduced efficiency under temperature variation condition. The
new MPPT control strategy for a solar PV system, based on passivity control, is presented. The goal of this study is to enhance the efficiency
and stability of MPPT in PV systems by integrating the P&O algorithm with Interconnection and Damping Assignment Passivity-Based
Control (IDA-PBC). Methodology. The new MPPT P&O PBC strategy aims to extract maximum power from the PV system in order to
improve its efficiency under some conditions such as the variations of the temperature, the irradiation and the load. IDA-PBC is employed to
design a Lyapunov asymptotically stable controller using the Hamiltonian structural properties of the open-loop model of the system. Also,
with minimization of the energy dissipation in boost converter of the PV system to illustrate the modification of energy and generate a specify
duty cycle applied to the converter. The results with MATLAB clearly demonstrate the advantages of the proposed MPPT P&O PBC,
showcasing its high performance in effectively reducing oscillations in various steady states of the PV system, ensuring minimal overshoot and
a faster response time. Scientific novelty. Key contributions include methodological improvements such as dynamic adjustment of the cycle for
boost converter and a new approach to partner selection, which significantly optimizes the algorithm’s performance. Practical value. A
comparative analysis of the proposed MPPT controller against conventional algorithms shows that it offers a fast dynamic response in finding
the maximum power with significantly less oscillation around the MPP. References 46, tables 2, figures 13.

Key words: photovoltaic generator, boost converter, passivity-based control, port-controlled Hamiltonian, maximum power
point tracking.

Bcemyn. I'enepayis enexkmpoenepeii 3 6ioHo6108aHuUx 0dicepen, maxkux ax pomoenexmpuyni (PV) cucmemu, Habysae 6ce 6iibui020 3HAUEHHs
AK 3amina euxonuoeo nanusa. Touka maxcumanvroi nomyscrhocmi (MPP) PV cucmemu 3miwgyemovcsa 6300801C Kpugoi 3a1ei#CHOCHI
NOMYICHOCMI IO HANPY2U 8 3ANEICHOCI B0 HABKOIUWHBO2O cepedosuwya. Heszsadicarouu na UKOPpUCMANHA aneopUmMI6 6I0CEedICeHHs
mouku maxcumansroi nomysicnocmi (MPPT), 3cye MPP npuzeooums 0o 3uudicenns npodykmusrnocmi PV cucmemu. Ilpoénema. MPPT
aneopumm Perturb & Observe (P&QO) € npocmum i eghekmueHuM aneopumm, ane il MoNce Mamu HeOoNiKu, maxi K KonueanHs oins MPP,
nosiNtbhe GIOCMENCeH s WBUOKUX 3MIH OCEIMAEHOCHE A 3HUMCEHHS eqheKMUSHOCII 6 YMOBaX Konueans memnepamypu. Iipedcmaeneno
nogy cmpameziro ynpaeninna MPPT ons consaunoi PV cucmemu, 3acnoéamny Ha nacugnomy ynpagninui. Memoio 0ocniodxcents € niosuyerHs
epexmusrnocmi ma cmabinonocmi MPPT y PV cucmemax winaxom inmeepayii areopummy P&O 3 nacusnum xepysawuam HA OCHOBI
Midwc3'€OnHanna ma npusnavenns Oemngyeanus (IDA-PBC). Memooonozia. Hosa cmpamezis MPPT P&O PBC cnpsawosana ma
OMPUMAHHA MaKcuManbHoi nomyscHocmi 3 PV cucmemu ona niosuwjenHs ii eqpeKmueHocmi 6 nesHUx ymoeax, maxux sIK KOAUBAHHS
memnepamypu, unpominiosanns ma naganmadicertsi. IDA-PBC suxkopucmosyemucs 0nsi po3pobku acUMnmMoOmuyHo CIMIlKo2o pe2ysimopa
Jlanynoea 3 BUKOPUCMIAHHAM 2aMITbMOHOBUX CMPYKMYPHUX 61acmugocmei moleni cucmemu 3 6iOKpumum Koumypom. Takoowc, 3
MIHIMI3aYIEl0 PO3CIo8antss eHepeii y niosuwysaivbHomy nepemeopioéaui PV cucmemu, wob npoimocmpysamu 3miny enepeii ma
cpopmyeamu 3a0anuti podouUL YUK, W0 3ACMOco8yembcst 00 nepemesoprosaya. Pesynemamu, ompumani 6 MATLAB, nokazanu nepesacu
sanpononosanoi cmpameeii MPPT P&O PBC, Oemoncmpylouu il 6UCOKY e@exmueHicms wo0o 3HUNCEHHS KOMUBAHb ) PI3HUX
cmayionaprnux cmanax PV cucmemu, 3abe3neuyiouu minimansie nepepecynioganis ma wieuowiuii yac ioeyxy. Haykoea nosuzna. Knouogi
00CA2HEHHs  GKTIIOUAIOMb  MEMOOON02iuHl  YOOCKOHANEeHHsA, MaKi AK OUHAMIUHe HANAWIMYBAHHA YUKTY OXd  NIOBUUYBATLHO2O0
nepemsoprosaya, i Ho8uil nioxio 00 6UOOPY NAPMHEPIS, WO 3HAYHO ONMUMIZYE NPOOyKmuenicme arcopummy. Ilpaxmuuna yinnicmes.
Tlopiensanvnui ananiz MPPT-xoumponepa 3 mpaouyitinumu aneopummamu NoKAasye, wo 6iH 3abe3neyuye weuoKutl OUHAMIYHUL 6I02VK npu
NOULYKY MAKCUMATLHOI ROMYIHICHOCTI 31 3HAUHO MeHwuMU Konusannamu 6ins MPP. bioin. 46, tabm. 2, puc. 13.
Kniouogi cnosa: ¢oroenekTpuyHUil reHepaTop, NMiABUINYBAJIBLHMII IepeTBOPIOBaY, NACHBHE KepPyBaHHs, I'aMilbTOHIaH 3
KePyBAHHSAM HOPTAMH, BIACTE:KEHHS TOUKH MAaKCHUMAJIbHOI NOTYKHOCTI.

Introduction. The transition away from fossil fuel- abundantly

by geographic availability, making it

based energy sources has been accelerated by concerns
about global warming and the depletion of traditional
resources. As a result of this shift, governments and
industries worldwide are exploring alternative energy
solutions to meet growing demands sustainably [1]. The
current era is characterized by the fast renewable energy
sources (RESs) growth as a key component of addressing
the escalating global energy demand. The move toward
RESs is driven by a number of reasons, including
environmental concerns, modern technologies and
economic viability [2]. A growing number of RESs are
emerging across the globe, including biogas, wave
energy, solar energy, and wind energy. Solar energy in
particular is projected to fulfill one-third of the world’s
electricity demand by 2060. Unlike other RESs, such as
wind and hydroelectric energy, solar energy is not limited

accessible worldwide.

Generally, solar energy stands out as the most
reliable and effective solution for mitigating the issue of
global warming [1, 2]. Its abundant availability,
renewable nature, and environmentally friendly attributes
make it a key player in efforts to combat climate change.
Additionally, solar power systems produce no greenhouse
gas emissions during operation, unlike traditional fossil
fuel-based energy sources, thereby significantly reducing
the carbon footprint associated with energy production.
This underscores the importance of harnessing solar
energy as a sustainable alternative to conventional power
sources in the fight against global warming [3].

Moreover,  photovoltaic ~ (PV)  panels are
distinguished by their ease of use and installation, cost-
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effectiveness, and minimal maintenance requirements [4].
They find applications in various sectors such as water
pumping systems, aeronautical applications, and battery
chargers [5]. These features contribute to the widespread
adoption of PV technology across different industries and
sectors. The PV panel yields energy is subject to the
temperature influence and solar irradiation, resulting in
the nonlinear behavior of the panel [6]. This nonlinear
behavior arises due to the complex interaction between
the panel temperature, incident solar radiation, and the
material properties of the PV cells [7, 8]. Achieving a PV
panel’s maximum power point (MPP) under climatic
changes, while ensuring reliability and cost-effectiveness,
has been a substantial research challenge. Consequently,
numerous studies have been conducted to explore
potential solutions to this issue [9, 10].

Energy consumption has increased due to the
widespread use of electricity. The problem of energy
conversion and storage has led to research and development
of new supply sources [11, 12]. This interest grew in response
to the inevitable exhaustion of fossil fuels, their
environmental impact, and the waste they generate. In the era
of sustainable development, PV is rapidly progressing due to
its significant potential as a RES capable of producing
electricity by converting a portion of solar irradiation through
a PV cell [13, 14]. PV panels have specific nonlinear
electrical characteristics and, therefore, a special operating
point called the MPP. Among the most widely employed
MPP tracking (MPPT) algorithms in the PV literature is the
extreme algorithm known as Perturb & Observe (P&O). This
algorithm works by continuously perturbing the PV operating
point and monitoring the resulting variation in electrical
output or current to determine the direction that leads to the
MPP. Despite its simplicity and common usage, P&O may
exhibit fluctuations around the MPP under certain conditions,
leading to suboptimal performance in dynamic environments.

According to [15], P&O control forces the operating
point to oscillate about the MPP at steady state due to the
periodic MPP search procedure repetition, causing the system
to continuously oscillate to the MPP. This behavior
contributes to power transfer losses. In cases of infrequent
climate changes, especially abrupt changes in irradiation
levels, this algorithm may track in the wrong direction and
generate further power loss. Authors [16] proposed modular
solutions using a PI controller for PV-DC choppers to
monitor the MPPT algorithm. Conventional analysis of the
system’s stability and dynamic performance is difficult,
making it necessary to operate the system at a chosen point
and proceed with successive linearization to simplify the
nonlinearity issues [17]. The work [17] introduces an MPPT
technique based on the Interconnection and Damping
Assignment Passivity-Based Control (IDA-PBC). The
primary principle of the IDA-PBC controller is to regulate the
overall power of the system to maintain stability around an
equilibrium point [18]. According to published works, IDA-
PBC controllers have shown promising results in various
applications because they ensure stability and optimize
performance in dynamic systems. Table 1 compares
conventional, modern and hybrid categories MPPT control
algorithms, highlighting their advantages and disadvantages.

Our contribution is focused on the application of the
P&O-MPPT in conjunction with the IDA-PBC, using the

boost converters. There are several key objectives served
by this combination.

Table 1
Advantages and disadvantages of MPPT control
Type Algorithm Advantages Disadvantages
P&O [19], Easy to Steady state
incremental implement, oscillation, no

resistance [20],
climbing [21],
incremental
conductance [22],
voltage/short circuit
current [23], hill and
fractional open
circuit [24]

simple structure,
and low-cost

guarantee for
convergence, drift
problem, reduced
efficiency

Conventional algorithms

Particle swarm Robust, no Large search
g |optimization (PSO) | steady-state and | space, high cost
<= |[25], grey wolf transient
§n optimization [26], |oscillations, high
< |cuckoo search [27], tracking
g fuzzy logic control | efficiency, and
g |[28], sliding mode | few parameters
= |control [29], particle | require turning
swarm [30]
» |P&O-humpback Higher tracking High cost,
E whale [31], accuracy difficult to control
'g P&O-ant-colony reduced power
%D optimization [32], oscillation, and
< [P&O-PSO [33] tracking
8 efficiency is
E’ higher than 98 %

It facilitates the efficient capture of the MPP of solar
panels even under fluctuating climate conditions and
varying loads. This capability ensures optimal energy
extraction from the solar array.

By reducing undulations around the MPP, the
system’s stability is significantly enhanced. This stability
is crucial for maintaining consistent and reliable power
generation from the PV system.

The integration of IDA-PBC with the boost converters
leads to a reduction in energy losses. As a result, not only
does the system become more efficient, but also costs are
reduced, making the system more economically viable.

Additionally, this approach improves the system’s
response time, allowing it to adapt quickly to changes in
environmental conditions or load requirements. This
responsiveness ensures that the system operates at peak
performance levels, maximizing energy production.
Moreover, the boost converter’s ability to raise voltage
levels further enhances the system’s efficiency by
minimizing the need for a series connection of solar
panels. This feature simplifies system design and
installation while also reducing overall system costs.

By integrating the P&O-MPPT with IDA-PBC, this
work provides a comprehensive solution to optimize PV
system performance. With its ability to address power
capture efficiency, stability, energy losses, response time,
and system complexity, this approach holds significant
promise for advancing solar energy utilization.

The goal of this study is to enhance the efficiency
and stability of MPPT in PV systems by integrating the
P&O algorithm with IDA-PBC. Unlike previous
approaches that relied on traditional P&O [19],
incremental resistance [20], climbing [21], incremental
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conductance [22], voltage/short circuit current [23], hill
and fractional open circuit [24], this study introduces a
novel strategy combining passivity theory and dynamic
voltage tracking to improve convergence speed and
reduce power oscillations.

PV system modeling. Figure 1 depicts the system
under study. It consists of a PV generator (PVG) that
supplies power to a load through a boost converter, which
acts as an impedance stage. The boost converter and the
load together influence the PVG (PVG operating point
under changing climatic conditions). IDA-PBC is
proposed to address the P&O voltage output behavior
issue at steady-state caused by load variations.

Demme Load

PYG

3

Jur

: P&O/IDA-PBC MPPT

Fig. 1. PV system

Figure 2 shows a PV cell single-diode model,
operating within the 1st quadrant of the current-voltage
characteristics [34, 35].

IPhT [dl lIRp Rs E» ! +
@® v |& Vo
VD
\ A=

Fig. 2. Electrical equivalent model of PV module

The mathematical model for the same situation is:

. [0|:exp(q(V+I~Rs)]1:|V+I-Rs R

A-k-T Rp

where 1, is the cell photocurrent; I, is the diode saturation
current; R, is the series resistance; R, is the shunt
resistance; ¢ is the electron charge; I is the PV cell current;
V is the PV cell output voltage; k is the Boltzmann
constant; 4 is the diode ideality factor; T is the temperature.
Figure 3 illustrates the boost converter scheme.
Output voltage V,, is linked to its input voltage V' [36, 37]:
Ve/V =1/(1- 1), 2
where u is the carrier signal controlling the energy switch
duty cycle in the boost converter.

Fig. 3. The boost converter scheme
The boost converter model is:

1 1
X =——uxy +=V;
1= AT
1 3)
Xy =———Xy+— X,
where x| = I is the inductor current, which corresponds to
the PVG current; x, = V,, is the boost converter output

voltage, which corresponds to the load voltage.

Traditional P&O MPPT algorithm. Several
techniques are commonly utilized for MPPT in PV
systems. Among these techniques are:

1) P&O. This technique involves perturbing the
operating point of the PV and observing the resulting
change in energy output. The operating point is then
adjusted accordingly to approach the MPP.

2) Incremental conductance. This strategy utilizes
the incremental conductance of the PV system to
determine the direction in which the operating point
should be adjusted to approach the MPP. It is particularly
effective in tracking the MPP under rapidly changing
environmental conditions.

3) Constant voltage. In this approach, the voltage
across the PV system is maintained at a constant value,
and the current is adjusted accordingly to maximize
power output. This method is suitable for applications
where maintaining a stable voltage is critical.

4) Constant current. Similar to the constant voltage
technique, the constant current technique maintains a
constant current output from the PV system and adjusts
the voltage to maximize energy output. It is often used in
applications where a stable current supply is required.

These MPPT techniques vary in their complexity,
performance under different operating conditions, and
hardware requirements. Researchers continue to explore
and develop MPPT methods to ameliorate the PV systems
efficiency and reliability [38, 39].

The P&O method is widely regarded as the simplest
and most useful MPPT technique in the field of PV
systems due to its straightforwardness and ease of
application. The fundamental principle of P&O involves
applying a perturbation to the voltage of the operating
point and then observing the resultant impact on power. If
the energy increases, the P&O control is moving the
search in the correct direction (right) to track the true
MPP. It is evident that the disturbance has shifted the
operating point toward this MPP. The P&O algorithm will
persist in disturbing the voltage in the similar way.
Conversely, if the energy decreases, the disturbance has
moved the operating point away from the true MPP,
necessitating a reversal in direction [40].

Figure 4 shows the P&O control flowchart [41]. The
P&O offers the advantage of being straightforward to
implement in software or into microcontrollers. However,
as drawbacks, it oscillates around the MPP, which
introduces power losses and presents slow response times
in reaching the MPP. It may even track in the wrong
direction under rapid changes in irradiance.

Measure ¥(¢), I(?)
P(n) = V0)-1(0)

AP = P(1) - P(+-1)
AV = V(1) - V(t-1)

Fig. 4. P&O control flowchart
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The enhanced P&O MPPT algorithm, as proposed,
builds upon the conventional algorithm by incorporating
an IDA-PBC controller. This controller aims to minimize
the error between the PV voltage and the voltage
produced by the MPPT block. The models are simulated,
and the different results are presented next.

Proposed MPPT design strategy. The enhanced
IDA-PBC is presented here for a DC-DC boost converter
using a P&O algorithm, modeled using a passivity-based
control Hamiltonian system framework. The proposed
nonlinear regulator guarantees system stability and rapid
response even under significant load disturbances and
variations in illumination levels. This enhancement builds
upon the traditional P&O method, offering improved
performance and robustness in PV systems.

Model of DC-DC converter with IDA-PBC control.
The PBC establishes a regulator design methodology aimed
at stabilizing the system by rendering it passive [42, 43].
This approach ensures a stable and well-behaved system
response. The IDA-PBC approach involves identifying the
system’s natural energy function, referred to as H(x), where
the inductor and capacitor total energy are represented by
the Hamiltonian function.

The port-controlled Hamiltonian system is derived
from the following equation:

{x = [/ ()= RUIVH + gl

T
y=g' (x)VH.
Stabilization in the IDA-PBC control is attained by
targeting the closed-loop dynamics [44]:

{x =[J4(x)- Ry (x)IVH 3

T
y=g (x)VH,,
where H,(x) is the desired total power function that
reaches its minimum at x*, while J,=-J, and R, = R,7 >0
are the wanted interconnection and damping matrices
respectively.
The boost converter depicted in Fig.3 is represented
by its averaged model, which is given by:
" (6)
X+ ,
0

Loy, [fo —ux) [® 9
0o ¢/ 0)|0 ——
# Rch

A o
X2 C'Vch Vch

The control objective is to maintain internal stability
while regulating the generator voltage to the desired optimal
value. This entails stabilizing the desired equilibrium point
x". So that the wanted equilibrium point is [45]:

x*:(xr,x*)z{z'l/;,c'f/d} (®)

where V, is the output MPPT-P&O voltage delivered to
the passivity block command system. The boost converter
dynamic can be expressed in the form of port-controlled
Hamiltonian (4). To achieve this, the Hamiltonian
function of the boost can be described as [46]:

(4)

)

where:

1xt 1x3 1 7,

H(x)z—x—1+—x—2=—xTD 1x; 9)
2L 2C 2

and

<)o ) o)

Hence, the damping matrix is modified as bellow:
R,=R+R, (10)
where R, is the damping matrix added by the controller.
The aim is to represent the boost converter dynamics
as the Port-Hamiltonian system:
oH
5= (u)- Ry L), (11)

X

The new H/(x) exhibits a local minimum at the
desired equilibrium point x". That:
H;,=H+H, (12)
The primary aim of the IDA-PBC is to determine a
command z(x), R,, J,(x) and a vector K(x) satisfying the
partial differential equation:

Vi)~ R K= RS g (13)
where:
K=" () (14)
X
Verifying:
oK oK I
E- 50 as
From (16), result:
T
H _[aH_d(x)} R, Mi<o. (e
ox ox

It has an asymptotically stable equilibrium at x” if:

T
{—Md (x)} R, oy (x)=0=>x=x". (17)
Ox
The desired power function is expressed as:
Hd:%(x—x*YD*I(x—x*). (18)
The coefficient matrices and vector are:
Ja(x)=0; (19)
n O
R, = ; (20)
0 I"2
Hd:%(x—x*)TD_l(x—x*). @1
So:
oH

(x)=D7'x and K(x)=a(x)=—px".
X ox

Inserting (14) into (11) results to:

[‘]d Ry ]D_IX* = _[Ja -R, ]D_lx +gE. (22)
From (22), the dynamic duty ratio is:

1((. .*) )
=—\Wli—1i +Vpy].
u v i PV

Using (23) we can compute the converter duty cycle
required to maximize the power from the PVG.

Results. To assess the enhanced PV system
performance (Fig. 1), MATLAB software was used. The PV
system parameters are listed in Table 2. A comparative study
was undertaken to evaluate 3 different MPPT techniques:
P&O, P&O with PI control, and P&O with an IDA-based
PBC algorithm. This comparison focuses on the efficiency

(23)
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and dynamic response characteristics of each technique
during a simulation time 7 = 0.5 s. Notably, all results were
obtained under a dynamic load condition of 40 Q.

Table 2
The PVG module parameters
Parameters Rated value
Short-circuit current /.., A 3.24
Maximum energy P, W 62.2
Open-circuit voltage V.., V 24.93
Current [, at Prgy, A 3.04
Voltage V., at Py, V 20.21

Influence of variation in solar irradiation. The
variation in irradiation levels is modeled according to the
function shown in Fig. 5, while the temperature remains
constant at 25 °C throughout the simulations. The results
of the simulations for power, voltage and current are
depicted individually for each of the 3 MPPT algorithms
in Fig. 6-8, respectively. Additionally, it is worth
mentioning that the variation in irradiation levels, as
represented by the function in Fig. 5, plays a significant
role in determining the PV system performance under
different conditions. By keeping the temperature fixed at
25 °C, the focus of the analysis is directed toward the
impact of irradiation level changes on the system’s power
generation capabilities.

1050 G’ W/mz i i

1000

950

900

850

800

750

700,

0 0.05 0.1 0.15
Fig. 5. Changes on irradiation level

Furthermore, the simulation results presented in Fig. 68
offer a comprehensive comparison of the effectiveness and
efficiency of the MPPT algorithms under consideration. By
examining the variations in power, voltage and current
across different irradiation levels, insights can be gained into
the dynamic response and overall performance
characteristics of each MPPT technique.

Overall, these simulation results provide valuable
information for optimizing the operation of PV systems
under varying environmental conditions, thereby
contributing to the advancement of RES technologies.

In Fig. 6 (zoom a), it can be observed that the output
energy of the PVG controlled by the P&O/IDA-PBC
reaches the MPP at 4.2 ms, compared to the P&O/PI and
P&O, which achieve the same MPP at 20 ms and 25 ms,
respectively. The P&O/IDA-PBC provides the best
tracking of maximum power and voltage compared to the
P&O/PI and P&O.

As can be seen in Fig. 6 (zoom b), the P&O/PI and
P&O continue to perturb the system in the same direction,
resulting in large energy losses during the linear decrease in
radiation levels from 1000 W/m® to 900 W/m’. However,
the P&O/IDA-PBC overcomes this behavior by
significantly reducing undulations around the MPP, thus

minimizing energy losses. At the end of the simulation time
(0.4-0.5 s) in Fig. 6 (zoom c¢), as the irradiation level
increases to 1000 W/m? it can be observed that the
P&O/IDA-PBC controls the PVG to maintain more stable

power than the P&O/PI and P&O algorithms.
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Fig. 6. PVG output power
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Fig. 8. PVG output current

The percentage reduction in energy of the PVG
output power is 2.49 % (P&O), 0.43 % (P&O/PI) and
0.014 % (P&O/IDA-PBC).

As shown in Fig. 7, the ripple rates in PVG voltage
are 643 % (P&O), 5.19 % (P&O/PI) and 0.44 %
(P&O/IDA-PBC). For the PVG current, these rates are
6.18 %, 1.95 % and 0.29 %, respectively. The proposed
strategy demonstrates the best control performance of the
PV system, as it achieves the fastest MPPT speed with the
least fluctuations and energy losses under the influence of
variations in solar irradiation.

Influence of temperature variations. The variation
in temperature is modeled according to the function
illustrated in Fig. 9, while the solar irradiation remains
constant at 1000 W/m? throughout the simulations.
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Fig. 9. Temperature variation function

Figures 10-12 show the simulation results for the
PV system’s output power, voltage and current, controlled
by the 3 algorithms under consideration. These results
provide insights into how changes in temperature impact
the performance of the MPPT and its ability to optimize
the energy output of the PV system.

Moreover, the simulation results comparison
obtained from the 3 MPPT algorithms allows for a
comprehensive evaluation of their efficiency and
effectiveness under varying temperature conditions.

In Fig. 10 (zoom a), the MPP is reached after 4.2 ms
for the P&O/IDA-PBC and after 20 ms and 25 ms for the
other MPPTs. These results show that the P&O/IDA-PBC
converges very quickly to the MPP compared to the
P&O/PI and P&O.

At the time interval 0.2-0.3 s in Fig. 10 (zoom b), when
the temperature increases linearly from 40 °C to 60 °C, it
can be noticed that the P&O/IDA-PBC algorithm tracks
the MPP in the correct direction and exhibits fewer
oscillations compared to the P&O/PI and P&O.

Figure 10 (zoom c¢) shows that at the simulation
interval 0.4-0.5 s, the efficiency of the system controlled
by P&O/IDA-PBC is 99.97 %, compared to 99.7 %
(P&O/PI) and 97.59 % (P&O). This demonstrates that the
PVG output power oscillation in P&O/IDA-PBC is more
reduced compared to the P&O algorithm.
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Fig. 10. PVG output power

In Fig. 11 the ripple PVG voltage rate are 5.09 %
(P&O), 2.52 % (P&O/PI) and 0.74 % (P&O/IDA-PBC).
In Fig. 12, the ripple PVG current rate are 6.51 % (P&O),
1.62 % (P&O/PI) and 0.48 % (P&O/IDA-PBC). These
results also prove that enhancing P&O with a PBC
strategy significantly reduces oscillations and is more
efficient than the P&O.
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Fig. 12. PVG output current
Abrupt increase in load. The performance

evaluation of the system during a load variation at a fixed
temperature of 25 °C and irradiation of 1000 W/m? is
shown in Fig. 13. An abrupt increase in the load was
applied by adding a resistor of 5 Q at = 0.26 s.

The results show that the use of P&O/IDA-PBC is
the most effective compared to P&O and P&O/PI. As
shown in Fig. 13 (zoom), the P&O/IDA-PBC ensures a
very fast convergence to the MPP, with almost no
oscillations around the MPP and, hence, less losses. It is
to remark that when the value of the load increases, the
decrease in power is important. Furthermore, the system
controlled by P&O/IDA-PBC has 99.99 % efficiency
compared with the P&O and P&O/PI algorithms are
96.95 % and 99.57 % respectively. It can be concluded
that the P&O/IDA-PBC exhibits superior characteristics
compared to P&O and P&O/PI.
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Fig. 13. PVG output power under robustness test
for sudden changes of the load
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Conclusions. Multiple MPPT algorithms were
employed to optimize the PVG energy output. Among
these algorithms, the P&O exhibits drawbacks such as
inadequate support for sudden variations in irradiation
levels and oscillations in power around the actual MPP.
The passivity-based control strategy represents a viable
approach for enhancing the P&O algorithm.

This work demonstrates the feasibility of leveraging
passivity-based control strategies to enhance the
characteristics of the P&O technique. Passivity theory has
been applied in detail to the boost converter, which serves
as an adjustment stage between the load and the PVG. The
P&O delivers the measured reference voltage to the
designed passivity block in order to significantly improve
system efficiency. By applying passivity theory, we
developed a P&O variant based on passivity, named the
P&O/IDA-PBC technique.

Simulations were performed by comparing the
efficiency of the studied system using 3 types of MPPTs:
P&O/P], classical P&O, and the proposed P&O/IDA-PBC.
The results support that IDA-PBC greatly improves P&O
performance, reduces power losses caused by ripples in the
power of the operating MPP, and considerably increases
convergence time. It is also worth noting that P&O/IDA-
PBC is more robust than P&O/PI and classical P&O, as
demonstrated by a set of tests, including temperature
dependence on irradiation levels, abrupt variations in
irradiation, and changes in load.

According to the simulated results, it can be
concluded that the P&O/IDA-PBC method can correctly
track the MPP under various operating conditions,
providing the best efficiency in tracking the MPP,
minimizing power loss, reducing oscillations around the
MPP, and ensuring a more stable operating point
compared to classical P&O and P&O/PI. Future work
involves the practical implementation using the process in
the loop technique to test and validate the proposed
P&O/IDA-PBC method performance.
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