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0O.B. Iegorov, M.P. Kundenko, O.Yu. legorova, V.A. Mardziavko, A.Yu. Rudenko

The influence of the design of the stator winding of a synchronous-reactive generator on
increasing its energy efficiency

Introduction. Increasing the energy efficiency of electric generators is a pressing task for various areas of energy, in particular
for autonomous systems and transport. Synchronous-reactive generators (SRGs) are becoming increasingly widespread due to
their simple design, absence of magnets and mechanical contacts, and high reliability. The task of the proposed work is to study
the influence of the design of the double winding of the stator of a SRG on its energy characteristics, determine the optimal
parameters of the mutual arrangement of the windings, and develop recommendations for increasing the generator efficiency.
Goal. Analysis of the influence of the design of the double winding of the stator of a SRG on the output energy characteristics and
determine recommendations when designing this type of electrical machines. Methodology. The analysis was carried out using
numerical modeling by the finite element method in the ANSYS Maxwell environment. Various options for the mutual
arrangement of the main and excitation windings in the generator stator were considered. Results. The influence of the single-
layer and double-layer winding design on the output characteristics of the generator was studied. It was found that a two-layer
arrangement with a phase shift of 2 slots provides minimal torque ripple, improves the stability of the generator operation and
helps to increase the efficiency to 92.5 %. Scientific novelty. For the first time, the effect of the phase shift of the windings on
electromagnetic processes in the SRG has been studied in detail, which allows optimizing its design and improving operational
performance. Practical value. The results can be used in the design of new generators with improved characteristics for use in
wind power, diesel generator sets and autonomous electrical systems. References 19, table 1, figures 12.

Key words: synchronous-reactive generator, winding, rotor, speed, torque, energy efficiency.

Bcmyn. ITiosuwenns enepeoeekmugHOCmi eleKMmpuUiHUX 2eHepamopis € akmyanbHolo 3a0adelo O pisHuX cep enepeemuxu,
30Kpema 01 agMoHoMHUX cucmem ma mpancnopmy. Cunxponno-peaxmueni eenepamopu (CPI') 3ae0sku npocmiti kKoncmpykyii,
GIO0CYMHOCMI MASHIMIE MA MEXAHIYHUX KOHMAKMIG8, A MAKOMIC SUCOKIU HAOIUHOCMI HAOY8awmv 6ce OiNbulo20 NOWUDPEHHS.
3adaua oanoi pobomu nonszac y 00CHioNHceHHI 8NAUGY KOHCMPYKYIT nodsitinoi oomomku cmamopa CPI na tioco enepeemuuni
Xapaxmepucmuxuy, 6UHA4eHHi ONMUMATLHUX NAPAMEMPIE 3AEMHO20 PO3MAULYBAHHA 0OMOMOK Mma po3pobdyi pekomenoayiti O
niosuwenns epexmusnocmi cenepamopa. Mema. Ananiz enaugy KoHcmpykyii noogitinoi o6momku cmamopa CPI na euxiowi
eHepeemuyHi  Xapakmepucmuky ma 6U3HAYeHHs peKOMeHOayill npu NpoCKMY8aAHHI MAKO20 Muny ereKmpuiHux MAauuH.
Memooonozia. Ananiz npogoouscs 3a 0ONOMO2010 HUCENbHO20 MOOENOBAHHA MEeMOOOM CKIHUEHHUX eNeMeHmie y cepedosuuyi
ANSYS Maxwell. Posenanymo pisui eapianmu 63a€MHO20 pPOIMAULYSBAHHA 20106HOI ma 30Y0%cyl0uoi 0OMOmMoOK y cmamopi
cenepamopa. Pesynvmamu. J[Jocniodceno 6niug 00HOwapogoi ma 080wapogoi KOHCMpYKYii o0OMOmMKu Ha GUXIOHI
Xapakmepucmuku zenepamopa. Bemanoesneno, wo 0eowapose posmauiyeanus 3 azosum 3miwennam na 2 nasu sabesneuye
MIHIMAnbHI nyabeayii KpYymHo2o MOMEHmY, NOKpawye cmaobitbHicmes pobomu 2enepamopa ma cnpuse niosuwennio KKJ[ oo 92,5
%. Hayxoea nosusna. Bnepwe 0emanvho 00cniodceno 6naue ¢pazo8020 3miwenHs oOMOMOK HA eNeKmpoMAcHImHi npoyecu 6
CPI, wo 0o36o1s€ onmumizyeamu 11020 KOHCMPYKYilo ma nokpawumu excniyamayitini noxasnuxu. Ilpakmuuna 3navyumicme.
Pesynomamu mooucymsv Oymu euxopucmami npu npoekmy8anHi HOGUX 2eHepamopié 3 NOKPAWEeHUMU XAPAKMepUCUKamu Oasl
3acmocyeants y eimpoenepeemuyi, OU3ENbHUX 2eHePAMOPHUX YCMAHOBKAX MA AGMOHOMHUX enekmpuyHux cucmemax. bioin. 19,
Tabmn. 1, puc. 12.

Kniouoei cnosa: CHHXPOHHO-peaAKTHBHMIl TreHepartop,
eHeproe()eKTUBHICTb.

00MOTKA, 4acTora o0epTaHHs, 00epTOBMIi MOMEHT,

potop,

Introduction. Currently, there is a growing need to
create energy-efficient AC electric generators. They are
widely used in many energy devices and facilities, such as
wind power plants, diesel generators, as sources of
electricity in railway, aviation and road transport [1].

The most widespread generators are self-excited
generators, namely synchronous generators with
permanent magnets, induction generators with dual power
supply and phase rotor, asynchronous generators with
excitation capacitors, synchronous generators with
excitation windings on the armature.

Permanent magnet synchronous generators have
higher efficiency, higher power density, which does not
require an additional power source to excite the magnetic
field, and higher reliability due to the absence of
mechanical components, such as carbon brushes and slip
rings [2] and include rare-earth magnetic materials,
namely neodymium-iron-boron (NdFeB). Recently, the

increased demand for electric vehicles has led to a sharp
increase in the demand and cost of such magnets [3].

Induction generators with dual power supply and
phase rotor have good energy characteristics, but the
presence of a mechanical brush contact for supplying
excitation to the rotor winding reduces their operational
characteristics [4].

Generators  with  excitation capacitors have
advantages over traditional AC generators, which consist
in the absence of brush contact systems in their design, as
well as in the simplicity of the design of the machine
itself [5]. However, the operation of these generators is
characterized by extreme instability, the dependence of
the induced voltage on the value of the connected load
and the frequency of rotation of the generator rotor.

Synchronous generators with excitation windings on
the armature are the most studied electric machines today.
They have good control and external characteristics.

© O.B. Iegorov, M.P. Kundenko, O.Yu. Iegorova, V.A. Mardziavko, A.Yu. Rudenko
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However, the main disadvantage is the mechanical brush
contact for supplying excitation windings.

A synchronous-reactive generator (SRG) with a
double stator winding is a promising source of electricity,
capable of operating effectively in many energy facilities
and systems.

The goal of the work is to analyze the influence of
the design of the double stator winding of the SRG on the
output energy characteristics and to determine
recommendations when designing this type of electrical
machines.

Literature review. In recent years, the SRG has
become a major competitor to synchronous generators
with permanent magnets and induction generators due to
its reliability, simple rotor design, no losses in the rotor
winding, no magnets (thus eliminating the problem of
demagnetization), and lower cost [6]. Numerous research
works have been devoted to the study of SRG. In [7], the
results of studies of SRG with a double stator winding
with different variants of air barriers in the rotor are
presented. It is shown that the use of SRG with a slotted
rotor core allows inducing an open-circuit voltage 10 %
higher than for SRG with a rotor of conventional air
barriers. In [8], the operation of SRG with a series and
shunt connection and its influence on transient processes
in the generator are reported.

Works [9, 10] present the results of studies of the
vibration  characteristics of  synchronous-reactive
machines depending on the design of the rotor air barriers.
In [11-13], a dynamic and performance analysis of a
three-phase SRG was carried out to check the operation of
the generator under various load conditions. The
dependencies of the output voltage and power of the
generator on the excitation current supplied to the
winding located on the stator are presented. Work [14]
presents the results of the finite element analysis to
determine the generator performance depending on its
design. Modeling the influence of the electromagnetic
field on structural elements is also considered in [15].

The analysis of the literature indicates that the
interest in SRG is significant, but questions remain
regarding the influence of the design of the stator winding
and the mutual influence of the working winding and the
excitation winding on its energy characteristics.
Therefore, this issue is devoted to the study, the results of
which are presented in this work.

Presentation of the main material. Analytical and
conditional-analytical dependencies used in the design
and assessment of the operating properties of an electric
machine based on its electrical parameters (resistance,
inductance) and variables (voltages, currents) have
sufficient convergence of the results of calculations and
tests. Currently, in the design of SRGs, methods for
determining the optimal design and energy parameters
using the finite element method have also become
widespread [12, 16]. In particular, research using
multispheroidal models is presented in [17]. When
modeling SRGs in a fixed coordinate system, difficulties
arise in taking into account the change in parameters
(inductance) of the stator phases during rotor rotation. To

obtain the most acceptable result, it is better to consider
the equations of synchronous machines in the d-g
coordinate system rotating with the rotor [18]. The d axis
is the axis of the highest magnetic rotor conductivity
(rotor magnetic axis), the g axis is the axis of the lowest
rotor conductivity (Fig. 1).

windings q

stator -~
-

barriers

Fig. 1. Determining the relationship between angles ¢, o,

When writing the equations of the steady-state mode
of the SRG, it is necessary to determine the electrical load
factor, which should determine the external torque, for
example, from a wind turbine or a diesel internal
combustion engine. The angle 6 or the angle y is used as
the load factor. The balance of the generator phase angles
can be represented as:

¢p=m2 -5+, €))
where ¢ is the phase angle between the current and
voltage vectors; o is the phase angle between the g axis
and the voltage vector; yis the phase angle between the d
axis and the current vector.

The energy parameters of the SRG depend on the
value of the angle 7. An increase in the electrical load
connected to the generator stator winding leads to an
increase in the value of this angle.

In [6], the influence of the phase angle between the
magnetic axis of the rotor and the current vector of the
stator winding on the characteristics of a synchronous-
reactive motor was considered. Since a synchronous-
reactive machine is a reversible machine, even when it
operates in generator mode, we can talk about the
dependence of the generator parameters on the angle . In
the nominal mode of operation of the motor, the equations
of longitudinal and transverse voltages have the form:

Uy =(r+jx)ig + jL,0i, ; 2)
U, =(r+ jx)iy + jLgoig , (3)

where L,, L, are the total stator inductances along the d
and g axes; iy, i, are the stator winding currents along the
d and g axes; r is the stator phase resistance; x is the stator
phase leakage resistance; @ is the generator shaft angular
frequency.

In the operating mode, the electrical equilibrium
equation at synchronous frequency for one phase of the
SRG stator can be written as:

4
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U=I(r+jx)+jldxd +jlyxy . 4

The dependence of the longitudinal and transverse
resistances on the inductances L, an L, can be expressed
as follows:

xg=27f Ly (5)
Xy =27f L, (6)

The currents of the longitudinal and transverse

components of the generator winding can be found as:

1, :ﬂcosé'; (7)
Xd

1, =ﬂcos5. (8)
*q

The expression for the stator current can be written

[6] as:
I= L Y )
r+j (x + xd) Ty .
——+ x,
tgy

Variable values of the angle y can be simulated by
rotating the rotor relative to the stator at a constant value
of the load on the stator winding in a fixed coordinate
system, which corresponds to a constant amplitude of the
phase current. At the same time, in a stationary coordinate
system, the direction and value of the stator MMF vector
will remain unchanged, and the position of the d axis will
change. This was the basis for research on the SRG with
different design options and mutual arrangement of the
working winding and the stator excitation winding.

The research was carried out when designing a SRG
with a power of 160 kW with a rotor speed of 1500 rpm
and linear voltage at the output of 380 V for a diesel
generator set. The diesel engine, which is supposed to be
used with the SRG, develops a torque of 1100 N-m, at a
shaft speed of 1500 rpm. The mechanical output power
from the diesel engine will be 172.8 kW. Therefore, the
useful electric power of the generator, taking into account
losses, will be ~160 kW. The outer diameter of the stator
is 450 mm, of the rotor is 299 mm, the length of the stator
and rotor packages is 265 mm. The geometry of the rotor
air barriers and the electrical symmetrical load on the
phases of the main winding, which was purely active,
remained unchanged. This allowed us to conduct a
comparative assessment of the options and select, in the
opinion of the authors, the most optimal generator in
terms of efficiency and dynamic characteristics. Of
course, the dimensions of the rotor air barriers, the
geometry of the rotor and stator, the materials of the stator
or rotor affect the characteristics of the SRG, but the goal
of this study is to determine the influence of the stator
windings and their location on the output characteristics.
Therefore, SRGs with the same geometry of the stator,
rotor and unchanged magnetic core materials were
studied.

In the first case, the design of the SRG with an equal
distribution of the main winding and the excitation
winding in 48 stator slots was considered (Fig. 2).

Main winding ‘Em‘aﬁ"“wmdmg

phaseA phase A

phase B phase B

phase C phase C

Fig. 2. Single-layer arrangement of the main and excitation
windings of the SRG stator

Simulation and results. As mentioned above, by
changing the angle y, i.e., rotating the rotor relative to the
stator, it is possible to simulate a change in the operating
mode of the SRG at constant values of load and
excitation. The results of this study are shown in Fig. 3.

M, kN-m Uy V
2
\f
04 L 225
M 1|/ Upn L 215
-0,5-
] £ 205
-1,01 L
7, rad
-1.00 -0,‘75 -0.‘50 -0.‘25 0.(’)0 0,55 0.&0 0.;5 1.00

Fig. 3. Dependencies of external torque and output phase
voltage on the angle y

Lines 1 and 2 show the values of the angle y for the
maximum value of the torque (and, therefore, for the
maximum input power of the generator) and for the
maximum value of the output voltage. It can be seen that
the values of these maxima do not coincide, which
reduces the characteristics of the generator.

Figure 4 shows the distribution of magnetic flux
density in the magnetic core with a single-layer
arrangement of the main and exciting stator windings.
The value of magnetic flux density in the stator tooth
zones is 2 T, which leads to an increase in losses in the
magnetic core. A similar analysis of the distribution of
currents in the winding is presented in [19].

Figure 5 shows the graphs of the SRG torque and the
output phase voltage.

Electrical Engineering & Electromechanics, 2025, no. 5



Fig. 4. Distribution of magnetic flux density in the magnetic
core with a single-layer arrangement of the main and exciting
windings of the SRG stator

0l M, kN-m
-0,5
-1.01
-1.51
0 ‘ 10 ' 20 1, ms
Uy V

b el AT
N\%W/\%Wf\%

A

0 ’
Flg. 5. Torque (@) and output phase Voltage b)

o)
N
C‘>

The «» sign of the torque indicates that it is an
external torque from the diesel engine rotating the
generator rotor. Large torque pulsations can be observed,
which indicate a significant change in the stator
inductances along the d and q axes during rotor rotation.

The bearings of the generator mechanical system
will experience large pulsating loads, which will affect
their performance. The rated value of the output phase
voltage is 222 V, which corresponds to 385 V of line
voltage at an electrical load of 158 kW. The efficiency of
the generator with such a stator winding was 91.2 %.

The option of a two-layer stator winding was
considered (Fig. 6). Two-layer windings are very widely
used as stator windings in modern production of high-
power electric motors and the process of their
manufacture is technologically advanced.

The main three-phase winding is located closer to
the outer diameter of the stator, and the excitation
winding is closer to the rotor surface. A study was
conducted of four options for the mutual arrangement of
the phases of the main and exciting windings with their
two-layer arrangement (Fig. 7,a—d).

Main winding Excitation winding

Fig. 6. Two-layer arrangement of the main and excitation
windings of the SRG stator

Flg 7. Variants of the mutual arrangement of the phases
of the main and exciting windings of the stator of the SRG:
a) without phase shift; b) shift by 1 slot;
¢) shift by 2 slots; d) shift by 3 slots

6
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The results of studies of the characteristics of the
SRG with a two-layer arrangement of stator windings are
shown in Fig. 8,a—d.

M, KN-m Upns V
U,
r216
r212
F208
7, rad
.00 75 050 025 .00 0.25 0.50 0.75 1.00
M, kKN-m Ui, V
0 5 F220
-0,21 M Upp F
0.4 ! 1216
-0,6- F
-0.81 F212
-1,04 F
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100 075 050 o35 000 035 050 ofs 1.00
U, V
0l 21
—0,2 ] Uph N 219
-0.4
’
-0,64 F217
-0,81
r215
-1,0
7
-1.00 075 050 025 0.00 025 050 0.75 1.00
M, KN-m Upny V
07 £217,5
-0,21 [
-04
215
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_1.04 r212.5
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Fig. 8. Dependencies of external torque and output phase
voltage on the angle yat different mutual arrangements
of the windings: a) without phase shift; b) shift by 1 slot;
¢) shift by 2 slots; d) shift by 3 slots

The SRG with a phase shift of the main and exciting
windings by 2 slots practically has the coincidence of the
maximum induced voltage and torque by the angle y
(Fig. 8,c). With this design of the stator windings, the
largest phase voltage is also observed at the generator
output (221.7 V) compared to other options.

The distribution of magnetic flux density in the
magnetic core with a phase shift of the main and exciting
windings by 2 slots is shown in Fig. 9.

The reduction in magnetic flux density in the tooth
zones and the stator yoke compared to the single-layer
winding option reduces losses in the magnetic core by
24 % (Fig. 10).

4 \‘:.‘\:/.J‘,‘/ v (4 X
Fig. 9. Distribution of magnetic flux density in the magnetic
core when the phases of the main and exciting windings are
shifted by 2 slots
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Fig. 10. Losses in the stator magnetic core with a single-layer
stator winding (1) and with a double-layer winding with a phase
shift of the main and excitation windings by 2 slots (2)

The conducted studies of the torque on the SRG
rotor and the shape of the output voltage for the best
option of a two-layer design of the stator windings show a
reduction in pulsations compared to a single-layer design
(Fig. 11).
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Fig. 11. Torque (a) and output phase voltage (b) for a SRG with
a two-layer arrangement of the main and excitation windings
and a mutual displacement of 2 slots

To compare the oscillations of the torque of the SRG
with a single-layer stator winding and with a double-layer
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winding when the phases of the main and exciting
windings are shifted by 2 slots, spectrograms were created
with the determination of amplitudes in the frequency
range of 0-1 kHz (Fig. 12).
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Fig. 12. Spectrograms of the torque with a single-layer stator
winding (a) and with a double-layer winding with a phase shift
of the main and exciting windings by 2 slots (b)

Comparison of the spectrograms of the SRG with a
single-layer winding and a double-layer stator winding
showed a decrease in amplitude at a frequency of 100 Hz
by 26 %; for a frequency of 150 Hz — by 14 %. For both
variants at a frequency of 300 Hz, a sharp increase in
amplitude is observed, but for the SRG with a double-
layer winding the amplitude is 53 % less than for the SRG
variant with a single-layer winding. Reducing torque
ripples will have a positive effect on the performance of
bearing units and will lead to a decrease in vibrations
during the operation of the SRG.

The results of determining losses and efficiency for
the selected variant of the SRG with a double-layer stator
winding with a phase shift of 2 slots are given in Table 1.

Table 1
Losses and efficiency of the SRG with a two-layer stator
winding with a phase shift of 2 slots

No. Parameter Values
1 |Electrical losses in stator windings, W 7152
2 |Losses in the magnetic core steel, W 1621
3 |Mechanical losses, W 2600
4 |Additional losses, W 1600
5 |Total losses, W 12973
6 |Efficiency, % 92,5

Conclusions. The conducted studies of the SRG
with the main and excitation windings of the stator
showed that there is a significant dependence of the
characteristics on the design of these windings. The
considered variant with a single-layer arrangement of
both windings in the stator slots is characterized by the
fact that there are large torque pulsations (with an
amplitude of 0.6 kN-m) and lower efficiency than in the
other considered variants.

The two-layer arrangement of the main and exciting
windings of the stator showed the best results in the
analysis of the SRG. However, the research has
established that the mutual arrangement of the phases of
the main and exciting windings also has a significant
impact on the SRG parameters. The results of the
calculation experiments have determined the best option
for the implementation of the two-layer SRG winding,
namely with a phase shift of 2 slots from each other. This
provides a significant reduction in torque fluctuations and
an increase in the energy characteristics of the SRG and
allows to obtain high efficiency (92.5 %) with a useful
electric power of 160 kW at the SRG output.
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Wind farms integration into power system with improved location and stability problem solving

Problem. This article investigates as a consistent supply to satisfy rising world energy consumption, wind energy is becoming more and
more important. Correct evaluation of the stability and performance of wind induction generators inside power systems remains difficult,
particularly in regard to ensuring compliance with grid rules and best location. Goal. To evaluate and compare the dynamic behavior
and grid compatibility of the squirrel cage induction generator (SCIG) and the doubly fed induction generator (DFIG) wind generators
in various locations within the IEEE 14 bus network, and to determine the improved generator type and location. Methodology. The
investigation adopts the small signal stability analysis for modeling the wind induction turbines due to its capability to assess system
stability, controllability and observability. The IEEE 14 bus distribution network is modeled with wind generators interconnected at
buses 10 through 14. Several parameters are analyzed under different operating conditions, including voltage, rotor angle, active power,
reactive power and frequency. Results. DFIG exhibits superior performance across all analyzed parameters, particularly in maintaining
grid stability and meeting grid code requirements. Bus 13 was identified as the improved integration point for wind farms using DFIG
technology. Scientific novelty. The study offers a structured comparison of SCIG and DFIG using state space modeling rarely applied in
a direct bus by bus comparative study within a standard distribution network. Practical value. The results help system planners choose
the right wind turbine type and location, which promotes a more reliable and effective integration of renewable energy sources into
power networks. References 51, tables 5, figures 7.

Key words: squirrel cage induction generator, doubly fed induction generator, best location of wind farms, IEEE 14 bus network.

Ilpobnema. Y cmammi posensioaemvca @impaHa euepeia AK Oxcepeno Oe3nepebiliHoco HCusNeHHs 0 3A0080J1eHHS C8IMo6020
CRoJiCUBanHsl enepeii, wo 3pocmae, i il poav Yy yvomy npoyeci. Kopexmmna oyinka cmabinbHocmi ma npoOYKMueHOCHI
8impozenepamopie 6 enepeocucmemax 3aIUUacmscs CKIaOHUM 3a80aHHAM, 0COOIUB0 3 MOYKU 30pYy 3abe3nedents 6i0NOGIOHOCI
BUMO2aM eflekmpomepedci ma ubopy onmumansHo2o posmauiyeanus. Mema. Oyinka ma nopigHAHHA OUHAMIYHOI No6edinKu i
mepedicegoi cymicnocmi simpozenepamopie 3 kopomkozamknenum pomopom (SCIG) ma acunxponnum cenepamopom 3 HOOGIUHUM
orcusnenuam (DFIG) y pisnux micyax mepeoci IEEE 14, a makosc usHauenns NOKpaujenozo muny ma micma po3mauty8amHs
cenepamopa. Memooonozia. Y 0ocnioxcenHi 01 MOOeNO8AHHS BIMPOSEHEPAMOpi8 BUKOPUCTNIOBYEMbCA AHANIZ CMIUKOCMI npu
MAnUX CUSHANAX 3AB05KU 1020 30AMHOCHI OYIHIOBAMU CMIUKICMb, KepogaHicms ma cnocmepexciugicmes cucmemu. Posnodinena
mepeoica IEEE 14 modenioemuvcs 3 gimpoeenepamopamu, 3 ' €OHanumu misc coboro na wunax 10-14. Ananizyromocs pisni napamempu
3a pisHUX pobOUUX YMOS, GKNIOUAIOWU HANPY2y, KYm pomopa, aKmueHy NOMYIICHICb, PeakmueHy ROMYJICHICMb Ma 4acmomy.
Pesynomamu. DFIG 0emoncmpye kpawi xapaxmepucmuxu 3a 8Cima npoananizo8anumu napamempami, 0cooIueo wooo niompumxu
cmabinbhocmi mepedici ma 8iOnogioHoCcmi gumozam mepedicesoeo kooekcy. Llluna 13 byna eusnavena ak noxkpawjeHa mouyka
inmezpayii 0na eimponapkis, axi eukopucmosyrome DFIG. Haykoea noeusna. /[ocnioscenns nponosye cmpyKkmyposane nOpiHAHH
SCIG ma DFIG 3 suxopucmahuam MOOen08AHH NPOCMOpPY CHMAHIG, WO PIOKO 3ACMOCOBYEMbCA NPU NPAMOMY NOPIGHATLHOMY
00CTIONCEHHT WUH Yy CMAHOapmHitl po3nodinvhii mepedici. Ilpakmuuna 3nauumicmsy. Pesyniomamu donomazaiome CUCHEMHUM
NIAHYBATLHUKAM 8UOPATU NPABUTLHULL MUN A MICYE3HAX0O0NHCEHHS 8ImpoceHepamopa, uwjo cnpuse 6inbul HaOiliHil ma eghekmueHiil
inmezpayii gionognosanux ddxcepen enepeii 6 enepeomepedici. bion. 51, Tabm. 5, puc. 7.

Kniouogi cnoséa: acMHXpOHHHUIl TeHepaTOp 3 KOPOTKO3AMKHEHHUM pPOTOPOM, ACHHXPOHHMII TreHepaTop 3 moABiiHUM
“KHBJICHHSAIM, HaliKpalle po3TallyBaHHs BITPAHUX cTaHuiil, muHa xxusjeHns IEEE 14.

Introduction. Wind energy is seen as an endless
supply of clean energy as compared to other energy
sources like nuclear, coal, gas and oil. When it was
adopted, the use of fossil fuels greatly decreased.
Globally, wind power plant construction has increased
dramatically during the last twenty years [1-4].

Globally, installed wind energy capacity exceeded 100
GW by the end of 2023, as stated by the Global Wind
Energy Council [5]. This is a 15 % increase globally over
2022 in installed capacity [6]. It’s also the year with the most
wind energy of all time. As of 2022, there were 906 GW of
installed capacity for wind energy globally, a 9 % growth.
One major problem for wind energy is the constant
variations in temperature, density, and wind speed. To
prevent unfavorable effects on grid electricity, the
integration of wind turbines into the grid must be supervised
by specific laws or grid codes [1, 7-9]. The operational
restrictions and environmental variables of different
countries influence the grid codes produced [10, 11]. Like a
traditional power plant, wind farms need a connection to
the grid that minimizes interruptions.

In wind turbines, 3 different kinds of power
generation devices are typically utilized to transform
electrical energy from wind: doubly fed induction generator
(DFIG), permanent magnet synchronous generator
(PMSG), squirrel cage induction generator (SCIG). Among
these generators, DFIG has stayed connected to the power
system and has demonstrated good performance in low

voltage ride through incidents [12]. Because of their
significant advantages, such as increased energy
efficiency, improved power quality, ease of control and
variable speed handling, DFIGs are frequently utilized in
systems that convert wind energy [13]. However, due to
their robustness, affordability and ease of use [14], wind
power conversion systems equipped with SCIGs also use
reactive power compensators.

Consequently, precise modeling of induction
generator is needed for research utilizing computer
simulations, investigations, and research in order to
effectively handle their major issues, especially with
relation to the grid installation of wind energy conversion
technologies. Understanding the utilization of wind power
and how it integrates with the grid has thus become
crucial research [15].

It is vital to do in depth research to comprehend how
wind farms and the power grid interact. A wind farm in the
design phase involves a number of research projects, which
are carried out in a manner akin to that of other new
technological facilities [13, 15]. Model planning, which
takes into account variables like voltage, electricity flow,
reactive power capability, short-circuit currents and the
transient stability, is typically used to assess the effects of
wind technology [16-19]. It is common practice to take
into account a thorough depiction of every single unit as
well as the relationships between units and the system.
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As an alternative, when considering the wind farm
from the standpoint of the system, it can be treated as a
lumped equivalent model [17]. Additional related research
focuses on improving transient stability and dispatching
spinning reserves in wind-thermal power systems [20, 21].

The authors of [22] examined the differences in
performance between wind turbines connected to the
power system that were induction generators, DFIG and
PMSG. By taking into account a 3-phase defect at the end
of a transmission line, the machines efficiency are
assessed. Using MATLAB software, the performance of
grid connected 5-phase modular PMSG with various slot
and pole number combinations is assessed in [23].

Additionally, the technological difficulties of
integrating wind were covered in earlier studies [24] energy
into the grid. The primary obstacles to wind energy grid
integration are discussed in [4], including the consequences
of power quality, power imbalances, wind power on the
power system and operating costs. The comparison of the
grid integration impact of DFIG and SCIG is examined in
[25]. This research [26] compares the performance of SCIG
and DFIG wind turbines under various conditions through
MATLAB/Simulink. The results indicate that DFIG is
more efficient, especially in variable speed generation and
power regulation, making it more compatible with large
wind farms connected to weak grids.

The goal of this work is to evaluate and compare the
dynamic behavior and grid compatibility of SCIG and DFIG
wind generators in various locations within the [EEE 14 bus
network, and to determine the improved generator type and
location. The working conditions for producing reactive and
active power, as well as voltage, angle theta, industrial
frequency, and stability, were the primary subjects of the
analysis. Numerous simulation programs have been
examined for the analysis and modeling of wind farms, as
well as for improved location and stability problem solving.
The Power System Analysis Toolbox (PSAT) was selected
because it offered sophisticated simulation tools and could
be used for the necessary analysis.

1. Modeling of wind energy. The wind turbines
capture wind energy through their blades and convert it into
mechanical power. This process is influenced by various
factors such as wind speed, blade design, and the area swept
by the blades. To assess the efficiency of energy conversion,
specific mathematical models that incorporate these elements
can be applied. By optimizing turbine performance, wind
energy can be effectively harnessed and used for power
generation. Through the turbine blades, wind energy is
converted to power, which is given as follows:

Pwi = Tme'wm; (l)

Tme = Pwi / W, (2)
where P,;, T,. are the generated power and mechanical
torque respectively; @, is the rotor angular speed.

The power generated by the wind is expressed as
follows [27-30]:

P,:=0.5¢,4, PpaR°V?, 3)
where ¢, is the power coefficient; A, S are the blade pitch
angle and the tip speed ratio respectively; p is the air density;
R is the radius of the turbine blades; /is the wind speed.

The tip speed ratio A is determined as:

A=w,R/V. 4
The rotor angular speed @, is:
@, =2m | 60, ©)

where 7 is the rotational speed.

The power coefficient ¢, is [5]:
¢, =044 12 60404 ©)
4

where /; is the tip speed ratio coefficient at the J™ element
of the turbine blade:

1
Ai=—. 7
7 1/2+0.002 @
2. Configuration induction generator. Wind

turbines can be classified into different types, with 2
common ones using induction generators. These turbines
use induction generators to convert wind energy into
electrical power. In an induction generator, the rotor is
driven by the wind, creating a rotating magnetic field that
induces electrical current in the stator. The key advantage
of these turbines is their simplicity and cost effectiveness,
as they can operate asynchronously with the grid. They are
reliable and require minimal maintenance, making them
suitable for various wind conditions and widely used in
both small and large scale energy projects. In this section,
the configurations of these turbines will be explored,
detailing their design and operation. Additionally, the
mathematical models associated with each type will be
presented. A comparison will then be made, evaluating
their performance, power quality, and reliability.

2.1. Modeling of induction generator. Induction
generators are commonly used in wind energy systems due
to their simplicity and reliability. These generators convert
mechanical energy from the turbine into electrical power
through electromagnetic induction. Modeling an induction
generator involves understanding key parameters like rotor
and stator voltages, which directly impact performance and
efficiency. The mathematical formulas for modeling an
induction generator by the rotor and stator voltage in d-q
(direct and quadrature) axis [17-19] are:

. dgy

Var = Rylgy + ~+ a)s¢qr;
dr
. 44y

Vagr = Ryig + dtr - s¢qr;

a4 (®)
Vas = Ryigs + de + a)s¢qs;

Vye =R +d¢ds

qs riqs dr - a)s¢ds d

where Vg, Vi, Vg Vg are the rotor and stator voltages
respectively; iy, i, are the current of the rotor; iy, iy are
the current of the stator; ¢, ¢, are the flux of the rotor;
dus» @5 are the flux of the stator; vy, v, are the voltage of
stator and rotor respectively.

The equations below present the flux linkage and
electromagnetic torque:

bar = Linlas + Lyolar
¢qr = Lmiqs + Lroiqr;

. o )
Pis = Limiar + Lsolas:
¢qs = Lmiqr + Lsoiqs >
Te/ = ¢qr idr - ¢dr iqr; (10)

where L,, is the mutual inductance; L,,, L,, are the stator
and rotor leakage inductance respectively; T, is the
electrical torque.
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The mechanical equations are as follows:

3 L . .
Ty = _Epwi L_m(¢dslqr _¢qslds)’
S0 (11)
do, 1
Tmezj(Tme _Tel _f"Qme)’

where Q,, is the angular acceleration; dQ2,,, is the angular
velocity; f is the setting in the system; J is the inertia
moment of the rotor.

These equations are used to limit how powers
variation affects voltage amplitude and frequency [31-33]:

P:PO(HDP f}fnj(VﬂJ
n 0

where P is the active power; P, is the reference active
power; D, is the active power sensitivity factor; V5 is the
voltage amplitude; o may indicate a load model parameter,
potentially connected to the active power and another
parameter, possibly related to the load dependency on
voltage or frequency respectively.

Table 1 shows the different values of the constants
for each load category. These load category parameters
vary depending on the network. The coefficient D, is used
to illustrate the frequency bearing evolution of each
electrical bus. Therefore, it is essential to introduce (12)
to show the development of a significant dynamic grid
element. In reality, there is a close connection between
these variables and the installed loads.

(12)

Table 1
Parameters of the different load category
Load category a D,
Winter 1.02 1.000
Summer 1.20 0.999
Industrial 0.80 1.000

2.2. The squirrel cage induction generator. The SCIG
running at a steady pace is used in wind energy turbines that
are directly linked to the grid [34, 35]. The generator is
connected directly to the grid, much like in other wind energy
conversion systems, while the turbine is associated with the
SCIG through a gearbox to reach the necessary speed for
power generation (Fig. 1). Since rotor slip is the primary
cause of speed variations, variations in rotor speed are
minimal, wind turbines usually run at a set speed. The SCIG
absorbs reactive power by acting as an induction motor
during changes in grid voltage. Pitch angle control is used to
adjust generator rotor speed instabilities when wind speeds
change, maximizing wind power output. Wind energy
systems with varying speeds also use squirrel cage
technology [36-42]. The SCIG data are presented in Table 2.

Turbine

Wmnd

—_—
—_—
—_—
—_—
—_—
—_—

Fig. 1. The classic method of integrating SCIGs with the grid

Table 2
Wind turbine data for SCIG
Parameters Value Parameters Value

Rated power, MVA 10 |Stator reactance, p.u. 0.01
Rated voltage, kV 13.8 |Rotor reactance, p.u. 0.08
Rated frequency, Hz | 50 |Mutual reactance, p.u. 3
Stator resistance, p.u.| 0.01 {E%{,?E&ZI’ISIE%SEVA, pu] 2.5,0.5,0.3
Rotor resistance, p.u.| 0.1 |Number of poles pairs 4

2.3. The double fed induction generator. Figure 2
shows the integrating DFIGs into the grid.

Turbme

—
Wind g_. GEAR BOX DFIG
- . f

RSC GsC o
— ][]
%

Fig. 2. Traditional integration of a DFIG with the grid

The rotor of the DFIG is associated with the wind
turbines low speed shaft by a gearbox, which increases the
speed to the necessary level so that the generator can
generates electricity [34]. With 2 wvoltages source
converters placed back-to-back and using a wound type
rotor, the DFIG configures a grid-connected AC-DC-AC
[41-46]. Normally, each converter runs at 30 % of the
specified rated power of the generator. The converter
connected to the rotor is known as rotor side converter
(RSC), while the converter connected to the grid is known
as grid side converter (GSC). These converters handle
varying wind speeds well, making sure that the output
frequency remains constant and in line with grid needs.
They are divided using a DC capacitor in the intermediate
circuit that works as an energy stock management device
[16]. The step up transformer is a device that connects the
stator to the network [13]. An integrated control system at
the wind turbine shaft manages precise power, reactive
power and voltage across the network. Different voltage
commands are generated by this system for the RSC and
GSC. The RSC ensures control of active and reactive
powers, and the GSC ensures their operation at a unity
power factor. The GSC also controls the voltage at the DC
link capacitor between the RSC and the GSC. Table 3
shows the wind turbine data for DFIG used in the model.

Table 3
Wind turbine data for DFIG
Parameters Value Parameters Value
Rated power, MVA 10 |Mutual reactance, p.u. 3
Rated voltage, kV 13.8 |Inertia constants, KW/kKVA | 3
Rated frequency, Hz | 50 |Pitch control gain, p.u. 10
Stator resistance, p.u. | 0.01 |Time constant, s 3
Rotor resistance, p.u. | 0.1 |Voltage control gain, p.u. 10
Stator reactance, p.u. | 0.01 [Power control gain, s 0.01
Rotor reactance, p.u. | 0.08 |Number of poles pairs 4

3. Small signal stability analysis is a crucial aspect
of power system dynamics, used to assess the stability of
the system when subjected to small disturbances. It helps to
understand how the system responds to minor fluctuations
and ensures that the system remains stable under normal
operating conditions. The eigenvalue method can be used
to analyze the small signal stability. This method is
essential for identifying potential instabilities and
improving system performance.

This approach works with linear models via
examining where the poles are located inside the complex
plane. The characteristic polynomial described by the
following equation has poles as its solutions [47]:

det(A— AI) =0, (13)
where det is the determinant of the matrix (4—AI); A is the
state matrix; I is the identity matrix of the same size as A;

A is the eigenvalue.
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In the latter, there is an imaginary portion and a real
part. The real portion determines the analyzed system’s
convergence, whereas the oscillating behavior is correlated
with the imaginary part. If every pole is in the complex
plane’s negative real portion, the system is considered stable.

The system model or its parameters determine the
values of the poles. One may verify the model’s stability
domain by examining how the positions of the poles
change with respect to the parameter values.

4. Results and discussion. In this section devoted to
the results of the experiment and its analysis, one examines
3 key elements. First, one examines the performance of
2 types of generators employed in wind power systems: the
SCIG and the DFIG. The disparities in stability, efficiency,
and resistance to disruption between these 2 technologies
are highlighted by this comparison. Subsequently, one
examines the stability of the electricity network when
integrating these generators. The basis of this analysis is the
eigenvalue analysis of the system, which allows
determining the conditions under which the network
remains stable or can become unstable. Finally, one
compares the results with those of other studies in order to
evaluate the relevance of the findings and to place the study
within the broader framework of existing research. The
analysis highlights the methodological disparities and the
obtained results, which allows having a more exhaustive
vision of the consequences of integrating these generators
into the electricity network.

4.1. Evaluation of 2 different types of generators.
This section compares 2 types of wind power systems,
including their performance and the market share each
type currently enjoys. The influence of wind generation
on the transient stability of the system is examined for
wind farms using an aggregated model [48]. PSAT is
utilized in this work to perform the transient stability
analysis [49, 50]. There are 16 lines, 14 buses,
5 generators, 4 transformers and 11 loads in this system.
The standard IEEE 14 bus data format has been used to
load the buses and lines [48].

The following figures show several graphs
comparing the performance of 2 types of wind turbine
generators: the SCIG and the DFIG. Each graph shows
different electrical parameters as a function of time for
buses 10-14 of the network. Figure 3 presents the
variation of the voltage profile for 2 types of wind
turbines. It shows that the rotor inductance of DFIG is
higher, which results in less variation in the magnetic
field. Therefore, the voltage fluctuations are reduced,
which decreases the voltage ripple compared to the other
case and makes the voltage smoother.
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Fig. 3. The voltage for 2 different type of wind turbine:
a — for SCIG; b — for DFIG

The following figure shows the variation of angle 6
for the 2 types of wind turbines. The phase angle curves
in Fig. 4 show that the phase angle ripples in DFIG are
more stable and converge to a constant value. This is
explained by the higher inertia compared to SCIG, which
favors a better network synchronization with this type of
generators.

-0.31

arad | | | —Bus 10 —Bus 10
032F —x+—-—-l—-—l-——|—Busll —Bus 11
: —Bus 12 —Bus 12

BYAYY —Bus 13 —Bus 13

Bus 14 Bus 14

Fig. 4. The angle for 2 different type of wind turbine:
a — for SCIG; b — for DFIG

Figures 5, 6 depict the variation of active and
reactive power respectively over time for the 2 types of
wind turbines. From the presented Fig. 5, the active power
of the DFIG is more stable, with only slight fluctuations,
indicating its better ability to provide constant active
power. On the other hand, for the SCIG, oscillations are
recorded on all critical buses, with less significant
variations at bus 14.

For both types of wind turbines, Fig. 6 shows that
the same reactive power is consumed to create the internal
magnetic field. This reactive power is essential for the
proper functioning of the generators, allowing them to
produce the active power.
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Fig. 6. The reactive power for 2 different type of wind turbine:
a — for SCIG; b — for DFIG

Figure 7 shows the variation of frequency versus
time for both types of SCIG and DFIG wind turbines
under 3 conditions, represented by (12). This study
examines the effect of wind turbine integration on
frequency stability.
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wind turbines under different grid conditions: a — SCIG under
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e — SCIG under industrial conditions;

f— DFIG under industrial condition

According to Fig. 7, the system is strongly
influenced by both grid and climatic conditions. It is
affected by climatic variations, particularly in winter and
summer, as well as by industrial factors and the type of
equipment installed on the grid.

The grid integrated wind turbine is a DFIG type,
which contributes to greater grid stability. Indeed, this
figure generally illustrates frequency variation, which is
influenced by the inertia of the DFIG. Since the inertia of
the DFIG is higher than that of the SCIG, disturbances are
more difficult to induce. Consequently, the DFIG
provides greater grid stability. Furthermore, it is possible
to produce approximately 2/3 of the power via the stator,
while approximately 1/3 of the power can be recovered by
the rotor thanks to the addition of a power electronics
stage. This configuration allows power to be distributed
between the rotor and stator, while minimizing overload
on the stator windings.

4.2. Examination of the stability of the electrical
network. Tables 4, 5 show the eigenvalue evaluation
curves for 2 types of generators: the SCIG and the DFIG,
in an electrical network, for buses 10-14. Table 4 shows
that our network is more stable when DFIG is installed,
because in case of SCIG, the minimum value of the
eigenvalues is —0.25 p.u, while for DFIG it is —1 p.u.
Thus, SCIG is very sensitive to instability, which can
cause disturbances in the system and it causes a blackout
phenomenon. In conclusion, bus 13 appears to be the

most suitable location for wind turbine integration
particularly with DFIG and SCIG technologies due to its
ability to maintain voltage levels, phase angle, power
flow, and frequency stability, thereby enhancing the
overall stability of the network.

Table 4
Network eigenvalues with integration of a wind turbine to the buses

Bus Eigenvalues of network Eigenvalues of network
with SCIG with DFIG
—7.5427+35.4824j —-100.9781+0j
—7.5427-35.4824j —0.6524+0j
10 ~10.1091+0j ~0.25+0j
—0.89032+4.1965j —0.33333+0j
—0.89032-4.1965j —1+0j
—0.25+0j
~7.5704+35.2617] —-100.9315+0j
—7.5704-35.2617j —6.2085+0j
1 —9.8834+0j —0.64742+0j
—0.91571+4.2364j —0.33333+0;
~0.91571-4.2364] —140j
—0.25+0j
~7.5704+35.2617] —-100.9315+0j
—7.5704-35.2617j —6.2085+0j
12 —9.8834+0j —0.64742+0j
—0.91571+4.2364;j —0.33333+0j
—0.91571-4.2364j —1+0j
—0.25+0j
—7.5178+35.3704j —100.8581+0j
—7.5178-35.3704j —5.7772+0j
13 —10.3942+0j —0.64476 +0j
—0.89366+4.2294;j —0.33333+0j
—0.89366-4.2294j —1+0j
—0.25+0j
—7.4181+34.68222j —101.282+0j
—7.4181-34.68222j —0.64034+05
14 —9.3169+0j —0.25+0j
—0.92836+4.2348j —0.33333+0j
—0.92836-4.2348j —~1+0j
—0.25+0j

4.3. Comparative study. Table 5 contrasts the advised
approaches with the current state of the art approaches. One
has extended the approach from [51], which just uses an
IEEE 14 bus network for voltage analysis. However, this
approach is flawed since it fails to account for network
frequency. One tested both voltage and frequency during the
investigation because they are complementary.

Table 5
Comparison with the existing state of art methods
Work [51] Proposed work
Bus number V, p.u. 0, rad V, p.u. 6, rad

1 1.06200 | 0.00000 | 1.06000 | 0.00000

2 1.04500 | —0.13560 | 1.04500 | —0.13451

3 1.01300 | —0.33210 | 1.01000 | —0.32979

4 0.99700 | —0.26440 | 0.99800 | —0.26152

5 1.00200 | —0.22690 | 1.00300 | —0.22553

6 1.07400 | —0.36950 | 1.07000 | —0.37431

7 1.03600 | —0.33930 | 1.03700 | —0.35054

8 1.09300 | —0.33930 | 1.09000 | —0.35054

9 1.01200 | —0.37900 | 1.01600 | —0.39755

10 1.01200 | —0.38440 | 1.01500 | —0.40046

11 1.03500 | —0.37980 | 1.03600 | —0.39025

12 1.04600 | —0.90590 | 1.04800 | —0.39615

13 1.03600 | —0.39140 | 1.04000 | —0.39863

14 0.99600 | —0.41050 | 1.01300 | —0.42544
In contrast to work [51], in which were used
automatic voltage regulators (AVRs) and turbine
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governors (TGs) in the network IEEE 14 bus, only TGs
are used, which enables one to drastically cut costs. In
contrast to [51], which compares the power factor (PF) on
a single bus 14 when a wind turbine is integrated into the
IEEE 14 network versus not, this work first compares the
integration of 2 different kinds of wind turbines before
calculating the PF on multiple buses (10-14) to identify
the best wind turbine and where to put it.

Conclusions. Concretely, the integration of renewable
energies is essential today in the face of the continuous
increase in electricity consumption. Renewable energies,
such as wind power, are inexhaustible, sustainable, and
profitable. However, their production is highly dependent on
natural conditions, making grid stability more difficult to
ensure without appropriate monitoring mechanisms.

In this study, we modeled the integration of SCIG
and DFIG generators into the IEEE 14 standard bus
network using the small signal stability analysis approach
to analyze their dynamic behavior and grid compatibility.
The results show that DFIG offers better performance in
terms of stability, voltage, frequency, and compliance
with grid requirements. Bus 13 was identified as the
optimal location for connecting a DFIG based wind farm.

Thus, the objective of this research, which was to
evaluate and compare the dynamic performance of SCIG and
DFIG generators and to determine their improved placement
within the IEEE 14 bus network, was fully achieved.

Future research will focus on improving existing
wind turbine technologies and jointly optimizing the
placement of wind turbines and FACTS devices to
improve the overall performance of the power grid.
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have no conflicts of interest.
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Maximum power point tracking improving of photovoltaic systems based on hybrid
triangulation topology aggregation optimizer and incremental conductance algorithm

Introduction. Maximum power point tracking (MPPT) in photovoltaic (PV) systems has been a key research focus in recent years. While
numerous techniques have been proposed to optimize power extraction, each suffers from inherent limitations that hinder their effectiveness.
Problem. Environmental factors such as shading, partial shading, and low irradiance levels significantly impact PV system performance,
with partial shading being the most critical and complex challenge due to its creation of multiple local power maxima. Goal. This study aims
to improve MPPT in PV systems under partial shading conditions by developing a hybrid approach that integrates a Triangulation Topology
Aggregation Optimizer (TTAO) with the Incremental Conductance (IC) algorithm. Methodology. Simulations were conducted in
MATLAB/Simulink under four static partial shading scenarios, comparing the hybrid TTAO-IC algorithm against traditional methods like
Perturb and Observe (P&O), IC and metaheuristic algorithms. Scientific novelty of this work lies in the hybrid TTAO-IC algorithm, which
combines the global optimization strength of TTAO with the precision of IC, addressing the shortcomings of conventional methods. Practical
value. The results show that the hybrid TTAO-IC algorithm achieves tracking efficiencies exceeding 99 %, outperforming existing methods
and demonstrating robust adaptability to varying environmental conditions. References 31, tables 5, figures 15.

Key words: solar photovoltaic system, triangulation topology aggregation optimizer, maximum power point tracking, global
maximum power point, partial shading conditions.

Bcmyn. Biocmeoicennss mouku maxcumanohoi nomyschocmi (MPPT) y gpomoenexmpuunux (PV) cucmemax € Kuouoeum Hanpsamkom
docriodxcenb 8 ocmanHi poku. Xoua 6y10 3aNpONOHOBAHO YUCTEHHI MemOOU ONMUMI3ayii OMPUMAHHA eHepeii, KOJMCEH 3 HUX MA€E NeeHi
obmedicenns, wo 3meHwyroms ix egpekmusnicmo. Ipoonema. Dakmopu HABKOMUUWIHBO20 cepedosua, MAaKi AK 3AMIiHeHHS, YACIKOge
3aminenHs ma HU3bKUll pieeHb ONPOMIHEHHS, CYMMEBO 6NIUBAIOMY HA NPOOYKmusHicms PV cucmemu, npuiomy uacmkoee 3aminenHs €
HaUOINbWL KPUMUYHOIO A CKIAOHOI0 NpoONeMoio 4epe3 CMEOpeHHs KilbKOX JIOKANbHUX Makcumymie nomysicnocmi. Mema. Lle
docniodcennsa cnpamosane na nokpawenns MPPT y PV cucmemax 6 ymo8ax 4acmko8020 3amiHeHHs WIAXOM pO3pOOKuU 2ibpuoHo2o
nioxo9dy, akull inmeepye onmumizamop azpezayii mononoeii mpuaneynayii (TTAO) 3 ancopummom inkpemenmanwroi nposionocmi (IC).
Memooonozia. Mooeniosannsi nposoounocs ¢ MATLAB/Simulink 3a womupma cmamuunumu cyeHapissMu YACMKOBO20 3AMIHEHHS,
nopigriorouu 2iopuonuii areopumm TTAO-IC 3 mpaouyitinumu memooamu, Maxkumu K Memoo 30yperv ma cnocmepedsicens (P&0), IC ma
Mmemaespucmuynumu aneopummamu. Haykoea nosusna pobomu nonseae 6 ciopuonomy ancopummi TTAO-IC, sxuii noeonye enobanvhy
onmumizayiviny cuny TTAO 3 mounicmio IC, ycysarouu medoniku mpaouyiiinux memooie. Ilpaxmuuna uinnicme. Pesynomamu
noxazyroms, wo 2iopuonuti aneopumm TTAO-IC oocseae epexmusnocmi giocmedicenns, wo nepesuwyye 99 %, nepeseputyiouu icuyroui
Memoou ma OeMOHCMPYIOUU HAOIUHY A0ANMUBHICMb 00 PI3HUX YMOB HABKOMUWIHBO20 cepedosuya. bibi. 31, Tabn. 5, puc. 15.

Kniouosi cnosa: coHsiuHa (oTOeIeKTPUYHA CHCTeMa, OoNTHMi3aTop arperaunii TomoJiorii TpiaHryJsinii, BiacTe:KeHHsI TOUKH

MaKCHMAJIbHOT HOTy)KHOCTi, 1J100a/IbHA TOYKA MAKCUMAJIbHOT ﬂOTy?KHOCTi, YMOBH YaCTKOBOI'0O 3aTiHeHHsI.

Introduction. Photovoltaic (PV) systems play a key
role in the global energy transition by harnessing solar
energy to generate electricity. Using semiconductor
devices, these systems directly convert solar energy into
electricity. However, the conversion efficiency typically
ranges from 10 % to 25 % of the total incident solar
power, highlighting the importance of optimizing power
extraction to maximize energy efficiency. In this context,
Maximum Power Point Tracking (MPPT) algorithms
have become essential tools for achieving this goal. Since
their inception in the 1950s, MPPT strategies have
continuously evolved to address growing challenges, such
as irradiance fluctuations, temperature variations, and
partial shading effects [1]. Traditional approaches,
particularly the Perturb and Observe (P&O) and
Incremental Conductance (IC) methods, dominated early
generations of MPPT systems due to their simplicity and
effectiveness under stable conditions. However, these
methods have significant limitations when applied to
dynamic or complex environments. These limitations
include slow convergence, inadequate tracking accuracy,
and an inability to effectively manage partial shading
scenarios [2-4]. To overcome these challenges,
innovative approaches based on metaheuristic and hybrid
algorithms have been developed. Methods such as
Particle Swarm Optimization (PSO), Cuckoo Search (CS)
[5] and Grey Wolf Optimization (GWO) [6] have proven
to be particularly promising. These algorithms allow for a
more accurate localization of the Global Maximum Power
Point (GMPP), while improving convergence speed and
reducing steady-state oscillations [7, 8]. Additionally,
advanced variants, such as modified PSO, Plant

Propagation Algorithm (PPA), and hybrid solutions like
Radial Basis Function Neural Network based on PSO
(PSO-RBFNN), have demonstrated their ability to
achieve energy yields above 99 %, even in variable and
complex weather conditions [9-12]. The emergence of
artificial intelligence in MPPT strategies has marked the
beginning of a new era of innovation. Algorithms based
on artificial neural networks, combined with hybrid
techniques like PSO-RBFNN, help address complex
challenges while enhancing the reliability and speed of
systems [13, 14]. Previous work, such as the study by
[15], introduced improvements to traditional methods. For
instance, an optimized version of the P&O algorithm
achieved an energy efficiency of 96 % under uniform
atmospheric conditions, but it did not account for the
effects of non-uniform conditions. Simultaneously,
advancements in DC-DC converter design, such as high-
voltage gain converters with soft switching, have
significantly contributed to improving the energy
efficiency of grid-connected PV systems [16].

Moreover, advanced control strategies, such as
Terminal Sliding Mode Controllers (TSMC), hybrid PSO-
TSMC algorithms, and approaches utilizing fuzzy logic
and fractional-order  controllers, offer enhanced
robustness. These solutions stand out for their ability to
reduce oscillations, improve system stability, and provide
a quick response to environmental changes [17-20].
Given the variety of available methods and the rapid
advancements in the field, it is crucial to evaluate and
compare these approaches to determine the most suitable
solutions for current challenges. A detailed analysis of
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existing MPPT techniques is provided, highlighting
innovative  strategies that integrate metaheuristic
algorithms, artificial intelligence, and innovations in
converter design, as evidenced by [21-23]. Other efforts,
such as those by [24], have proposed variants of the IC
algorithm adapted to changing irradiance profiles.
Although these approaches have demonstrated promising
performance, they remain limited by the lack of
experimental validation or their inability to effectively
address partial shading scenarios and rapid irradiance
variations. A hybrid algorithm combining a wavelet
neural network and a cuckoo search algorithm has
demonstrated superior performance in predicting PV
production, better capturing the chaotic variations of solar
radiation [25]. Furthermore, optimizations of the flower
pollination algorithm for MPPT under partial shading
have led to reduced tracking time and increased efficiency
[26]. Another hybrid control approach abbreviated as
ACO-ANN, based on a neural network and ant colony
optimization, has enhanced MPPT and energy quality in
industrial applications [27]. Strategies such as the improved
grey wolf optimizer and the super-twisting sliding mode
controller have also contributed to significant
improvements in robustness and response time under
shading conditions [28, 29]. Additionally, a strategy for
quickly locating the global peak in PV systems under
partial shading conditions, without particle reset, has been
introduced, reducing convergence time by 650 % compared
to traditional PSO reset methods and avoiding premature
convergence [30]. However, despite the progress made, a
major limitation remains for many MPPT techniques: their
inefficiency in the face of slow or sudden changes in
ambient temperature and solar irradiance. This highlights
the need for even more robust and adaptive algorithms.
Goal. This study aims to improve MPPT in PV

systems under partial shading conditions by developing a
hybrid approach that integrates a Triangulation Topology
Aggregation Optimizer (TTAO) with the IC algorithm.
By integrating the global optimization capabilities of
TTAO with the precision of the IC method, the proposed
TTAO-IC algorithm addresses the limitations of
traditional MPPT techniques, such as P&O and
standalone IC, which often struggle with local optima,
oscillations, and slow convergence under non-uniform
irradiance. The goal is to provide a robust, efficient, and
reliable solution for improving energy extraction in PV
systems, particularly in large-scale deployments where
partial shading is a common challenge. Simulation results
demonstrate the superior performance of TTAO-IC,
particularly in cases where conventional methods fail to
converge to GMPP. The algorithm achieves tracking
efficiencies exceeding 99 % across diverse partial shading
conditions, highlighting its robustness and reliability. Key
advantages of the TTAO-IC algorithm include:

e Rapid convergence to the GMPP, ensuring minimal
energy loss during the tracking process.

o Significant reduction in oscillations around the MPP,
even under dynamic and non-uniform irradiance conditions.

e Consistently high tracking efficiency, leading to
enhanced energy yield and improved overall system
performance.

The results from simulations demonstrate the

effectiveness of this hybrid algorithm, which combines
precision, speed, and robustness. This advancement opens

new perspectives for optimizing solar systems, ensuring
optimal and reliable energy exploitation.

1. Modelling and analysis.

1.1. PV conversion chain. The MPP is achieved by
controlling a DC-DC converter with an MPPT controller
(Fig. 1). The MPPT controller optimizes power transfer
from the PV system to the load, adapting to varying
weather conditions to ensure maximum efficiency.
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Fig. 1. DC-DC boost converter

PV system is made up of two identical solar panels
connected in series, with their electrical specifications
(Table 1). Connecting panels in series combines their
voltages while maintaining the same current, enabling the
system to achieve a higher output voltage. This
configuration is particularly useful for applications
requiring higher voltage levels, as it reduces the need for
voltage amplification by the DC-DC converter.

Table 1
PV panel specifications
Parameter PV . PV .
module | installation

Maximum power output P, under
standard test conditions (STC), W 213.15 4263
Open-circuit voltage V,. under STC, V 36.3 72.6
Short-circuit current /. under STC, A 7.84 7.84
Voltage at the MPP V,,, under STC, V 29 58
Current at the MPP /,,, under STC, A 7.35 7.35

The electrical parameters of the DC-DC boost

converter used in the simulation are provided in Table 2.
Table 2
Boost converter component specifications

Parameter Value
Inductance L, mH 1.1478
Input capacitor C;,, uF 6800
Output capacitor C,,;, UF 3300
PWM frequency f, kHz 10
Resistive load R, Q 100

The components of the boost converter are essential
to the system’s operation and have a direct impact on the
performance of the TTAO-IC algorithm. The inductor (L)
reduces current ripple, providing a stable power supply,
while the input (C;,) and output (C,,) capacitors ensure
smooth voltage levels on both sides of the converter,
minimizing disturbances during MPPT. The load
resistance (R) simulates power consumption and is crucial
for evaluating the converter’s energy efficiency.
Additionally, the switching frequency (f) influences
system responsiveness a higher frequency allows for faster
MPPT adjustments but can increase switching losses.
Optimizing these parameters is essential for stable
converter operation, which in turn improves the accuracy
and convergence speed of the TTAO-IC algorithm. This is
particularly valuable under challenging conditions, such as
partial shading and rapid changes in irradiance.
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1.2. PV panel model. A PV cell is represented by
the single-diode model. This model can be extended to a
PV module by treating it as a group of identical cells
connected in series and/or parallel. The model of an
individual cell is developed using the widely adopted
equivalent electrical circuit (Fig. 2).

IphT 1 lIRp? E» +
DY

VD

vV—
Fig. 2. Equivalent circuit diagram of a single-diode solar cell model

A PV system consists of multiple PV modules that
are connected in series and parallel configurations to
increase overall power output. The series connection of
modules helps increase the system’s voltage, while the
parallel connection raises the current output [23]. The
mathematical model of a PV system is described by a set
of equations that represent the electrical behavior and
characteristics of the modules under different conditions.
These equations consider factors such as the irradiance,

temperature, internal resistances, and electrical
parameters of the PV cells:
Ipv ZIthp—IdeX
I RN I, RN
e s
x[exp( E—)-1]- £
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74
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Iy =y expl———(c—-2)], (4

298 NykyV, 298 T

where 1,;, is the photocurrent; . is the short-circuit current;
1. is the dark saturation current; N, is the number of series
cells; N, is the number of parallel cells; R, is the series
resistance; R, is the shunt resistance; V; is the thermal
voltage; g is the electron charge; E, is the photon energy; &;
is the short-circuit coefficient; & is the Boltzmann constant;
T is the temperature; G is the irradiance.

1.3. Boost converter. In PV systems, the DC-DC
converter is essential for implementing MPPT, ensuring
maximum energy capture and enhancing system
efficiency, especially in fluctuating environmental
conditions. MPPT algorithms work in conjunction with
DC-DC converters to fine-tune the system’s electrical
parameters for optimal power conversion. A widely used
DC-DC converter for this purpose is the boost converter,
which steps up the output voltage in comparison to the
input voltage. The power produced by the PV panel is fed
to this boost converter, which is regulated using a PWM
signal generated by the MPPT controller. To ensure
maximum power extraction from the PV system, the duty
cycle (D) of the boost converter is continuously adjusted
based on changes in solar irradiation, temperature, and
other environmental factors [17]. This dynamic
adjustment enables the PV system to maintain operation

at or near its MPP. An input capacitor is typically placed
on the PV panel side to filter out high-frequency
variations and stabilize the current. The optimal duty
cycle for the boost converter, which allows maximum
power extraction from the PV generator, is determined
using specific mathematical relationships and control
strategies, based on system parameters and environmental

inputs:
Dopr =1~V / [PoR - )

where P,,, is the peak power a PV system can generate
while functioning at its MPP; V,,,, is the voltage level at
which the PV panel operates to achieve maximum power
output at the MPP; R is the load’s equivalent resistance at
the output of the DC-DC boost converter plays a crucial
role in determining the efficiency of power transfer;
D, is the ideal duty cycle configuration for the boost
converter is essential for efficient MPPT, enabling the PV
system to achieve maximum power output.

The MPPT block produces a duty cycle signal to
regulate the switching element of the boost converter, which
typically functions at an operating frequency of 10 kHz.
A boost converter is employed in PV systems to increase
the output voltage to a higher level, meeting system
requirements. Its straightforward design and ease of control
further contribute to its widespread use, as highlighted in
[22]. In continuous conduction mode the inductor current
and capacitor voltage are typically chosen as state
variables. These variables are utilized to derive the
averaged model of the boost converter, which can be
represented by a set of equations, as illustrated in Fig. 1:

arp @) o o1 1 .
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where /; is the current through the inductor; Vj is the
output voltage across the capacitor C,,; V), is the supply
voltage; D is the duty cycle (e [0, 1]). In the boost
converter circuit, the parameters R, L, C,, are the load
resistance, the input circuit inductance, and the output
filter capacitance, respectively.

1.4. Configuration of PV modules under static
partial shading conditions. In non-uniform irradiance
scenarios, such as shading caused by obstacles like trees,
buildings, or passing clouds, PV generator systems may
experience partial shading. As illustrated in Fig. 3, this
phenomenon leads to a power-voltage (P-V) curve with
multiple peaks, representing different maximum power
points (MPPs). Among these, one is the GMPP, while the
others are classified as local maximum power points
(LMPPs). To replicate partial shading conditions, PV
panels are exposed to varying irradiance levels, resulting
in P-V curves with multiple peaks. To wvalidate our
method, a case study under static partial shading
conditions is provided, including 4 practical test scenarios
for simulation:

1. Scenario 1: a test under STC (1000 W/m? at 25 °C).
2. Scenario 2: G; = 1000 W/m’, G, =400 W/m’ at 25 °C.
3. Scenario 3: G, = 800 W/m’, G, = 400 W/m’ at 25 °C.
4. Scenario 4: G, = 600 W/m’, G, =400 W/m’ at 25 °C.

Electrical Engineering & Electromechanics, 2025, no. 5

19



——— —— —— ——
| Ipv I Ipv | Ipv | Ipv
A A A 2 A
1000 W /m? 800 W /m? 600 W /my
1000 W /m? " .
PV Z \ PV Z \ PV Z \ w Z \
Module Module Module Module
Vpv Vpv
1000 W /m?
I \
Module|
500 500 500 500
Ppv Pmpp =426 2 W Ppv Ppv Ppv
400 Vimpp = 58.38 V 400 400 400
300 \ 300 300 300
\ 5::?72:;372:.& Fmep_L=129.5 W Pmpp_L=167.3 W Pmpp_G=187.6 W Pmpp_G=1846 W
\ _G= Vmpp_L=62.36 V L= 6= - mpp_G=
200 \ 200 l/_'\'"w_ = Ve L2052V G NMROEISV g0pl  (meeizssy _imep o099V
\ \ \ \
100 \ 100 \ 100 - \ 100 \
\ \ \
| Vpv \ Vpv \ Vpv Vpv
0 1 o \ 0 S— ' 0
0 20 40 60 80 100 0 20 40 60 80 100 0 2 <Y L L) 100 0 2 40 60 80 100
a b c d

Fig. 3. Arrangement of PV modules across various static partial shading scenarios:
a) scenario 1 (STC); b) scenario 2; ¢) scenario 3; d) scenario 4

The optimal duty cycles for each scenario, as
determined by (5), are provided in Table 3.

Table 3
Optimal duty cycle calculated for each scenario
Scenario Propps W Do

Scenario 1 Py =4263 D, g=0.71721425

. P, =207.4 D, =0.80383836
Scenario 2 mpp_G opt_G

Py 1 =189.5 Doy 1 = 0.54699656

. P, =187.6 D =0.55062217
Scenario 3 mpp_G opt_G

Prpp 1 =167.3 Doy 1 = 0.77950357

. P, =184.6 D, =0.55110705
Scenario 4 mpp_G opt_G

Prpp 1 =126.1 Doy 1 = 0.74620251

"Note. P,,, ¢ is the output power at the GMPP; P, ; is
the output power at LMPP; D,, ¢ is the optimal duty
cycle corresponding to the GMPP; D,,, ;: is the optimal
duty cycle corresponding to the LMPP.

MATLAB/Simulink simulations were carried out to
evaluate the performance of the hybrid TTAO-IC
algorithm under defined static partial shading conditions.
The outcomes were benchmarked against those of two
conventional MPPT techniques: P&O and IC.

2. Enhanced MPPT based on hybrid TTAO-IC
algorithm. In PV systems, optimizing efficiency requires
identifying the ideal operating point where power output
is maximized, a process achieved through advanced
strategies. Given the non-linear characteristics of PV
systems and the variability of environmental conditions,
sophisticated algorithms are essential to consistently
locate and maintain this optimal point. Hybrid
metaheuristic algorithms, which combine the strengths of
multiple  optimization  techniques, have proven
particularly effective in enhancing this process. These
approaches are especially adept at addressing complex
challenges, such as partial shading conditions, and
adapting to dynamic environmental changes, making
them a robust solution for improving the performance and
reliability of PV systems.

2.1. TTAO algorithm.

The TTAO is a global
optimization algorithm based Tnitialize
on mathematical principles, T
designed to solve continuous Fj'm -
and engineering problems Triangular Units X2, X3
[31]. This algorithm leverages i
triangular topological Aggregate
similarity to develop 2 main BT
strategies: generic aggregation ¥
and local aggregation. These Evaluate Fitness
strategies enable the TTAO to 1
effectively explore the search Seluct Best Solutions
space, avoid local optima, and
converge toward the global &
optimum.  The  detailed -
- More Iterations? : —

functioning of this algorithm <~
is described by the flowchart
(Fig. 4) and the ~
corresponding  pseudocode

(Fig. 5). [

Retum
Best Solution ]
Fig. 4. Flowchart of TTAO algorithm

Algorithm 1: TTAO algorithm
1: Input: V,,,, I, (voltage and current from PV panel)
2: Parameters:
Population size Pop Size = 30, Iterations 7= 100
Dimension Dim =1, Bounds (Low =0, Up =1)
X1, X2, X3 and X4 : populations
3: Initialize population X7 randomly within the bounds.
4:Fort=1to T'do
5; Form triangular units X2, X3 based on X1.
6: Aggregate solutions to form X4.
7: Evaluate fitness of X1, X2, X3, X4.
8: Select the best solutions and update X1.
9: End for
10: Return the best solution D
Fig. 5. TTAO algorithm

2.2. IC algorithm. The IC algorithm is a popular
MPPT method for PV systems, aimed at maximizing
energy extraction by dynamically comparing the
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instantaneous conductance (//V) with the incremental
conductance (d//dV) in relation to the voltage. The IC
algorithm enhances efficiency by continuously fine-tuning
the operating voltage to keep the system close to the MPP
while minimizing oscillations. It adjusts the duty cycle (D)
of the power converter in response to real-time variations in
voltage (V) and current (/), ensuring optimal operation. The
MPP condition is mathematically described as follows:

dP/dV =0where P=V -1 . (8)
Expanding this gives:
-0 _ ;. p 9 9)
ar dv

The detailed functioning of this algorithm is
described by the pseudocode (Fig. 6).

Algorithm 2: IC algorithm

: Initialize Dpyey = 0.5, Vi prev = Vovs Ly prev = Iy

: Set step size AD =0.0001

: while system is running do

: Measure current voltage V), and current 1,

: Calculate the change in voltage: AV =V, =V}, prey
: Calculate the change in current: Al = I, =1, prey
1if (AV # 0) then

it (Ar/av >~1,,/V,, ) then

8: Decrease duty cycle : D = D,,,, — AD
9:elseif (AI/AV < 71pv/va ) then

10: Increase duty cycle: D = D, + AD
11: else

12: No change in duty cycle : D = D,,,.,
13: end if

14: else if (AV = 0) then

15: if (Al # 0) then

16: Decrease duty cycle : D =
17: end if

18: end if

19: Update previous values: Vy prev = Vovs Ly prev = Ipy
20: Set Dy, =D

21: end while

~N NN BN~

AD

'prev

Fig. 6. IC algorithm

2.3. Hybrid TTAO-IC algorithm. The hybrid TTAO-
IC algorithm is a method combining the global search
capabilities of the TTAO with the local refinement provided
by the IC algorithm. This hybrid approach is designed to
optimize MPPT in PV systems. TTAO is used to explore the
search space globally and identify regions close to the MPP,
while IC refines the duty cycle to achieve precise MPPT.
The power generated by the PV system is given as:

Py =Vylpy,,

where V),,, I,, are the PV panel voltage and current.
To maximize the power P,, the derivative of power

with respect to voltage must be zero:
dP,, /dV,, =0;

(10)

(11)

a7,
dev/dev=Ipv+va T (12)
pv
The hybrid TTAO-IC algorithm can be broken down
into the following steps:

e [nitialization: the algorithm starts by generating a
random initial population for the TTAO phase. The initial
duty cycle is set to D,,., = 0.5.

o Global exploration (TTAO): during each iteration of
TTAO, triangular units are formed from the population,
and solutions are aggregated and evaluated. The best

solution from this phase, denoted Dj740, represents a
candidate duty cycle near the MPP.

o Local refinement (IC): the best solution from TTAO
is refined using the IC method. IC adjusts the duty cycle
based on the change in power relative to voltage,
following the conditions:

dlpv/dev :_[pv/va ; (13)
D ey =D +(l_a)Dprev ) (14)

where a is the smoothing factor.
e Termination:  after a |
predefined number of iterations,
or once the duty cycle
converges, the final value of D
is returned, optimizing the PV

Start ‘

S

Initialize Parameters &
Population

i

TTAO Iteration: Form

system’s operation. > Triangular Units
The algorithm’s detailed *

Operation is visually Evaluate Fitness

represented ~ through  the i

Select Best Solutions

Yes
More TTAO
Iterations?
No

Obtain Best Dy1ao

i

Fine-tune with IC

O 03N L bW

flowchart in Fig. 7 and clearly
shown in Fig. 8.
The hybrid TTAO-IC
efficiency in PV systems by
combining the global
precision of IC,  thus
optimizing maximum power ‘
Moving Average
ensures the system does not get
stuck in local optima, while 0
lore Global
Iterations?
under varying environmental
conditions (e.g., static partial
Fig. 7. Flowchart of hybrid TTAO-IC algorithm
Algorithm 3: Hybrid TTAO-IC Algorithm
2: Parameters: Population size PopSize = 10,
TTAO iterations 7= 10, maximum iterations Max/ter =100,
: Initialize population for TTAO
: Initialize persistent variables: V.. ,.ep = 0, Lyprey = 0, Dy, = 0.5
:fort=1to T'do
: Form triangular units and aggregate solutions in TTAO
: end for
10: Obtain the best solution Dr40
12: Update Dy, = aDjc + (1 — @)Dy, (apply moving average filter)
13: end for
Fig. 8. Hybrid TTAO-IC algorithm
3. Simulation results and discussion.
the proposed MPPT control algorithm, a series of
simulations were conducted in the MATLAB/Simulink
simulations is shown in Fig. 9. In this setup, a DC-DC
boost converter acts as the interface between the simulated

outlined in the pseudocode
algorithm improves MPPT
exploration of TTAO with the
tracking. This hybrid approach b eyt
accurately tracking the MPP
shading conditions). |
L: Input: V), 1,
dimension Dim =1, AD = 0.0001

: for iteration = 1 to MaxlIter do

: Evaluate the fitness and update the population
11: Fine-tune using the IC algorithm to get D¢
14: Output: Final duty cycle D = D,,,.,

3.1. Simulation results. To assess the performance of

environment. The control architecture used in these
PV system and a DC load. This boost converter is crucial
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as it regulates the voltage and current, ensuring that the PV
system operates at its MPP. Four distinct MPPT algorithm
blocks were incorporated into the simulation environment,
each tested individually to evaluate their respective
performances. The main goal of this study is to evaluate the
efficiency and accuracy of 4 different algorithms for
tracking the GMPP in a PV system under static partial
shading conditions. The algorithms analyzed include IC,
P&O, TTAO and a hybrid TTAO-IC approach. The aim of
the hybrid algorithm is to optimize the precision and speed
of the search process, ensuring reliable and efficient
tracking of the GMPP. The selection of these algorithms is
based on their complementary characteristics:

e P&O is known for its simplicity and widespread use,
though it may struggle to maintain accuracy under
variable irradiance.

[

e [C offers improved precision, particularly in
dynamic conditions, as it adjusts to changes in irradiance
more effectively.

e TTAO, a metaheuristic optimization technique, excels
in locating global maxima in complex search spaces, such
as those introduced by partial shading effects.

e The hybrid TTAO-IC algorithm combines the global
search capability of TTAO with the local precision of IC,
aiming to reduce convergence time and improve tracking
accuracy. Efficient MPPT control also directly affects the
efficiency of the DC-DC boost converter. Algorithms that
minimize oscillations around the MPP reduce switching
losses, thereby optimizing the overall system performance.
Conversely, slower or less accurate algorithms can lead to
higher power losses due to increased switching activity.

D]

Bypass
Diode 4

Cout }f R % I

Fig. 9. Schematic representation of the PV system simulated in MATLAB/Simulink

The comparative performance of the algorithms is
assessed based on 3 key parameters:

e Time. These measures the time required for each
algorithm to converge to the MPP (P,). A shorter
tracking time indicates faster adaptation to the MPP.

e Tracking error. This parameter evaluates how
accurately the algorithm identifies the MPP. It is computed
as the percentage difference between the duty cycle
determined by the algorithm and the actual global duty cycle,
which is obtained from the reference values (Table 3).

o System efficiency. This evaluates the overall
efficiency of the PV system by computing the ratio of the
extracted power to the maximum available power under
the given conditions.

3.2. Simulation observations. The simulation results
are illustrated in Fig. 1013, which correspond to 4 scenarios,
each highlighting the power (P,,) and duty cycle achieved
by the algorithms (IC, P&O, TTAO, and TTAO-IC).
According to the simulation results presented in Table 4,
the performance of the algorithms is evaluated under
various scenarios:

e Scenario 1. Both TTAO and TTAO-IC exhibit
minimal tracking errors, significantly outperforming the IC
and P&O methods, which display much higher error rates.

o Scenarios 2 and 3. The IC and P&O techniques
show considerable limitations, with tracking errors
exceeding 30 %, emphasizing their reduced effectiveness

in these conditions. In contrast, TTAO and TTAO-IC
maintain notably lower error levels, with TTAO-IC
achieving superior performance.

o Scenario 4. The same trend is observed, where
TTAO-IC consistently records the lowest tracking error,
demonstrating its robustness and accuracy across varying
conditions.

The results highlight the superior performance of the
hybrid TTAO-IC algorithm compared to other methods.
This algorithm demonstrates rapid convergence to the
GMPP with minimal tracking error, ensuring high
efficiency in power extraction. Moreover, it eliminates
persistent steady-state oscillations, making it a robust and
reliable solution for MPPT under partial shading conditions.
The comparative analysis confirms the hybrid TTAO-IC
algorithm as the most effective solution for tracking the
GMPP in PV systems, particularly under partial shading. By
combining global optimization capabilities with precise
local adjustments, it ensures rapid convergence, minimal
error, and enhanced system efficiency. These findings
underscore the critical importance of adopting advanced
MPPT methods like TTAO-IC to maximize energy yield
and optimize the overall performance of PV systems. The
TTAO-IC method excels in maintaining minimal tracking
errors across all scenarios, showcasing its superior precision
in accurately determining the GMPP.
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Table 4
Performance comparison of algorithms in various scenarios
Algorithm | Convergence time | Duty cycle Tracking error, % | P,.W | Efficiency, %

Scenario 1: G, = G, = 1000 W/m?, T) = T, = 25 °C, P,,,, = 426.3 W, D,,; ¢ = 0.71721435
IC 648.689 0.7103 0.9641 426.130 99.96
P&O 628.276 0.7108 0.8943 426.124 99.96
TTAO 352.368 0.7101 0.9919 426.106 99.95
TTAO-IC 397.775 0.7101 0.7808 426.130 99.96
Scenario 2: G, = 1000 W/m’, G, = 400 W/m’, T} = T, = 25 °C, P,,,, ¢ = 207.4 W, D,,, c = 0.80383836
IC 768.902 0.5305 34.0041 189.453 91.35
P&O 517.483 0.5308 33.9668 189.450 91.35
TTAO 254.545 0.7925 1.4105 204.705 98.70
TTAO-IC 265.734 0.7943 1.1866 206.400 99.75
Scenario 3: G; = 800 W/m?, G, =400 W/m’, T, = T, = 25 °C, Py =187.6 W, D, g = 0.55062217
IC 567.832 0.7704 39.9145 167.000 89.02
P&O 405.594 0.7699 39.8236 167.200 89.13
TTAO 271.329 0.7714 40.0961 167.200 89.13
TTAO-IC 442.281 0.5378 2.3287 187.600 100.00
Scenario 4: G, = 600 W/m’, G, =400 W/m’, T, = T, = 25 °C, P,,,, c = 184.6 W, D,,,, g = 0.55110705
IC 623.776 0.7401 34.2933 125.800 68.15
P&O 433.566 0.7400 34.2752 125.900 68.20
TTAO 338.462 0.7391 34.1119 125.700 68.09
TTAO-IC 443.477 0.5311 3.3631 184.500 99.95

3.3. Statistical analysis. The tracking error of the
duty cycle measures how accurately each algorithm
identifies the GMPP. Figure 14 presents a comparison of
the 4 algorithms’ performance across the 4 scenarios.

40 4D, %
35

Scenario 1 Scenario 2 Scenario 3 Scenario 4
mIC mP& mTTAO = TTAO-IC
Fig. 14. Duty cycle tracking error

BoR NN W
v o v o »n O

The power extraction efficiency evaluates the
capability of each algorithm to maximize the output

power from the PV system. The results for the 4
algorithms under the 4 scenarios are shown in Fig. 15.
Scenario 1 — all algorithms demonstrate high efficiency
(=99 %) under uniform shading conditions. However,
TTAO-IC consistently achieves slightly higher efficiency
compared to the other methods. Scenario 2—4: under
partial shading conditions, the performance of IC and
P&O deteriorates significantly, with efficiency dropping
below 70 %. Conversely, TTAO-IC sustains efficiencies
close to 100 % with showing a slight edge. The TTAO-IC
algorithm achieves near-perfect power extraction
efficiency under all conditions, outperforming other
methods, especially under partial shading scenarios.

The findings presented in Table 5 highlight the
exceptional performance of the TTAO-IC algorithm
across several critical metrics. Simulation results were
used to calculate the efficiency percentage for each
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method, showing that the TTAO-IC algorithm delivers
substantially higher efficiency compared to the techniques
detailed in [11, 12, 29].

0,
IAP,A)

0 I“ ||| ||| II|

Scenario 1

=]
]

(=]
-

=]
B

=]
1Y

Scenario 2 Scenario 3 Scenario 4

miC mP& mTTAO w TTAO-IC
Fig. 15. Power extraction efficiency

Furthermore, the TTAO-IC controller demonstrates
a significantly faster response time than PSO, PPA, PSO-
OBL, ABC and SSA-GWO when subjected to static
shading conditions, emphasizing its capability to quickly
reach the GMPP. This enhanced efficiency reduces
energy losses by ensuring precise and rapid tracking of
the GMPP. These results highlight the exceptional
effectiveness and superiority of the TTAO-IC algorithm
in optimizing the MPPT process for PV systems. With its
accelerated convergence rate and improved efficiency, the
algorithm emerges as a highly effective solution for
maximizing energy production while addressing shading
challenges in PV applications.
Table 5
Comparative performance analysis of the proposed TTAO-IC
algorithm and other MPPT techniques

MPPT algorithm Efficiency, % Tr.ackmg

time, s

Particle Swarm Optimization

(PSO) [29] 99.71 0.46

Plant Propagation Algorithm

(PPA) [11] 99.91 0.68

PSO-Opposition Based Learning

(OBL) [12] 99.72 0.69

Artificial Bee Colony (ABC)

algorithm [29] 99.54 047

Salp Swarm Algorithm with Grey

Wolf Optimizer (SSA-GWO [29] 9984 043

Proposed TTAO-IC 99.96 0.398

Conclusions. This research has conducted an in-
depth exploration of various MPPT techniques,
emphasizing their essential role in optimizing the
efficiency of PV systems. By evaluating both individual
and hybrid MPPT algorithms, we have provided valuable
insights into their performance under different operational
conditions. The study focused on key parameters such as
response time, stability, performance under partial
shading and accuracy, offering a holistic view of the
effectiveness of these techniques.

The study successfully achieves the goal through the
development of the TTAO-IC algorithm, which combines
the global optimization capabilities of TTAO with the
precision of the IC method. Simulation results demonstrate
that the TTAO-IC algorithm significantly enhances MPPT
performance under partial shading conditions, achieving
tracking efficiencies exceeding 99 % and outperforming

traditional methods like P&O and IC, as well as other hybrid
techniques such as PSO, GWO, PSO-OBL, PPA, and ABC.

The algorithm addresses the limitations of
conventional methods by delivering faster convergence to
GMPP, reducing oscillations around the MPP, and
maintaining high tracking efficiency even under non-
uniform shading conditions. In conclusion, the TTAO-IC
algorithm stands out as a highly efficient and reliable
solution for MPPT in PV systems, offering a balance
between performance and high efficiency even under
challenging conditions makes it a strong contender for
large-scale solar energy applications.

Future research should focus on further refining this
hybrid approach and validating its performance in real-
world scenarios, aiming to enhance the global adoption of
solar energy. For further studies, we suggest adjusting key
parameters to optimize performance across various PV
generator  architectures, possibly using advanced
optimization techniques. Specifically, we aim to
implement the methodology in centralized, decentralized,
and hybrid PV systems, as well as with different types of
solar  panels, including  monocrystalline  and
polycrystalline varieties. Additionally, we plan to evaluate
the algorithm under a range of conditions, such as varying
irradiance levels and dynamic partial shading situations.
By applying the methodology across these different
system designs and environmental contexts, we seek to
enhance our understanding of its performance and
potential adaptations.
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Optimization of combined active-passive electromagnetic shielding system for overhead power
lines magnetic field normalization in residential building space

Problem. Normalization of overhead power lines magnetic field level in residential building. Goal. Normalization of overhead power
line magnetic field by optimization of combined electromagnetic shielding system, consisting of active and passive parts, in
residential building space based on magnetic field three-dimensional model. Methodology. Optimization of combined
electromagnetic shielding system for initial magnetic field three-dimensional model solved based on multi-criteria two-player
antagonistic game solution. Game payoff vector calculated based on finite element calculations system COMSOL Multiphysics
package. Game solution calculated based on particles multiswarm optimization algorithms. Results. The results of theoretical and
experimental studies of combined electromagnetic passive and active shielding system for magnetic field three-dimensional model in
residential building from two-circuit overhead power transmission line with wires «Barrely type arrangement presented. Scientific
novelty. For the first time the method for normalization of overhead power lines magnetic field in residential building space based on
optimization of combined active-passive electromagnetic shielding system for magnetic field three-dimensional model developed.
Practical value. Spatial location coordinates of shielding winding, currents and phases in shielding winding of robust active
shielding system, geometric dimensions and thickness of electromagnetic passive shield calculated during optimization of combined
electromagnetic shielding system for magnetic field three-dimensional model. References 49, figures 13.

Key words: overhead power line, magnetic field, combined electromagnetic active and passive shielding system, computer
simulation, experimental research.

Ilpobnema. Hopmanizayia piensa MazHimHO20 NOAs NOGIMPAHUX JIHIU eleKkmponepeoadi 6 owcumnogux oOyounkax. Mema.
Hopmanizayis piens maznimnozo noaa nosimpsaHux JNinil eiekmponepeoayi Wiaxom OnmumMizayii KOMOIHO8AHOI eneKmpPoOMAeHIMHOT
expanyiouoi cucmemu, Wo CKIAOAEMbCA 3 AKMUBHOI MA NACUBHOI HYACMUH, Y NPOCMOPI JCUMNOBUX NPUMiljeHb HA OCHOBI
MpueUMipHoi modeni maeHimuozo nois. Memooonozia. Onmumizayis KoMOIHOBAHOI eNeKMPOMASHIMHOI eKpaHylouoi cucmemu
MPUBUMIPHOT MOOeNT BUXIOHO20 MAZHIMHO20 NOJIS PO3PAX0BYEMBCS HA OCHOBI PileHHs OA2amoKpUmMepiarbHoi AHMAa2OHICMUYHOT 2pu
060x epasyis. Bekmop suepawiis epu po3paxogyemvcs HA OCHOGI Kinyego-enemenmuoi cucmemu oouuciens COMSOL Multiphysics.
Piwenns epu po3paxogyemvcsi HA OCHOSL aneopummie onmumizayii Myremupois wacmunok. Pezynemamu. Haseoeno pesynomamu
meopemuyHux ma eKCcnepuMeHmaibhux OocCHioNceHb KOMOIHOBAHO eNleKmpoOMAasHimHOl cucmemu RNACUBHO2O MA AKMUBHO2O
EeKPAHYBAHHS MPUSUMIPHOI MOOeNT MAZHIMHO20 NOA 8 HCUMA0BOMY OYOUHKY 8I0 0801AHYI020601 NOGIMPAHOI NiHIi enekmponepeday
i3 posmauiy8anHam npoeodie muny «bouxay. Haykoea noseusna. Bnepwe pospobreno memoo nopmanizayii macHimmnozo noius
NOBIMPAHUX TIHIU eleKmponepeoayi  HCUMI080MY NPUMILEHH] HA OCHO8I ONMuUMi3ayii KOMOIHO8AHOT AKMUBHO-NACUBHOI cuceMu
e1eKmpOMAazHIMHO20 eKpanysants mpusumipHoi mooeni maznimuozo nona. Ipaxmuuna snauumicme. Koopounamu pozmauty8anis
eKpanyouux 06Momox, cmpym i ¢aza 8 eKpanyouux 06Momkax pobacmuoi cucmemu aKMUBHO20 eKPAHYBAHHA, MA 2eOMemPUYHI
PO3MIpU | MOBUUHA eIeKMPOMASHIMHO20 NACUBHO20 eKPAHY PO3PAX0BYIOMbCA NPU ONMUMI3AYIT KOMOIHOBAHUX eNeKMPOMACHIMHUX
EKPAHYIOUUX CUCEM MPUSUMIPHOT Modeli maznimuo2o nons. bion. 49, puc. 13.

Knouosi cnosa: noBiTpsina JiiHis ejekTponepeaayi, MarHirHe moJie, KOMOiHOBaHA eJIEKTPOMATrHITHA aKTHBHA Ta MaCHBHA
CHCTeMA eKPAHYBAHHSI, KOMII'IOTEPHE MOJeJII0BAHHS, €eKCIIEPUMEHTAIbHI J0C/Ii/KeHHSI.

Introduction. Many residential buildings in Ukraine
are located in close proximity to overhead power lines.
Induction level in such houses is many times higher than
modern standards for industrial frequency magnetic
induction level for safe living [1-3].

Most often, single-circuit power lines with a
triangular arrangement of wires located near single-story
old buildings. Double-circuit power lines with a «Barrel»
type of wire arrangement also often located near single-
story and multi-story residential buildings of old
construction, as shown in Fig. 1.

{

Fig. 1. A multi-storeys residential uilding located near a
double-circuit power line

One of most economically justified approaches to
further operation of high-grade residential buildings
without eviction of population or replacement of existing
overhead power lines with underground cable power lines
used of original magnetic field modeling and shielding to
safe level for habitation [4—7].

To implement necessary shielding factor of initial
magnetic field, it is necessary to use active shielding [8—18].
To increase the effectiveness of shielding, especially in
long-distance residential buildings, it is advisable to use
combined shielding of the initial magnetic field, including
active and passive shielding [19].

The diagram of such combined electromagnetic
active-passive shielding system shown in Fig. 2.

The active shielding system contains shielding
windings, amplifier, control system and a magnetic field
sensor installed inside the shielding space. An external
power source used to power the active shielding system.

This magnetic field sensor, which installed inside
the shielding space, measured resulting magnetic field
generated by power line and combined electromagnetic
active-passive shielding system inside shielding space.

The source of energy for passive shielding system is
the external electromagnetic field acting on the passive
electromagnetic shield. This external magnetic field for
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the passive shield generated by power transmission line
wires and compensation windings of electromagnetic
active shielding system. Under the influence of this
primary magnetic field, currents induced in the passive
electromagnetic shield, which create a secondary
magnetic field. This secondary magnetic field directed
opposite to the original primary field.

High voltage power lines (HVPL)

H(x,.t) - initial Magnetic Field

\ B
™. H o (x,.4) — compensation cail
magnetic field

Passive shieldings

Buildiri

Active shielding |
system of magnetic |

i \ Control system field /

- —_ /

Fig. 2. Combined electromagnetic active-passive shielding
system diagram

The resulting magnetic field, which is equal to the
sum of the primary magnetic field generated by power
transmission line wires and compensation windings, and
the secondary magnetic field generated by the passive
screen, will be less than the initial magnetic field. Due to
this reduction in the resulting magnetic field, the shielding
effect of the combined active-passive electromagnetic
shielding system achieved.

Note that since the active and passive shielding
systems influence each other, when optimizing the
combined active-passive electromagnetic  shielding
system, it is necessary simultaneously optimize both the
parameters of the active and the parameters of the passive
electromagnetic system to achieve the minimum resulting
magnetic field in the shielding space.

Often, to increase the efficiency of shielding the
original magnetic field using such hybrid electromagnetic
active-passive shielding system, the active shielding
system designed as a system with two degrees of freedom.
In this case, two closed and open control loops used
simultaneously. To implement open-loop control, another
magnetic field sensor used to measure the initial magnetic
field, which installed outside the shielding space. This
magnetic field sensor usually installed away from the
shielding space but close to power transmission line wires
in order to reduce the influence of compensation winding
currents of active shielding system.

When designing electromagnetic shielding systems,
two geometric problems of magnetostatic’s solved [12, 13].
First, a geometric forward problem of magnetostatics
solved when, for given values and geometric arrangement
of sources of industrial frequency magnetic field, the
magnetic field induction calculated at given points of the
shielding space. This geometric forward problem
calculated effect from magnetic field source of a given
power and located in a given «geometric» position at
points in the shielding space.

The geometric inverse problem of magnetostatics
calculate the power and «geometric» position of industrial
frequency magnetic field sources that generate a given
magnetic field at given points in the shielding space. Thus,
in the course of solving a geometric inverse problem, it is
necessary to calculate not the result, but the cause that leads
to a given result. Naturally, a geometric inverse problem is
an uncorrected problem and can have many solutions. As a
rule, solving a geometric inverse problem reduced to
solving an optimization problem [20-23].

The work [19] considered issues of synthesis of
systems for combined magnetic field shielding in a two-
dimensional formulation. In this case, shielding is
assumed in the central section of residential buildings.

However, when magnetic field shielding in
residential buildings, it is necessary to reduce magnetic
field induction level to a safe level in apartments located
at edges of house.

Most studies carried out based on two-dimensional
magnetic field model, which does not allow studying
effectiveness decrease of original field shielding in
residential building edges [8-18]. This determines the
formulation and solution of problem of design of
combined electromagnetic  active-passive  shielding
system in three-dimensional formulation.

The goal of the work is normalization of overhead
power line magnetic field by optimization of combined
electromagnetic shielding system, consisting of active and
passive parts, in residential building space based on
magnetic field three-dimensional model.

Definition of geometric forward magnetostatic
problem for overhead power lines and compensating
winding  magnetic  field. @ Geometric  forward
magnetostatic problem calculates the consequence — the
magnetic field at a given point in space, generated by a
given source of magnetic field located at a given
«geometric» point in space. This problem is solved on
basis of Maxwell’s law is a mathematically correct
problem and calculated exactly.

Geometric forward magnetostatic problem for
overhead power lines and compensating winding magnetic
field is to calculate magnetic field at any point in space for
given magnetic field sources. Mathematical modeling of
magnetic field reduced to boundary value problem solution
for electromagnetic field with a known distribution of its
sources in the volume or on the surface of the given area
[4-6]. To correctly solve this problem, it is necessary, first
of all, to choose a physical model of this process, which
covers its main aspects. Physical model should be one of
Maxwell equations full system simplifications. Maxwell
equations describing electromagnetic fields in media with
continuous or piecewise-continuously changing properties
are the basis for analytical and numerical modeling of any
electromagnetic processes, both in vacuum and in material
media [7].

To simplify high-voltage power transmission lines
magnetic field mathematical mode, the phase’s wires taken
in infinite long form and thin straight conductors, which
allows two-dimensional magnetic field model used which
contains two spatial components along axes and does not
depend on coordinate along which power line wires
conductors located. However, in this task, controlled
windings vertical sections of active shielding system create
significant projections of magnetic field intensity vector,
which constitute, along coordinate , which determines
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three-dimensional magnetic field model used. Such model,
in addition, also allows take into account magnetic field
intensity vector component along coordinate, created by
power lines due to their sagging between supports.

When calculating current magnetic field quasi-static
approximation of Maxwell equations system [4-7] is
equivalent to Biot-Savart’s law, which can written in form [4]:

B(P):#Olmj[leR]’ (1)
4 R3

L
where B(P) — magnetic field induction at observation
point P; d/ — circuit element with current /,;; R — vector
directed from contour element d/ to observation point P.

Definition of forward quasi-static magnetic field
active shielding system design problem. Let us consider
definition of forward quasi-static magnetic field active
shielding system design problem. Forward magnetic field
active shielding system design problem calculated
magnetic field induction generated by the compensation
windings in shielding space given point for given
compensation windings spatial location coordinates of
active shielding system.

First, consider geometric direct problem solution for
power lines — mathematical model design of initial
magnetic field generated by power transmission line.
Power lines wires position initially known. Power lines
wires instantaneous values currents set in dependences
sinusoidal form. We set amplitudes 4; and phases ¢, of
industrial frequency currents of power line wires. Let’s set
power transmission lines wire currents in complex form

I(e)= 4 exp j(ot + ;). (2)

Then, based on relation (1), initial magnetic field
induction By(P;,Iy(f),t) at point P created by power
transmission lines currents calculated in following form

BB 0= BB ). O

Power line currents vector Iy(f) introduced
components of which are power line wires currents

1o(0)=1{5,0))-

Note that when transmission line resulting magnetic
field calculating according to (1) for 3D modeling, it is
necessary to take into account the real sagging of
transmission line wires, and elementary sections number
of transmission line conductors at ends of considered
sections of transmission lines must be determined from
required accuracy of resulting magnetic field induction
calculation, which generated by all power lines at given
point in shielding space.

Let us now consider forward problem solution for
calculating magnetic field generated by compensation
windings at shielding space points. Let us set
compensating windings location coordinates of active
shielding system in form of initial geometric values vector
of compensating windings dimensions of active
protection, as well as amplitude 4; and phase ¢; of
compensating windings currents [12—-14]. Let’s set
compensating windings currents in complex form

[ai(t): Ayi expj(a)t + ¢Wi)' 4)

Then, based on (1) similar to (3) magnetic field
induction at point P; created by windings currents at time
moment ¢ calculated in the following form

M
By(Pi’Iy(t)’t): ZBym(E'slym(t)st)» (5
m=1

here currents vector I(f) in compensating windings
introduced with windings currents components

1,(0)= 73 (-

Note that when calculating resulting magnetic field
generated by all compensating windings wires, according
to formula (5), for 3D modeling, it is necessary to take
into account not only real dimensions of horizontal parts
of compensating windings, but also real length of
compensating windings, since it is near ends of horizontal
sections of compensating windings that greatest change in
magnetic field induction level generated by compensating
windings is observed.

Naturally, that in 3D modeling in (5) it is necessary
to take into account vertical parts of compensating
windings, since it is these vertical parts that generate main
part of the of the magnetic field induction level.

Then, based on superposition principle, the resulting
magnetic field induction vector B(P;,Iy(t),1,(?),t) at the point
P, created by power line wires currents (1) and controlling
windings currents (5), is equal to vectors sum [4]

BB Io(0).1,(c).t)= By(B.Io(t).0)+..+ B, (B.1,(1)). (6)

Definition of forward dynamic problem of
magnetic field active shielding system design. The
calculation of the magnetic field generated by the
transmission line wires and compensation windings
calculated based on the Biot-Savart’s law [4—7]. In this
case, the magnetic field induction is a static dependence
(1) on the current of the transmission line wires or
compensation windings. Thus, the magnetic field is
practically «instantaneously» generated by currents and
the speed of propagation of the electromagnetic field of
industrial frequency is neglected.

However, the active shielding system is a dynamic
system, the processes in which are commensurate with the
industrial frequency. Moreover, the design of the active
shielding system performed taking into account the
dynamic characteristics of its elements - the presence of
inductances of compensating windings, the presence of
time delay of magnetic field sensors and other. In the active
shielding system with two degrees of freedom, open-loop
control by disturbance and closed-loop control by deviation
with the help of feedback used simultaneously.

The forward problem of dynamic magnetic field
active shielding system is the calculation of the dynamic
characteristics of the active shielding system with two
degrees of freedom for the given values of the parameters
of the open-loop and closed-loop control regulators and for
the given values of the parameters of the disturbing effects
and interference measurements of the sensors of the initial
and resulting magnetic field, with the help of which the
open-loop and closed-loop control is implemented. This
forward dynamics problem of an active shielding system is
a correct mathematical problem and solved «exactly», for
example, by direct modeling of processes in such a
dynamic system with two degrees of freedom.

The inverse dynamics problem of an active shielding
system consists in calculating the values of the parameters
of the open-loop and closed-loop control regulators for
the given values of the parameters of the disturbing
effects and the interference of the measurements of
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magnetic field sensors of initial and resulting magnetic
field for implementation of specified dynamic
characteristics in designed system. The solution of the
inverse problem of the dynamics of an active shielding
system reduced to an optimization problem.

In this case, the open and closed control channel
regulators synthesized from the condition of minimizing
the error of compensation of the initial magnetic field,
caused by the disturbing effect in the form of induction of
the initial magnetic field. In this case, with the help of
these same open and closed control regulators, the noise
of the magnetic field sensors measuring the initial
magnetic field and the resulting magnetic field in the
shielding space filtered.

The inverse dynamics problem of active shielding
system is an uncorrected mathematical problem, and its
solution is also found approximately by numerical
methods. One of the possible approaches to solving the
inverse problem of dynamics for active shielding system
with two degrees of freedom control used of robust optimal
control based on four Riccati equations solutions [24-26].
To implement such robust optimal control, robust optimal
Kalman’s filters used, which also synthesized based on four
Riccati equations solutions [26-28].

Such a robust optimal solution to the inverse dynamics
problem for active shielding system with two degrees of
freedom control allows obtained the highest accuracy of the
active shielding system; however, the implementation of
such a system presents certain difficulties. Therefore, the
overwhelming majority of industrial control systems built
on the principle of subordinate regulation and implemented
using standard PID controllers.

Let us accept the structure of the active shielding
system as two-loop subordinate control system. The
internal loop of such a system is the current control loop
of the compensation winding. With the help of the PI
controller of the current loop, the «large» time constant of
the current loop, caused by the inductance of the
compensation winding, compensated. The external loop
of this two-loop subordinate control system is the loop for
regulating the induction of the resulting magnetic field.

A delay link used to form open-loop control for
active shielding system with two degrees of freedom
control over the initial magnetic field. The magnitude of
the gain and delay coefficients experimentally adjusted
during the system setup from the condition of minimizing
the space-time characteristic of the resulting magnetic
field in the shielding space.

Let us consider definition of forward magnetic field
active shielding dynamic system design problem. Forward
dynamic magnetic field active shielding system design
problem calculated magnetic field induction generated by
the compensation windings in shielding space given point
not for given compensation windings spatial location
coordinates but and for given structure and parameters of
active shielding system regulators as closed loop and open
loop dynamic system [20-23]. This dynamic active
shielding system is two degrees of freedom dynamic
system. This dynamic system combines both open loop and
closed-loop control. However, in contrast to classical
synthesis of robust control system with two degrees of
freedom, in the developed method, the synthesis of open-
loop coarse control performed based on quasi-static model
of magnetic field. Synthesis of closed-loop refinement
control carried out based on closed system dynamics

equations, taking into account plant models and measuring
equations devices, disturbances and measurement noise.

First, consider the possible structures of dynamic
magnetic field active shielding system design problem. If
it is possible to measure the of the power line wires
current of three-phase power lines or directly measure
magnetic field induction near power line wires , then can
design open loop system of dynamic magnetic field active
shielding system as follows.

Initial magnetic field model in considered space can
be taken in form of magnetic field generated by three, six,
and etc. conductors of three-phase current of industrial
frequency, located in known position relative to considered
space, in which it is necessary shielded magnetic field.

To design open loop control circuit of magnetic field
active shielding system sufficient measured current wires
current line one phase and used some reference voltage

u, (t) =4, sin(a)t + ¢, ) . N

Based on measured wires current line as reference

voltage, we will form open loop control by compensation
windings current at following form

wi(6)= Ay sin(@t + 9;)+ fur (®)
where A; — the sought amplitudes and ¢; — control phases
in the i-th compensation windings current with respect to
the measured current in the phase of the current line or
reference voltage; f,; — equivalent noise of current or
reference voltage measurement.

It is advisable to supplement such open loop control
circuit with feedback control circuit, so that the active
shielding system becomes two degrees of freedom
dynamic system one based on control principle.

To design closed loop control by active shielding
system, it is necessary to have magnetic field induction
measuring devices — magnetometers installed at certain
points in space to measure resulting magnetic field
induction created by both power line wires current and
compensation windings current of active shielding system.
Let’s form a vector y(f) of measured components of
resulting magnetic field induction vector at some points P;

v(t)=1{Bo(P. Io(e)t )+ B (P 1, (1)1 )} ©9)
at time moment ¢ at magnetometers installation points P;
in following form
Y@y =v()+w(1),
where w(f) — magnetometer noise vector.

Note that when using combined shielding resulting
magnetic field, simultaneously generated by power line
wires, compensation windings wires of active shielding
system and passive shield, measured by magnetometer
installed in shielding space point [19].

Let’s take structure of closed loop control by active
shielding system of magnetic field in following form: we
will apply corresponding magnetometer output voltage to
each channel PID controller input.

Let’s write down state differential equation of
discrete PID regulators, the input of which is vector y(f)
of measured magnetic field induction components, and
output is closed-loop control vector u;(¢) of compensation
windings wires in the following form

X, (t+1)= A,x, (1) + B,y(1) ; (11)
u3(t):Cpxp(t)+Dpy(t): (12)

in which elements of matrices 4,, B,, C,, D, calculated by
PID regulators parameters.

(10)
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Then design of two degrees of freedom dynamic
system of active shielding of magnetic field, which
includes open and closed control loops reduced to
calculated regulators parameters vector, components of
which are sought elements of matrices 4,, B,, C,, D,,
determined by closed control channels PID regulators gain
coefficients, as well as vector of sought amplitudes A ={4;}
and phases ¢={p;} of compensation windings wires
currents, components of which are amplitudes 4; and
currents ¢; of components of compensation windings
wires currents open loop control regulators [24-26].

Definition of geometric forward magnetostatic
problem for passive electromagnetic shielding magnetic
field. Let us now consider geometric forward problem of
magnetostatics for a continuous electromagnetic passive
shield. The geometric forward problem for a passive
electromagnetic shield also calculates the consequence — the
magnetic field at a given point in space, generated by a given
source of magnetic field in form of passive shield, located at
a given «geometric» point in space. This problem is also
solved on basis of Maxwell’s law and is mathematically
correct problem and calculated exactly [4-7].

The principle of operation of a passive electromagnetic
shield based on action of the initial primary magnetic field,
as a result of which conduction currents induced in the
passive screen. These currents create a secondary magnetic
field, which, according to Faraday’s law, directed opposite
to the initial magnetic field. The resulting magnetic field,
equal to the sum of the primary and secondary fields, is
weaker than the primary field in the protected area, due to
which the initial magnetic field shielded.

The general approach to solving magnetic field
shielding problems using a passive electromagnetic shield
also comes down to integrating Maxwell’s equations in all
areas: both inside the shield volume and in the external
environment. When considering the problems of shielding
industrial frequency magnetic field, Maxwell’s equations
solved in a quasi-stationary approximation. In the numerical
solution, the space divided into simply connected dielectric
regions, the boundaries of which are conducting shells. The
finite element method has received the greatest distribution
for numerical study of electromagnetic field.

The numerical procedure reduced to compiling and
solving a system of linear equations. The computational
domain divided into a set of polygons, which in the
simplest case have triangular cells. The geometric inverse
problem of magnetostatics for electromagnetic passive
shield calculated not only «geometric» position of passive
screen, but also the thickness and conductivity
characteristics of the passive screen. Naturally, geometric
inverse problem of magnetostatics for electromagnetic
passive shield is an uncorrected problem and can have
many solutions. As a rule, the solution of this geometric
inverse problem also comes down to solving an
optimization problem and solved approximately.

Definition of geometric inverse magnetostatic
problem for magnetic field combined electromagnetic
silence design. Geometric inverse magnetostatic problem
calculates the cause — the magnitude of source of initial
magnetic field and coordinates of «geometric» location of
this source at a given «geometric» point in space in such a
way as to realize the effect — a given magnetic field at a
given point in space. Naturally, this problem is a
mathematically uncorrected problem and can have many
solutions. The same given magnetic field at a given point

in space can be realized using different sources of the
initial magnetic field and these sources can be located at
different «geometric» points in space. This problem is
always solved approximately, as a rule, based on the
solution of the optimization problem.

In fact, geometric inverse problem is the problem of
approximating a given distribution of a magnetic field
using a finite number of sought sources of a magnetic field,
so that the approximation problem is parameterized in the
form of power values and coordinates of the «geometric»
location of the sought sources of a magnetic field.

Geometric inverse magnetostatics problem for
combined electromagnetic shielding system design
problem calculated spatial location and parameters of
magnetic field sources to generate compensating magnetic
field directed opposite to original magnetic field [20-22].
Initial magnetic field generated by power line wires and
the compensating magnetic field simultaneously
generated by compensating windings of active shielding
system and continuous passive shield.

Consider  geometrical inverse problem  of
magnetostatics for task of designing a combined
electromagnetic screen, which consists in calculating the
spatial location and parameters of magnetic field sources
to generate a compensating magnetic field directed
opposite to initial magnetic field [27-32]. At the same
time, initial magnetic field generated by power line wires,
and compensating magnetic field simultaneously
generated by compensating windings of active shielding
system and solid passive shield.

Consider desired parameters vector X for design of
combined shielding system, components of which are
geometric dimensions values vector X, of compensating
windings, as well as currents A4,; and phases ¢, in
compensating windings: as well as geometric dimensions
vector X, thickness and material of passive shield [33-35].
In addition, we also include in desired parameters vector
X sought elements of matrices 4,, B,, C,, D,, determined
by closed control channels PID regulators gain
coefficients [36, 37].

Then, for given initial values of sought parameters
vector X and uncertainty parameters vector é of combined
shielding system designing task resulting magnetic field
induction effective value Bp(X,0,P;) at shielding space
point Q; calculated, based on finite element calculation
system of COMSOL Multiphysics [38—41]. Then
combined shielding system designing task reduced to
vector game solution calculating

BR(X,0)=(Br(X,0,P)). (13)

Game payoff vector components Br(X,0,P;) are
effective values of resulting magnetic field induction at all
given points P; of shielding space. In this vector game, it
is necessary to calculated payoff vector game minimum
along vector X, but same payoff vector game maximum
along the vector o [42—44].

At the same time, it is necessary to take into account
restrictions on desired parameters vector X of combined
shielding system in form of vector inequality and,
possibly, vector equality.

G(X)< Gy, H(X)=0. (14)

Solving problem algorithm. Components of the
vector game (13) and vector constraints (14) are nonlinear
functions of required parameters vector X and calculated
based on finite element system of COMSOL Multiphysics.
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Consider method of solving formulated problem.
Local minimum task calculation at one point of
considered space is, as a rule, multi-extreme, containing
local minima and maxima, therefore, it is advisable to use
stochastic multi-agent optimization algorithms for its
solution. Consider calculation algorithm for Pareto-
optimal solutions set of multi-criteria nonlinear
programming problems based on stochastic multi-agent
optimization [45]. Particle swarm optimization algorithms
— PSO algorithms have been developed based on
collective intelligence idea of particle swarm, such as
gbest PSO and Ibest PSO algorithms.

Stochastic ~ multi-agent  optimization — methods
application for multi-criteria problems solving causes
certain difficulties and this direction continues to develop
intensively. To solve original multi-criteria problem of
nonlinear programming with constraints stochastic multi-
agent optimization algorithm design based on particle
swarms set, which number is equal to vector optimization
criterion components number [46].

To increase global solution calculation speed
stochastic multi-agent optimization nonlinear algorithms
used, in which particle i swarm j movement described by
following expressions [47]

v,-j(t+l)= wjvl-j(t)+c1jr1j(t)H(p1j —glj(t))x...
...><[yl-j(t)—xij(t)]-i-czjrzj(t)H(pzj—gz_j(t))x... (15)

)y )]

where position x;(f) and speed v;(?) of particle i swarm j.

To global solution calculation of initial multi-criteria
problem, individual swarms exchanged information
among themselves during local criteria optimal solutions
calculation [48]. Information about global optimum
calculated by another swarm particles used to particles
movement speed calculated of one swarm, which allows
all potential Pareto-optimal solutions identified.

At each step ¢ particle 7 swarm j movement of local
solutions advantages functions calculated by all swarms

used. Solution X j (¢) calculated during objective function
B(X(%),P)) optimization by swarm j is better in relation to
solution X Z (t) calculated during objective function
B(X(?),P;) optimization by swarm £, i.e. X j (t)> X Z (t) s
if condition fulfilled

max B(Pi,X;(t))< maxB(Pi,XZ(Z)).

i=l,m i=l,m

(17)

Global solution XZ (¢) calculated by swarm k used

as global optimal solution Xj» () for swarm k, which is

better in relation to global solution XZ () by swarm k

based on preference relationship (17).

Simulation results. Let us consider the results of
calculations of resulting magnetic field in the designed
combined electromagnetic combined shielding system
during 3D modeling. The initial magnetic field generated
by «Barrel» type double-circuit power line with wires
currents / = 26.79 A. As result of designing combined
electromagnetic shield for this power line, coordinates of
two compensation windings location of active shielding

system, as well as currents magnitudes and phases in
these windings, were calculated. Figure 3 shows diagram
of power line wires arrangement, residential building and
two compensation windings.

Arrangement of active elements

.
18—

16—
14—

12—

Z, m

Fig. 3. Layout of power lines, residential buildings
and two compensation windings

First, let’s look results of 3D modeling of resulting
magnetic field when combined shield operates without
side plates. Figure 4 shows distribution of resulting
magnetic field induction along passive screen length for
various coordinates along passive shield height.
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Fig. 4. Resulting magnetic field induction distribution
along passive shield length
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As follows from Fig. 4,a initial magnetic field is most
effectively shield at 0.3 m height and a width of 0.35 m at
center of passive shield length so that resulting magnetic
field induction is 0.4 uT. At the same time, along edges of
passive screen length, induction level of resulting magnetic
field further increases by 4.6 times and amounts to 1.85 pT.

When approaching passive shield width to 0.03 m
distance resulting magnetic induction level field increases
by 2.8 times and amounts to 1.12 pT. This occurs due to
an increase resulting magnetic field induction level near
passive screen. At the same time, along edges of passive
shield length resulting magnetic field induction level
further increases by 1.7 times and amounts to 2 uT.

When moving away from passive shield by 0.99 m
distance in width resulting magnetic field induction level
also increases by 3.75 times and amounts to 1.5 pT.
However, at passive shield length edges resulting
magnetic field induction level decreases by 1.57 times
and amounts to 0.92 uT.

As follows from Fig. 4,c highest value of resulting
magnetic field induction level of 4.8 uT observed near
passive shield at 0.03 m distance and at 1.17 m height.
Firstly, at this height highest value of initial magnetic field
induction is 2.55 uT, and, secondly, near passive screen
there is an increase in initial magnetic field induction level
by 1.88 times.

However, at passive screen length edges resulting
magnetic field induction level decreases by 1.41 times
and amounts to 3.4 uT.

Let us now consider calculations results of magnetic
field generated by a double-circuit power line of the
«Barrel» type with wires currents / = 26.79 A for
combined screen in which of the passive screen side
surfaces are covered with aluminum sheets.

Figure 5 shows resulting magnetic field induction
distribution along the length of passive screen with side
plates for various coordinates along height and width of
passive screen.

Comparison resulting magnetic field induction
distributions with side surfaces combined shield (Fig. 5) and
without side surfaces (Fig. 4) shown that resulting magnetic
field induction levels in central subsection of passive shield
for these combined shield are almost the same.

However, at passive shield length edges when using
side plates induction level is slightly lower. So, for
example, for section at 0.3 m height and 0.35 m width at
passive shield length center, where initial magnetic field is
screened most effectively so that of the resulting magnetic
field induction is 0.4 pT for both combination shield types.

Moreover, for combined shield without side surfaces
along passive shield length edges resulting magnetic field
induction level increases by 4.6 times and amounts to
1.85 uT, and when using side surfaces resulting magnetic
field induction level increases only by 3.87 times and
amounts to 1.55 pT.

Combined shield experimental setup. To conduct
experimental studies experimental setup of combined
shielding system under consideration developed. All
experimental studies carried out on the magnetodynamic
measuring stand at the Anatolii Pidhornyi Institute of
Power Machines and Systems of the National Academy of
Sciences of Ukraine [49].
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Fig. 5. Resulting magnetic field induction distribution along
passive shield length with side plates

0.8

The experimental setup contains setup of double-
circuit power line with six wires «Barrel» arrangement, two
compensation windings of active shielding system and
electromagnetic passive shield made of solid aluminum.

To conduct experimental studies of a combined
shielding system, in which the side surfaces of the passive
shield are open experimental setup was developed (Fig. 6).

- S N
W Wiy

. Fig. 6. Passive shield without side plates
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Two magnetic field sensors installed inside passive
screen to implement two closed-loop control loops for
two compensation windings of active shielding system
with feedback on resulting magnetic field.

During process of adjusting control loops axes of
these sensors set in such a way as to measure magnetic
field induction maximum value generated by
compensation winding of corresponding compensating
channel. This installation of magnetic field sensors axes
makes it possible to minimize the influence of channels
on each other when they work together.

Two more magnetic field sensors are also installed
inside passive shield, axes of which directed parallel to
coordinate axes. These two sensors used in system for
measuring  space-time characteristics of resulting
magnetic field. This measuring system used to adjust
control loops of active shielding system of combined
magnetic field shielding.

To power compensation windings power amplifiers
used (Fig. 7).

In Fig. 8 shown combined shielding control system.
To measure resulting magnetic field inside shielding space
three-coordinate magnetometer type «TES 1394S triaxial
ELF magnetic field meter» used with shown in Fig. 9.

This magnetometer measures three components of
magnetic field induction vector using three orthogonal
measuring coils (Fig. 10). Axes of these three measuring
coils are orthogonal to each other and form an orthogonal
coordinate system for measuring magnetic field.

Fig. 8. Combination screen control systen{ N

To conduct experimental studies of combined shield,
in which the side surfaces of the passive shield are
covered with aluminum sheets experimental setup was
developed (Fig. 11).

TES 13545 musar
o weren

MABKETIC ik

Fig. 9. Three-coordinate
magnetometer for measuring
resulting magnetic field

Flg 10. Measurmg coils of
triaxial magnetometer

Fig. 11. Experimental installation of passive shield with side pla;é'é.

Experimental studies results. Let us now consider
experimental studies of resulting magnetic field
distributions with combined electromagnetic shield
consisting of two compensation windings of active shield
and electromagnetic continuous passive shield.

First, let us consider experimental studies results of
resulting magnetic field when operating combined shield
without side plates. Figure 12 shows experimentally
measured distributions of magnetic field induction along
passive shield length for various coordinates along height
and width of passive shield.

By analogy with calculations results of resulting
magnetic field induction shown in Fig. 4,a, as follows from
Fig. 10,a initial magnetic field is most effectively shield at
0.3 m height and 0.35 m width at passive shield length
center so that resulting magnetic field induction is 0.27 uT.

At the same time, along passive shield length edges
resulting magnetic field induction level increases by
2.59 times and amounts to 0.7 uT.

When passive shield width approaching to 0.03 m
distance resulting magnetic field induction level increases
by 1.22 times and amounts to 0.33 uT. This occurs due to
an increase in resulting magnetic field induction level
near passive shield.

At the same time, along passive shield length edges
resulting magnetic field induction level further increases by
2.12 times and amounts to 0.7 pT. When moving away
from passive shield by 0.99 m distance in width resulting
magnetic field induction level also increases by 2.59 times
and amounts to 0.7 pT. However, at passive shield length
resulting magnetic field induction level decreases edges by
1.57 times and amounts to 0.455 uT.
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Fig. 12. Experimentally measured distributions of magnetic field
induction of passive shield without side plates

As follows from Fig. 12,c resulting magnetic field
induction level highest value of 0.88 uT observed near
passive shield at 0.03 m distance and at 1.17 m height.
Firstly, at this height initial magnetic field induction level
is highest and, secondly, near passive shield initial
magnetic field induction level increase observed.

However, at passive screen length edges resulting
magnetic field induction level increases by 1.05 times and
amounts to 0.93 uT.

Thus, magnetic field induction distribution change
nature experimentally measured on combined shielding
system installation corresponds to calculated values of
resulting magnetic field induction distribution during
operation of combined shield.

Let us now consider experimental measurements
results of magnetic field induction on experimental
installation of combined shield, in which passive shield
side surfaces covered by aluminum sheets. Figure 13
shows experimentally measured distribution of resulting
magnetic field induction level on experimental installation
of combined shield, in which passive shield side surfaces
covered by aluminum sheets.
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Fig. 13. Experimentally measured distributions of magnetic field
induction along passive shield length with side plates

Comparison of experimentally measured distributions
of resulting magnetic field induction with combined shield
without side surfaces (Fig. 12) and with the side surfaces
(Fig. 13) shows that resulting magnetic field induction
levels in passive shield central section for these combined
shield are almost the same.

However, at passive shield length edges when using
side plates induction level is slightly lower. So, for
example, for 0.3 m height section and for 0.35 m width at
passive shield length center, where initial magnetic field
is screened most effectively so that the experimentally
measured resulting magnetic field induction is 0.27 uT for
combination shield both types.

Moreover, for a combined shield without side
surfaces along of passive shield length edges, resulting
magnetic field induction level increases by 2.59 times and
amounts to 0.7 uT, and when using side surfaces resulting
magnetic field induction level increases only by 2.4 times
and amounts to 0.65 uT.

Conclusions.

1. For the first time the method for normalization of
overhead power lines magnetic field in residential
building space based on optimization of combined active-
passive electromagnetic shielding system for magnetic
field three-dimensional model developed.
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2. Optimization of combined electromagnetic shielding
system for initial magnetic field three-dimensional model
solved based on multi-criteria two-player antagonistic
game solution. Game payoff vector calculated based on
finite  element calculations system COMSOL
Multiphysics package. Game solution calculated based on
particles multiswarm optimization algorithms.

3. During optimization of combined electromagnetic
shielding system for magnetic field three-dimensional
model Spatial location coordinates of shielding winding,
currents and phases in shielding winding of robust active
shielding system, geometric dimensions and thickness of
electromagnetic passive shield calculated.

4. The results of theoretical and experimental studies of
normalization for overhead power lines magnetic field by
combined electromagnetic passive and active shielding
system for magnetic field three-dimensional model in
residential building from two-circuit overhead power
transmission line with wires «Barrel» type arrangement
presented. In the future, it is necessary to implement such
combined electromagnetic passive and active shielding
systems to normalize the field in real residential building.
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Improve of the direct torque control strategy applied to a multi-phase interior permanent
magnet synchronous motor using a super twisting sliding mode algorithm

Introduction. Conventional direct torque control (DTC) is a superior control strategy for managing the torque of a five-phase interior
permanent magnet synchronous motor (FP-IPMSM). Nevertheless, the DTC’s switching frequency results in large flux and torque
ripples, which produce acoustic noise and impair control performance. On the other hand, the DTC scheme’s performance when using
conventional PI controllers results in high flux and torque ripples, which decreases the system’s robustness. Goal. This work aims to use
a modern variable structure control of the DTC scheme based on a super twisting algorithm in order to ensure efficient control of
multiphase machine, reduce flux and torque ripples, minimize tracking error, and increase robustness against possible disturbances.
Scientific novelty. We propose to use super-twisting sliding mode control (STSMC) methods of the DTC based on the space vector
modulation (SVM) algorithm of the multiphase motor. Methodology. In order to achieve a decoupled control with higher performance
and to ensure stability while handling parameter changes and external disturbances, a STSMC algorithm on the DTC technique
incorporating the SVM algorithm was implemented in place of the switch table and PI controller. Results. The suggested STSMC-DTC
based SVM approach outperforms the conventional DTC methods in achieving the finest performance in controlling the FP-IPMSM
drive. Practical value. The merits of the proposed DTC technique of FP-IPMSM are demonstrated through various tests. The suggested
STSMC-DTC approach reduces flux and torque ripples by roughly 50 % and 60 %, respectively, in comparison to the conventional DTC
strategy. Furthermore, the proposed technique of FP-IPMSM control method is made to provide robust performance even when machine
parameters change. References 24, table 2, figures 8.

Key words: direct torque control, flux and torque ripples, robustness, multi-phase interior permanent magnet synchronous
motor, super twisting sliding mode algorithm.

Bemyn. Tpaouyivine npame ynpagninnsi momenmom (DTC) € uydoeoto cmpamezicio ynpaeninms Kpymuum MOMEHMOM N SIMuQasHoco
CUHXPOHHO20 O8u2yHa 3 eHympiwnivu nocmitimumu maewimamu (FP-IPMSM). Oonax, yacmoma nepemuxanna npu DTC npuzsooums 0o
6ENUKUX NYTbCAYiTi NOWMOKY MA MOMEHIMY, SIKi CMGOPIOIOMb AKYCIUYHULL UM MA NOIPULYIOntb XapaKmepucmuKy KepyeanHs. 3 inuio2o 60Ky,
epexmusricme cxemu DTC npu guxopucmanni mpaouyivinux I1l-pe2ynsimopie npuseooums 00 8elUKUX RYIbCayilti HOMOKY mMa MOMEHMY, W0
SHUDICYE Hadllinicmy cucmemu. Mema. Poboma cnpsimosana Ha 6UKOPUCAHHSL CYHACHO20 YRPAGTIHHS 3MIHHOI0 cmpykmyporo cxemu DTC,
3ACHOBAHOI MG ANOPUMMI  CYNEPCKPYUYBanHs, ONs 3abe3nevents eeKmusHo0 YNpaeuinHsa 6azamoghasHolo MAWUHOI0, 3MeHUEeHH
nynbcayiti ROMOKY ma MOMEHNMY, MIHIMI3ayil NOMWIKU CIMENCEHHs. Ma NIOSUWEHHsL CIIIKOCII 00 Moxciusux nepeuikoo. Haykoea nosusna.
3anpononosano suxopucmosysamu mMemoou KepyeanHs KogsHum pedxicumom cynepckpyuyeanns (STSMC) 3 DTC, 3acnoeani na aneopummi
npocmopogo-eekmophoi modysayii (SVM) 6acamoghasnoco dsueyna. Memooonozia. /i 0ocsehentss po3e s13aH020 YRpasuiHHs 3 Olibuu
BUCOKOIO NPOOYKIMUBHICIIO MA 3a0e3nedeHHs: cmabilbHOCmi npu 00podyi 3MiH napamempie ma 306HIWHIX 30YpeHb, OYI0 peanizo8aHo
ancopumm STSMC na ocnosi DTC, wjo exmouac ancopumm SVM, 3amicmo mabnuyi nepemuxannsa ma Ill-pecynamopa. Pesynsmamu.
3anpononosanuii STSMC-DTC nioxio na ocnosi SVM nepesepuiye mpaouyitini DTC memoou y docsienenni Halikpaujoi npooyKmueHoCmi npu
xepyeanni npusooom FP-IPMSM. Ipakmuuna yinnicme. [lepesacu 3anpononosanozo DTC memoody ona FP-IPMSM npodemoncmposati 6
X00i pizHux eunpobyeans. 3anpononosanuti nioxio STSMC-DTC suudicye nyavcayii nomoky i kpymuozo momennty npubnusto na 50 % i 60 %
6i0n06ioHo 6 nopigHanti 3 mpaouyitinoro DTC cmpamezieio. Kpim moeo, 3anpononosanuti memoo xepyeanns FP-IPMSM pospob6nenuii ona
3abe3neyents HAOILIHOT pobomu Hagime 3a 3minu napamempie mawuny. bion. 24, Tabmn. 2, puc. 8.

Kniouosi cnosa: ipsaMe ynpapiliHHs KDyTHHUM MOMEHTOM, Iy/1bcauii IIOTOKY Ta KPYTHOI0 MOMEHTY, HajiiiHicTb, OaraTodasnmii
CHHXPOHHHUI JBUTYH 3 BHYTPIilIHiIMH NOCTIHHAMH MarHiTAMH, AJITOPUTM KOB3HOI0 Pe:KHMY CyNIepCKPYYyBaHHs.

Introduction. Many electrical energy sources are When compared to the traditional direct torque

being transformed into mechanical energy through the use
of electric motors. The numerous benefits of interior
permanent magnet synchronous motors (IPMSM), such as
their exceptional efficiency, low operating noise, and high
power density, have led to their widespread use in a
variety of applications [1-4]. A prolonged flux weakening
region is another benefit of IPMSM, along with their
strong rotor and reluctance torque, which are essential in
high-speed applications [5, 6].

Compared to three-phase systems, multiphase
systems offer a number of benefits, such as improved
performance, robustness, reduced torque pulsations, high
output power rating, and steady speed response [7, 8].
Multiphase machines have attracted interest in a number
of application areas where high dependability is required,
such as robotics, energy conversion, ship propulsion,
pump drives, and multi-machine systems [9, 10].

Several works that make use of the Ilatest
technological advancements have addressed the drawbacks
of conventional technical approaches. Among them, the
following innovative technologies are listed: artificial
neural networks (ANNS), adaptive backstepping controller,
sliding mode controller (SMC), fuzzy logic, super-twisting
sliding mode control (STSMC), high-order sliding mode
control, ANFIS algorithm, genetic algorithms and
synergetic control.

control (DTC) switching method, the DTC with PI
regulator has become more and more popular in
polyphase motors due to its higher efficiency.

In the conventional DTC approach uses 2 hysteresis
controllers and lookup tables to control rotor flux and torque.
Compared to the V/f technique and field oriented control,
DTC features a more robust algorithm and a simpler
structure [11]. In [12], the ANN with DTC has been
introduced to reduce the torque and flux ripples of the five-
phase interior permanent magnet synchronous motor (FP-
IPMSM). In [13], the authors designed a master-slave virtual
vector duty cycle assignment with an enhanced DTC
technique of the dual 3-phase PMSM. It has been
experimentally confirmed that the suggested technique
improves both dynamic and steady-state performance by
reducing the phase current total harmonic distortion (THD),
significantly reducing the content of the 5™ and 7™ current
harmonics and effectively suppressing torque and flux
ripples. In [14], to choose the optimal voltage vector that
may greatly reduce the torque ripple, a unique sequential
approach combined with a duty ratio optimization technique.
The suggested approach can successfully lower the THD and
the ripple in both dynamic and steady-state torque, according
to experimental data. Due to the parametric sensitivity that a
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classical regulator PI has, minimal research has been done to
avoid this problem as in papers [15-17].

The goal of the paper is to use a modern variable
structure control of the DTC scheme based on a super
twisting algorithm in order to ensure efficient control of
multiphase machine, reduce flux and torque ripples,
minimize tracking error, and increase robustness against
possible disturbances

DTC principal of FP-IPMSM. Conventional DTC
provides motors with a very sensitive and efficient control
approach, but it requires accurate switching frequency
management and real-time processing, which may make
implementation more challenging [14]. Because of the
additional phase, using it to an FP-IPMSM offers several
advantages, such as improved fault tolerance and reduced
torque ripple.

The equation for the stator voltage of a FP-IPMSM
in a d-g, x-y rotating frame [12] is:

. d(, .
Vs = Ry +5(Ld’ds +¢f)—a),Lq gs’

=

. d . .
s = Rszqs +5quqs +a)r(Ld’ds +¢f); "

. d
Vis = Rylyg + ELlslxs;

. d .
Vys = Rslys + aLlslys >

where vy, Vys, Vi, Vys are the stator voltages in the d-g, x-y
axis; igs, Igs, ixs» 1ys are the stator currents in d-g, x-y axis;
R, is the stator resistance; Ly, L, are the stator inductances
in the d-q axis; ¢, is magnetic flux; o, is the rotation
speed; Ly is the leakage inductances.

The electromagnetic torque 7, of the FP-IPMSM is:

5 .. .
Tom = Ep((Ld _Lq )ldslqs +¢flqs) . (2)
The equation for dynamics @, is:
do
de_tr:pTem_pTr_fma)r’ 3)

where J,, is the moment of inertia; 7, is the load torque;
f 1s the viscous damping; p is number of pairs poles.
DTC controls the opening and closing of the voltage
source inverter switches by directly determining the
control sequence that is applied to these switches [12].
In terms of flux stator @ and current i, the
electromagnetic torque of the FP-IPMSM is expressed as:

5 ) .
Tom ZEp(@alﬂ—Cpﬂla). 4

The torque and flux errors determine the inverter’s
switching states:

Table 1
Switch table for conventional DTC

Flux sector | S1 | S2 | S3 | S4 | S5|S6|S7]S8|S9 |S10
d7=-1| V7 | V3 |V19|V17|V25|V24|V28|V12|V14| V6
d7=1 |V14| V6 | V7 | V3 [VI9|V17|V25|V24|V28|V12
d7=0 |V31| VO [V31| VO [V31]| VO [V31]| VO |V31]| VO
d7=-1|V17|V25|V24|V28|V12|V14| V6 | V7 | V3 |[V19
d7=1 |V24|V28|VI12|V14| V6 | V7 | V3 |V19|V17|V25
d7=0 | VO |V31| VO |V31| VO [V31| VO |V31]| VO | V31
The block diagram of conventional DTC technique

for the FP-IPMSM is shown in Fig. 1.

do=0

do=1

Fig. 1. The block diagram of conventional DTC technique
for the FP-IPMSM

DTC-SVM technique. Conventional DTC provides
motors with a very sensitive and efficient control
approach, but it requires accurate switching frequency
management and real-time processing, which may make
implementation more challenging [12, 17]. Applying it to
a FP-IPMSM provides a number of benefits because of
the additional phase, including decreased torque ripple
and enhanced fault tolerance.

The 5-phase SVM can be applied via 2 or 4 vector
approaches. There are 3 groups that comprise the active
switching vectors; medium (V,,), large (V), and small (V)
switching vectors. The formula for switching time while
applying the 4-vector approach is:

Vi I =V Ty + Vi Loy +VamTam + Vi Tp s (8)

2 V4
Vi :‘Vbl‘z‘Vl ‘:ngcchS(g}
©)
2
Vam :‘me‘:‘Vm‘ngdc;
Tal/Tam :Tbl/Tbm:|Vl|/|Vm|:T:l'618' (10)

Equations (8—10) when be solved, yield the equation
for the switching time:

A =D~ [ 10,2764, [sin (kz /5 - 0)
’ ’ ’ ®) am = |VmA| sin(7/5) 53
Al oy =Tom —Top, )
where @: is the reference flux; 7, e,,,* is the reference torque. o= |0-7236 Vier |sin (k 7/5-0 ) ]
The amplitude of the stator flux is expressed as al V;|sin(z/5) v
follows using the Concordia que;ntmes:2 . < | 0.2764 7, sin O (k=1)z/5) (11
=,/ . T, = .
2 Py +Pp ©) bm |Vm|sin (z/5) :
The position (angle) of the stator flux 6 is: )
6, = n (@, /) - ., 10,2764, [sin (0 - (k ~1)z /5)
=tan . = :
y "3/ ¢ ) bl |Vl|sin(7z/5) )
The authors [18] provided a switching table for
conventional DTC of FP-IPMSM (Table 1). \Jo =T - (T am + Ty + Ty, + T
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where V, is the reference voltage vector; 7, is the
switching period; T,,,, Tpm, Tu, T are the switching times
of medium and large voltage vectors; & is the number of
sector; T, the switching time of zero voltage vectors; 6 the
angle of position for the reference voltage vector.

STSMC-DTC strategy of FP-IPMSM. The
conventional method of controlling multi-phase PMSM is
to use PI controllers. This method reduces the robustness
of the system by increasing torque ripples [19, 20]. There
are several different types of SMC procedures in the
literature and all these proposed methods aim to reduce
chattering phenomena [21-23].

In order to provide robust control, a unique method
for FP-PMSM is proposed in this section. The developed
method, known as super-twisting sliding mode control
(STSMC), effectively addresses the primary shortcomings
of the standard SMC technique as documented in the
literature for uncertain systems. The following is the
selection of the sliding surfaces based on (1) and (4):

S(CDS)ZCDS —@S;
S(Tem):Tem _Tem;
Sw,)=w, —o,.

(12)

The suggested second-order SMC is composed of 2
parts and is predicated on the super twisting technique
that Levant originally introduced in [15]:

Vas = V1T V2 (13)
v = —Ksign(S(2y));
with . (14)
vy = —1|S(@,)| sign(S(®y);
Vgs = Wi T Wy 15)
. wy =—Kysign(S(T,,,));
with . (16)
wy = =b|S(Top)| sign (ST );
iqs:Zl+ZZ (17)
] 21 = —K3sign(S(®,));
with . (18)
Zy = —Z3|S(a),)| sign(S(w,).

The gains can be selected as follows to guarantee
that the sliding manifolds will converge to zero within a
finite time [15]:

kj>i’ LN 4;1; KMJ-(ijj);
Tk T Ky Kk -2 (19)

0<y<05; j=1,2,3.

Figure 2 provides the block diagram for the
STSMC-DTC of the FP-IPMSM.
EHH

M AV
*

T, A S v Phase

STSMC Inverter

|

S ap RCTAT X
ot ‘
5 . |“j“_-u,..“,ﬁ_:‘abcde
VR AN B
o=fosor i, *-.. abcde]
T, Q:tan"% L aqp "
FP-
<V IPMSM
-
Wy

Fig. 2. The block diagram for the STSMC-DTC of the FP-IPMSM

Results and discussion. In MATLAB/Simulink
numerical simulations have been carried out to validate
strategies created for a DTC scheme employing the
STSMC-based SVM algorithm of the FP-IPMSM. The
machine’s parameters are as follows: f'= 50 Hz, p = 2,
Jn=0.004 kg/m’, p,= 0.2 Wb, L, = 8.5 mH, L, = 8.5 mH,
R, =0.67 Q2 [24]. The conventional DTC and STSMC-DTC
with SVM approaches will be examined and contrasted in
2 different tests — tracking performance and robustness.

Test 1. The reference tracking test is the initial test.
The objective is to determine which approach yields
superior reference tracking outcomes under the influence
of load torque 7, variation. Additionally, in terms of
torque ripple value and flux. At initialization, the
FP-IPMSM’s reference speed is set to 125 rad/s. The rotor
speed rises to 50 rad/s at = 0.2 s. A nominal 7, = 10 N-m
was applied at £ = [0.4, 0.6] s, and at ¢ = 0.8 s, a consign
inversion —50 rad/s was performed.

The results of the rotation speed simulation are
shown in Fig. 3. In contrast to the second-order SMC-
DTC strategy, which maintains its reference speed within
an excellent range, the conventional DTC showed a speed
decline from 50 rad/s to 36 rad/s at the instant t = 0.4 s
while applying 7,. Figure 4 displays the torque 7,
simulation results. The second-order SMC-DTC strategy
minimizes torque oscillations in comparison to the
conventional DTC method, where the T,, ripple values
reached 3 N-m using the proposed technique and 7.5 N-m
using the conventional technique (Table 2).
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125 T it el el B § **r***(l:?s"e?ﬁc)
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50H — — —1— — — L I 1 [ [ R—
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I A 7 A S I ER I\ DR
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Fig. 4. Electromagnetic torque (Test 1)
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The stator flux was improved using the proposed
technique (Fig. 5) with very low ripple (7 mWb) when
compared with the conventional DTC method (14 mWb).

@, Wb | | | | | | | |
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Fig. 5. Stator flux (Test 1)

The torque 7,, and stator flux utilizing the
conventional DTC, where the torque ripple values reached
114 N-m, are clearly impacted by these changes in
machine parameters (Fig. 7). Figure 8 shows that the flux
ripple values reached 22 mWb for conventional DTC.

40 T T — - ™ T T
Tom, N-m ! | I ! — (Conv-DTC)
—(STSMC-DTC)
—Load Torque

| |
| | | | | |
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Table 2
The comparative analysis of the various techniques G 048 049 05 051 052 05 05 05 0% 057 G5
Parameter Conventional DTC STSMC-DTC Fig. 7. Electromagnetic torque (Test 2)
@, response time 0.1s 0.02s 04 2, Wb 1 1 ‘ 1 1 1 1 ‘
Torque ripple 6.3-13.8 (7.5 N-m) | 8.6-11.6 (3 N-m) o e
@ dropping due 36 rad/s 43 rad/s i e T
to 7, application : : : : : : ! ! !
Flux ripple 0.393-0.407 Wb | 0.3965-0.4035 Wb e e e e TS
(0.014 Wb) (0.007 Wb) | | | | | | | | |
As can be observed, the second-order SMC-DTC 0.1 -- *i* - *i - 7: - :ES%KA%TS%C) - - *i - - 7: - :T -
strategy has a better dynamic response for speed, torque w w | |—Desired | | L
and flux when compared to the conventional DTC % 01 02 03 04 05 06 07 08 08 1
technique, suggesting that the second-order SMC
controller was less sensitive to load disturbance. i "o T o :Eg%;;,'gg%c)
Test 2. The robustness test is the second test. The il LA ey e —Desired

stator resistance R, and machine’s moment of inertia J,,
values from the 1* test are multiplied by 2 in this test. The
values for the L, and L, are reduced by 20 %. Simulation
results are presented in Fig. 6-8.

Figure 6 indicates that the conventional DTC speed
responses are more impacted by changes in machine’s
parameters than the STSMC-DTC for the FP-IPMSM. It is
also observed that the speed is overshoot at the start as well
as when the speed is reduced to 50 rad/s (¢ = 0.2 s), unlike
the STSMC-DTC strategy for the FP-IPMSM results where
the speed continues to follow the reference without overshot.
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Fig. 6. Rotation speed (Test 2)
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Fig. 8. Stator flux (Test 2)

Conclusions. In this research we proposed a novel
method for the DTC scheme applied to the FP-IPMSM
drive. We improved the control and the behavior of the
FP-IPMSM by controlling the speed, torque, and stator
flux using the STSMC technique with SVM approach. A
comparison between the conventional DTC and the
suggested STSMC-DTC based on SVM is presented
where the modification goal was reduce some of the
drawbacks of conventional DTC such as flux and torque
ripples overshoot, rise time, and decrease in both
robustness against changes in machine parameters,
stability, and dynamic response.

The following are the main findings:

e A new STSMC-DTC based on SVM technique of
the FP-IPMSM was proposed and designed.

e The proposed STSMC-DTC technique is much more
robust compared to the conventional DTC technique.

e Minimization of ripples for flux and torque has been
shown in two different tests — tracking performance and
robustness. The proposed STSMC-DTC-SVM method
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lowers torque ripple =60 % and flux ripple =50 % when
compared to the conventional DTC method.
The STSMC-DTC-SVM  technique  will  be
experimentally implemented and validated in the future work.
Conflict of interest. The authors declare that they
have no conflicts of interest.
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Performance evaluation and analysis by simulation for sliding mode control
with speed regulation of permanent magnet synchronous motor drives in electric vehicles

Introduction. This study introduces a sliding mode control (SMC) that utilizes multivariable system command estimation (MSCE-
SMC) to create an innovative speed control system for the permanent magnet synchronous motor (PMSM). The motor operates
through a 3-phase voltage source inverter when used in an electric vehicle (EV) model, with the goal of achieving fast speed
regulation and high performance. Problem. The primary challenge is to achieve fast and accurate speed regulation for PMSMs
while maintaining high performance, despite varying system parameters and external disturbances. The goal is to design a robust
and adaptive speed control system for PMSMs using the SMC approach, which ensures precise speed tracking and high-performance
regulation. Scientific novelty. The integration of MSCE-SMC approach, offering an innovative solution for speed control in PMSMs
used in EVs. Methodology. SMC approach for the PMSM divides the system into 2 subsystems: electrical and speed. A d-q
coordinate frame is used to model the PMSM, and its control strategy is outlined. A detailed model of the PMSM with SMC is
presented after an in-depth review of the theoretical concepts and principles of sliding mode control. Results. To validate the
proposed approach, MATLAB/Simulink is conducted, demonstrating the effectiveness and robustness of the method in PMSM speed
regulation. The results confirm that the proposed method provides straightforward and precise control, accurate speed tracking, and
high-performance regulation. It also shows adaptability to parameter variations and external disturbances. Practical value. The
practical value of the proposed method is significant, as it provides a reliable and efficient control system for PMSMs. It offers
precise speed control, robust performance under variable conditions, and high adaptability to external disturbances, making it
suitable for real-world EV applications. References 22, table 1, figures 18.

Key words: permanent magnet synchronous motor, sliding mode control, electric vehicle, speed regulation.

Bemyn. 'V oocnioscenni posensioacmuca kepyéana koe3uum pexcumom (SMC), wo suxopucmosye bazamonapamempuiny OyiHky
cucmemuux xomano (MSCE-SMC) o0aa cmeopenHa iHHOBAYIUHOI cucmeMu Kepy8aHHs WIBUOKICIIO CUHXPOHHO20 OBUSYHA 3
nocmiunumu  maewimamu (PMSM). [leueyn npaytoe uepe3 mpugasnuil ingepmop Hanpyeu npu GUKOPUCMAHHL 6 MOoOei
enexkmpomobina (EV) 3 memoio docsaenenns weuokozo pe2ynto8anus weuoxocmi ma eucoxoi npooykmuernocmi. IIpoonema. Ocrnosne
3a60aHHA NOAA2AE 8 OOCACHEHHI WBUOK020 1 MOYH020 pecyntoganHa weuokocmi 011 PMSM npu 30epedscenni gucokoi
NPOOYKMUBHOCII, HE36ANCAIOYU HA NAPAMEMPU CUCMEMU, WO 3MIHIOIOMbCA, | 306HIuHT 30ypentss. Memoro € po3podka HaodiiHoi ma
aoanmugnoi cucmemu Kepysanusa weuoxicmio o PMSM 3 euxopucmanuam SMC nioxody, wo 3abesneuye moune i0CmediceHus
weuoxocmi ma ucokonpoodykmuegne pecynioganns. Haykoea noeusna. Inmecpayis nioxooy MSCE-SMC nponownye innosayitine
piwennss 0as ynpasninna weuoxicmio PMSM, wo euxopucmogyromsca ¢ EV. Memoodonozia. SMC nioxio onsn PMSM nooinse
cucmemy Ha 2 niocucmemu. elekKmpuyHy ma weuoxkicny. [ns mooenoganna PMSM euxopucmogyemuvca d-q cucmema xoopounam i
onucyemuvcsa cmpamezia ioco ynpasninua. Hagedeno ooknaony modens PMSM 3 SMC nicas nocnubneno2o ananizy meopemuuHux
KOHYenyii ma npuHyunie ynpaeninus @ Kog3nomy pesicumi. Pesynomamu. /{na nepegipku npononosano2o nioxo0y npogeoeHo aHaniz
y cepedosuwi MATLAB/Simulink, wo nokaszaeé egexmusnicmv ma HaoiliHicme Memooy pecynosants weuoxocmi PMSM.
Pesynomamu niomeepooicyioms, wo 3anpononoganuii memoo sabesneuye npocme i moune Kepy8amHs, KOPeKmHe Gi0CmedceHHs
wWeUOKoCcmi ma 6UCOKONPOOYKMUGHe pe2ynioeants. Bin maxooc demoncmpye adanmuenicmes 00 3MiH napamempie ma 3068HIUHIX
30ypens. Ilpakmuyna yinnicme 3anponoHo6ano2o memooy 3HAYHA, OCKIIbKU 6IH 3abe3neyyc HaOiliny ma eekmugny cucmemy
ynpasninna PMSM. Bin 3a6e3neuye moyune ynpagninusa weuoKicmro, HaoiliHy pooomy 6 3MIHHUX YMO8AX, i 6UCOKY a0anmueHicmy 00
308HIWMHIX 30YpeHb, Wo pobums 1020 npudamuum 0is 3acmocyéanns 6 peanvnux EV. biomn. 22, Tabmn. 1, puc. 18.
Kniouogi crnosa: CHHXPOHHWH [IBUTYH 3 WOCTIHHNMH MAarHiTaMH, KepyBaHHSI KOB3HHM pPeKHMOM,
pery/Il0BaHHs IIBUAKOCTI.

eJIEKTPOMOOiJIb,

Introduction. Electric vehicles (EVs) that use
electric motors are used to replace traditional gasoline
vehicles that use internal combustion engines in order to
reach the level of emissions of fossil fuels [1-4].
permanent magnet synchronous motor (PMSM) in recent
years have played an increasingly important role in many
industrial applications due to the advances in magnetic
materials, recent technological developments in power
electronics and control theories [5]. Due to their high
torque-power density, high efficiency and low
maintenance, PMSM-based drive is also becoming widely
used in EVs [6, 7]. There are various nonlinear command
methods have been proposed to improve the command
performance of PMSM, such as sliding mode control
(SMC), adaptive control, predictive control [8, 9],
intelligent control, etc. Field-oriented control based
conventional PI method is difficult to deal with loud
disturbances, variations parameters and cannot adapt to
the applications of high-precision control [10]. SMC has
attracted many researchers in recent years. High-
frequency switching devices and high-performance
microprocessors have contributed to the recent increase in
interest in this command method [11]. The effectiveness
of this solution is attributed to its distinct advantages,

including insensitivity to parameter variations, rapid
dynamic response and the ability to reject external
disturbances [12].

SMC is a particular mode of operation of systems
with variable structure [13]. The theory of these systems
was studied and developed in the USSR first by S.V.
Emelyanov, then by other collaborators such as V.I. Utkin
based on the work of the mathematician A.F. Filippov on
differential equations with discontinuous second member.
Then the work was taken up elsewhere: in the US by Prof.
Slotine, and in Japan by Prof. Young, Prof. Harishama
and Prof. Hashimoto. In SMC, the command switches
between two different values according to the sign of a
switching function (called switching or sliding surface)
defined in the state space of the system [14]. This is
introduced in order to obtain better stability, and high
precision than those generally obtained by classical
regulators [15, 16]. Several approaches exist for the
choice of the sliding surface. In this work, we are
interested in the study of an approach that considers a
nonlinear surface [17, 18], the synthesis of which is based
on Lyapunov stability theory. The strong robustness,
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simplicity and ease of implementation make it an ideal
choice for high performance by regularly adjusting the
system structure to combat parameter variations and
external disturbances [19, 20].

The goal of the article is to design a robust and
adaptive speed control system for PMSMs using the SMC
approach, which ensures precise speed tracking and high-
performance regulation. The proposed controller is
investigated and analyzed in different control speeds, load
conditions, and rotational speed direction.

Model of PMSM. The model of PMSM in d-g
frame is represented by equations: electrical, magnetic,

and electromagnetic. The stator voltages equations
expressed as [21]:
dey
Vy=Rlj;+—%*—-wgp,; 1
d a0 (1)
do
V,=RI, +d_tq+ op, ()

where Vy, Vi, @4 @, 14 1, are the direct and quadrature
axis of voltages, fluxes and currents respectively; R is the
stator resistance; @ is the mechanical angular speed.
The stator flux equations expressed [21]:
Pa =Lalg +Pms A3)
where L, L, are the direct and quadrature stator

inductances; @, is the constant permanent magnet flux.
The PMSM model equations in d-q axis expressed as:

dr
Vy=RI;+1L, d—td— ol,l,; 5)
dz,,
Vq:R1q+LqE+a)(Ld1d+¢m). (6)

The expression for electromagnetic torque 7, [21] is:
T, = P((Ly L) Lg +1,00) )

PMSM is assumed to surface mounted PMSM
(La= L, = L) the electromagnetic torque becomes:

T, =pl qPm > 3
where T, is the electromagnetic torque; p is the number of
pole pairs.

The expression of the mechanical equation [21] is:

d
J%+ foty =T, =T}, ©)

t
where J is the moment of inertia; 7} is the load torque;
f, is the viscous friction coefficient; @, is the rotor
mechanical speed of the PMSM.

SMC theory. Variable structure systems can be
controlled using SMC. Three different parts make up the
trajectory (Fig. 1): the convergence mode (CM), the
sliding mode (SM) and the permanent mode (PM) [22].

F

S(x,)=0

PM j CM
X

GM
Fig. 1 Different modes trajectory of the SMC

The choice of the surface. The design of SMC was
executed in 3 key phases [22]: selection of the surface,
conditions necessary for convergence, meaning of the
control law. The sliding surfaces choice is shaped by the
number and shape of required functions. The control
vector u# and surface vector have the same dimension
defined by:

i= A(x,t)x+B(x,t)u . (10)

The nonlinear form depends on the error in the

variable to be regulated, known as x:

S(x)= [%+/Ier_le(x), (11)

where e(x) is the difference between the variable to be
adjusted and its reference: e(x) = x — x; A, is the positive
constant; r is the relative degree and indicates the number
of times the surface needs to be differentiated to show
control.

The SMC objective is to maintain the surface at zero.
The only possible solution for this surface is e(x) = 0,
which a linear differential equation.

Convergence and existence conditions. Two
considerations to ensure convergence mode [22], the
discreet switching function (it is proposed and studied by
S.V. Emelyanov and V.I. Utkin):

S(x)>0 if S(x)<0;
. (12)
S(x)<0 if S(x)>o0.
This condition can be formulated in another way:
S(x)s(x)<o0. (13)
The Lyapunov function defines as follows:
V(x):%SZ(x). (14)
The derivative of this function is:
V(x)zS(x)S(x). (15)

Calculation of the control. The SMC structure
consists of the exact linearization (u.,) and the other

stabilizing (u,) [22]:
U= Uey T Uy (16)

In order to illustrate the previous development, we
will consider a system that is described in the state space
by (10). The aim is to establish the equivalent expression
for the control input u.

The derivative of the surface is:

§(x)=25 98 &
ot ox ot
Replacing (10) and (16) in (17), we find:

. oS oS
S(x):g(/l(x,tﬁ B(x,t)ueq )+§B(x,t)un. (18)
Equivalent command’s expression:

-1
oS oS
Meq z—(a—xB(x,t)] a—xA(X,t)

For the equivalent control to take a finite value, it is

(17

(19)

necessary that Z—SB(x,t) #0.
x

Substituting the equivalent control with its
expression from (18) in convergence mode we obtain:

S(x,t):g_ig(x,t)un. 20)
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Attractiveness condition expressed by (13) becomes:
@2n

In order to satisfy this condition, the sign of a must

oS
S(x,t)aB(x,t)ueq .

be opposite to that of S(x,t)Z—SB(x,t) .
x

The simplest form that discrete control (Fig. 2):

u,=K- sign(S (x,t)) , (22)

where the sign K must be different from that §B(x, 7).
X

H
&

K

S (0

-K
Fig. 2. Representation of discontinuous control

Application the SMC for the speed command of
PMSM drive EV. The model of the PMSM, whose state
variables are the stator currents and the mechanical speed [21]:

L
dl—d:—ild'f—a)—qlq-l-LVd;
df R L 1
el 0y gty (23)
dr L, L, L, L,
dw, 1 1 b2
—A = I, ——T; - w,,.
dr Jpq)m q 7 L J m

The diagram of the SMC for the PMSM drive in an
EV (Fig. 3) includes 3 surfaces.

Speed Control Id and Iq Control Vdc DC-Link
‘ Voltage
-

Vi
- w Inverter
w M U rel | 2
i by 2|
3 ls ) - <
L | ==-=1 ¢k Va[ Wyl Vo
_l‘ Tran.
=1 It
[P LT
I i
PMSM

Measure|
Wm

w

_ [Calcul of
w

Fig. 3. Diagram of SMC for PMSM drive an EV

Speed control surface ®,. Speed control surface
has the form:

S(@n)= @~ @y, (24)
The derivative of the surface is:
S(ay,) = oy — oy - (25)

The equation (25) becomes:
. |1 1 A
S(a}m)zwm_|:7p¢m[q_7TL_7vwm:|‘ (26)
By replacing the current /, with the control current
1, = 14eq + I, equation (26) can be written as:

: L * 1 1 1 1
S(a)m):a)m _|:7p¢’m1qeq +7P(/’m1qn_7TL _7va)m:| (27)

We have S(@,,) = 0 and consequently S‘(a)m ) =0 and
1,, =0, the equivalent order /.,
Lyeq = L{iwm +lTL} .
PPl J J
The condition S(w,, )S(@,,)<0 must be checked.
Substituting (28) in (27), we find:

(28)

. 1

S(@n) =G == POulyn - (29)
By choosing the discontinuous control form (Fig. 2),

we therefore pose:

1., =K ,sign(S(e,,)). (30)
Current quadrature control surface /,. Current

quadrature control surface has the form:
*

slt,)=1,-1,. 31)
The derivative of this surface is:
Sl )=17-1,. (32)

Taking into account the expression of / g4 given by

the system (23), the equation (32) becomes:

q LCI Lq q

By replacing the voltage V, with the control voltage
Ve = Vyeq + Vyn, we find:

sl, )=1; —[—L—Iq —0=d, ——¢m+L—V4 .(33)

- % R Ld w 1 1
S(Iq)zlq _|:_qu _wfld _L¢m+Lquq+Lan:| (4
q q q q q

We have S(/,) = 0 and consequently S'(I q): 0 and

Van = 0, the equivalent order V.,
quq :R1q+a)Ld1d + 0P, . (35)
The condition S (1 q )S(I q)< 0 must be checked.

Substituting (35) in (34), we find:

$(r,)= LLV‘I” . (36)
q
We therefore pose:
Vw = Ksign(s(z, ). 37)

Current direct control surface /,. Current direct
control surface has the form:

%

S(ty)=15-14. (38)
The derivative of this surface is:

S(1,)=1;-1,. (39)

Taking into account the expression of / 4 given by
the system (23), the equation (39) becomes:
. " R L 1
S(Ig)=1y~|-—1I;+o—L1,+—V,;|. (40
(d)d{de qude}()
By replacing the V; with V;= Ve, + Vi, we find:

. . R L, 1 1
Sy)=1,-|-——I1;,+o0—+—1,+—V,,,+—V,, |. (41
(d) d |: Ly d Ly q Ly deq Ly dn:| 41)
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We have S(Z;) = 0 and consequently S(l d): 0 and
Van = 0, from which we derive the equivalent order V,:
Va’eq = RIa' + CUL I (42)
The condition S(I, )S (I;)<0 must be checked.
Substituting (42) in (41), we find:

: 1
S(a)=—Vau - (43)
Lq
We therefore pose:
Van = Kasign(S(1)). (44)

Simulation results of speed regulation of PMSM-
SMC. SMC for PMSM powered voltage source inverter for
a model EV has been implemented in MATLAB/Simulink.
A constant reference flux (@, = 0.12 Wb) is used to
conduct the simulations. In this set of simulation, a load
variation is added when the PMSM is under the speed
regulation, and the operating speed is 157 rad/s. PMSM is
considered in the simulation and parameters as given in
Table 1.

Table 1
PMSM parameters

Parameters Values
Rated power 1.5 kW
Frequency 50 Hz
Rotor speed 1500 rpm / 157 rad/s
Stator resistance 0.18Q
Inductance d axis 2.1 mH
Inductance ¢ axis 4.2 mH
Moment of inertia 0.0066 kg-m*
Viscous friction coefficient| 0.0014 N-s/rad
Constant rotor flux linkage 0.12 Wb
Number of pole pairs 2

Simulation for successive step changes in reference
speed under full load conditions (Fig. 4-8). We involve
sequential step change in control speed under full load
conditions. The PMSM is initially started at 83.5 rad/s step
control speed. At + = 1 s, a step-up change occurs,
increasing the control speed from 83.5 rad/s to 104.5 rad/s.
Finally, at # =2 s, another change the command speed from
104.5 rad/s to 157 rad/s.

w, rad/s ! !
1500 —------ it i 1
1 |
100 ------- l s :
sof =,
| |- Dref
0 2 ts 3

Fig. 5. Electromagnetic torque and load torque

40

30

20

10} ------- — 1,

|
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Fig. 6. Quadrature ax1s component stator current
\
|
|

Fig. 7. Direct axis component stator current
4

i

40—

Fig. 8. 3-phase stator currents
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(=
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Simulation for reference speed fix and step change
of load (Fig. 9-13). In this part, the PMSM is under speed
control 157 rad/s with a load variation at # = 1 s, the load
torque changes from 10 N-m to 5 N'm and at ¢ = 2 s another
change the load torque changes from 5 N-m to 10 N-m.
w,rad/s |

150F
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50-------

Fig. 10. Electromagnetic torque and load torque
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Fig. 11. Quadrature axis component stator current
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Fig. 12. Direct axis component stator current
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Fig. 13. 3-phase stator currents
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Simulation for reference speed and inverse speed
and under full load (Fig. 14-18). We apply a full load
start of PMSM (7, = 10 N-m) until at ¢ = 1 s. The speed
reference is equal to the synchronism speed 157 rad/s
until # = 1.5 s, then the direction of rotation is reversed at
a speed — 1570rad/s

200 (@, rad/s

100

0

-100

-20()0 1 >

3
Fig. 14. Reference speed and PMSM speed

1 2

0 1 2 ,s 3
Fig. 16. Quadrature axis component stator current
15

0 1 2 3
Fig. 17. Direct axis component stator current

N3 12 15 16 17 o5
Fig. 18. 3-phase stator currents

Discussions of results. In Fig. 4, 9, 14, the speed of
PMSM obtained with SMC the speed appears to be
consistent, with the real speed closely mirroring the
command speed. The system responds efficiently to
changes in command speed and exhibits a smooth rise
time from 104.5 rad/s to 157 rad/s. Analyzing the
difference between command and real speeds at each
stage is crucial to gain insight into the system’s
performance and potential limitations. In these cases, the
rise time indicates how responsive the system is, and
shorter rise times generally mean better control dynamics
and faster adaptation to command input changes and
settling time is satisfying in tree case seamlessly traced
the speed reference without exceeding; in Fig. 9 rotation
speed equal to rotation speed 157 rad/s seamlessly traced
the speed reference without exceeding; in Fig. 14 with a
positive speed command of 157 rad/s, speed response
with the SMC neatly settled at the reference. Sudden
reference speed reversal from 157 rad/s to —157 rad/s
leading to change in speed orientation for the 2 models at
—157 rad/s, the SMC seamlessly traced the speed
reference without exceeding.

The load torque and electromagnetic torque are
matched in Fig. 5, 10, 15 by SMC. The electromagnetic
torque is kept constant during the speed build-up phase to
ensure acceleration. The electromagnetic torque will
decrease to 5 N-m once the rotor speed matches the
reference speed. This equilibrium is achieved faster in the
SMC model due to the absence of speed overshoot. The
electromagnetic torque closely tracks the load torque,
except during brief intervals when the speed increases
(Fig. 5) or reverses (Fig. 15). These deviations are
minimal and occur over very short periods.

In Fig. 6, 11, 16, the quadrature component of the
stator current are compared with the quadrature
component current reference; is in direct proportion to
electromagnetic torque 7.

In Fig. 7, 12, 17, the direct component of the stator
current is compared with the direct component current
reference is met at zero.

In Fig. 8, 13, 18 the stator 3-phase currents (abc) are
shown. When as the PMSM speed rises, the frequency of
the current waveform also increases (Fig. 8) and when the
load torque decreases from its nominal value (5 N-m) to 3
N-m of the current waveform also decreases (Fig. 15).

Conclusions. This paper describes the creation and
execution of speed controllers that use SMC-based
technology in a SMC drive structure for a PMSM in an
EV drive. The SMC algorithm’s speed control loop uses a
sliding mode controller based on surface dynamics
instead of the traditional PI controller in the outer control
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loop. Applied MATLAB/Simulink software was utilized
to conduct simulation analyses and evaluations to assess
the performance and effectiveness of the SMC for
PMSM. The proposed system’s dynamic response was
tested under different reference speeds, load conditions,
and reverse speed scenarios.

The simulation results show that the SMC can
perform dynamically quickly and accurately, without any
overshoot, minimal steady-state error, and a short rise
time, which is superior for PMSM speed control
applications. SMC is characterized by its significant
torque ripple, which remains a major concern.
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Takagi-Sugeno fuzzy model identification using improved multiswarm particle swarm
optimization in solar photovoltaics

Introduction. The particle swarm optimization (PSO) algorithm has proven effective across various domains due to its efficient search
space exploration, ease of implementation, and capability to handle high-dimensional problems. However, it is often prone to
premature convergence, which limits its performance. Problem. This issue becomes critical in identifying Takagi-Sugeno (T-S) fuzzy
models, especially in complex systems like solar photovoltaic (PV) applications, where model accuracy is vital for tasks such as
maximum power point tracking (MPPT) and shading compensation. Goal. This manuscript introduces an improved multiswarm PSO
(I-MsPSO), designed to enhance search performance and robustness in identifying T-S fuzzy systems. The method is particularly suited
to nonlinear modeling challenges in renewable energy systems. Methodology. I-MsPSO divides the swarm into 4 independent
subswarms, each operating in a local region with specific inertia weights and acceleration coefficients. Periodic information sharing
between subswarms allows the algorithm to converge collectively toward optimal solutions. A new modeling approach, specific
Takagi-Sugeno modeling (STaSuM), is introduced, using I-MsPSO to determine both the structure and parameters of T-S fuzzy
systems. Results. The I-MsPSO’s performance was tested on benchmark optimization problems and real-world engineering cases.
Results show that STaSuM produces highly accurate and generalizable fuzzy models, outperforming existing techniques. Scientific
novelty lies in the development of I-MsPSO, which enhances the traditional PSO by using 4 interactive subswarms with customized
parameters, and the creation of STaSuM for advanced T-S fuzzy system identification. Practical value. I-MsPSO and STaSuM provide
a powerful optimization and modeling framework, offering robust and accurate solutions for nonlinear and dynamic environments.
Their structure makes them especially valuable for future applications in MPPT control, fault-tolerant modeling, and real-time
optimization in PV energy systems. References 39, table 5, figures 8.

Key words: improved multiswarm particle swarm optimization, particle swarm optimization, specific Takagi-Sugeno modeling.

Bcmyn. Aneopumm onmumizayii poio uacmox (PSO) 006is c60io eghexmusnicmp y pizHux 2any3sx 3a605Ku e@heKmusHOMY 00CTIONCEHHIO
npoOCMopy NOULYKY, Npocmomi peanizayii ma 30amHoCmi supiuysamu 3a60ants 8Uucokoi posmiprocmi. OOHAK GiH YACMO CXUTbHULL 00
nepeoyacnoi 30ixcnocmi, uwjo 0omedcye 1020 npodykmugHicmo. L npobaema cmae KpumuuHo 8adicaugoio npu ioenmugpixayii Heuimxux
mooeneii Taxaei-Cyzeno (T-S), ocobnuso y cknaduux cucmemax, maxux sk comsuni gpomoenexmpuuni cucmemu (PV), de mounicmo
MOOeni € KpUMUYHO 8AXNCIUBOIO OJisl MAKUX 3A60aHb, SIK GIOCMedCeHHs MouKu Makcumanvhoi nomyxcnocmi (MPPT) ma xomnencayis
saminenns. Mema. Y pobomi npeocmasnenuii yoockoumanenuii 6azamopocesuii PSO (I-MsPSO), pospobienuii 01s niosuwjenns
npooyKmugHocmi nowyky ma Haoivinocmi npu ioenmucpixayii newimxux cucmem T-S. Leii memoo ocobaugo nioxooums 0ns 3a0a4
HeniHiliH020 MOOen08anHs y cucmemax ionosmosanoi enepeii. Memooonozia. I-MsPSO Oinume piti na 4 nesanesicni noopoi, Koxcen 3
SAKUX NPAYIOE 8 JIOKAbHIL 001Iacmi 3 ne6HUMU 8azamu iHepyii ma Koegiyienmamu npuckopents Ilepioouunuti oomin ingpopmayicro miswe
NOOpOAMU O0360JA€ ANOPUMMY KOAEKIMUBHO CXOOUMUCS 00 ONMUMATbHUX piwens. HasedeHo Hosull nioxio 00 MOOento8amis,
cneyughiune mooenrosanna Taxaci-Cyeeno (STaSuM), 3 euxopucmanuam I-MsPSO Ona eusHauenHs cmpykmypu ma napamempie
neuimxux cucmem T-S. Pesynemamu. [Ipooykmugnicmo I-MsPSO npomecmosana na emanoHHUx 3a0auax onmumizayii ma peanbHux
iHotceHepHux npuxaadis. Pesymvmamu noxasyiomv, wo STaSuM cmeopioe 6ucokomouni ma y3azanibHeHi Hewimki Mooeni, ujo
nepesepuyoms ichyioui memoou. Haykoea noseuszna nonseac 6 pospooyi I-MsPSO, saxuil poswupioe mpaouyitinui PSO 3a paxyHok
BUKOPUCTNAHHA 4 THMEPAKMUBHUX NOOPOI8 3 NApamempamu, wo HACMpPorIomvcs, a makodc y cmeopenri STaSuM ona poswuperoi
ioenmudpixayii neyimxux cucmem T-S. Ipakmuuna yinnicms. I-MsPSO ma STaSuM nadarome nomysicHy niamgopmy onmumizayii ma
MOOeNI06anHs, NPONOUYIOuU HAdilii ma mouni piwenns Ona HemiHitinux ma Ouxamivnux cepedosuwy. Ixns cmpyxmypa pobums ix
0co0nU60 YiHHUMU OiA MauOymuix dooamxkis y eanysi ynpasninua MPPT, 6iomoocmitikoeo MoOentoeants ma onmumisayii  peanbHomy
uaci y PV enepeemuunux cucmemax. bion. 39, ta6n. 5, puc. 8.

Kniouosi cnosa: mnoxkpameHa oONTHUMIi3allis POl YacTOK 3 KUIBKOMa pOSIMHM, ONTHMI3alisg PO YacTok, cneuudiune
moaemoBanHs Takari-Cyreno.

Introduction. The Takagi-Sugeno (T-S) type fuzzy
model, used to model complex systems particularly in the
area of fuzzy logic and control systems, was first
introduced by Mamdani and Assilian [1]. It was later
enhanced by Takagi and Sugeno who developed the T-S
type model. In the new approach, fuzzy linguistic rules
were replaced by more precise mathematical rules.
Historically, a fuzzy model is described by a formalism
based on fuzzy rules, providing a prolific framework to
study nonlinear dynamic systems and, particularly, to
analyze their stability and synthesize laws control
(stabilization). From a conceptual point of view, a fuzzy
system is identified by determining the structure of the
model (the premise parameters) and estimating the
consequent parameters [2]. The first step is performed
employing identification methods based on coalescence or
even fuzzy classification (fuzzy clustering algorithms).
Fuzzy coalescence algorithms are also applied to identify
nonlinear systems using to the T-S model. In the
literature, numerous algorithms derived from the fuzzy c-
mean algorithm, such as the Gustafson-Kessel algorithm
[3], the fuzzy C-means algorithm [4], the Gath-Geva

algorithm [5], were proposed. After determining the
premise parameters of the model, the consequent
parameters of the fuzzy rules are estimated. Among the
identification techniques proposed in the literature we
cite: the graph kernel recursive least-squares algorithms
[6], weighted least squares method [7], the orthogonal
least squares algorithm [8]. Several works showed that
fuzzy coalescence algorithms derived from fuzzy c-means
are sensitive to initialization. In fact, random initialization
can generally lead to convergence towards a local
minimum of the objective function. The problem of
synthesizing fuzzy systems was treated by many
researchers, as an optimization problem, whose resolution
is reduced to the search for the optimal solutions (fuzzy
models), in order to satisfy the performance criteria and
the predefined constraints. In recent years, researchers
have used several algorithms to optimize the structures
and parameters of the T-S model. For instance, particle
swarm optimization (PSO) has been utilized in many
applications [9, 10] given the small number of parameters
to adjust, its easy implementation, rapid convergence and
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its ability to produce high-quality solutions within a
shorter calculation time. The combination of T-S fuzzy
systems and PSO algorithms offers a powerful and
flexible approach to solve a wide range of optimization
problems. By exploiting the strengths of each technique,
this approach allows developing more accurate, robust
and interpretable models. However, the PSO is easily
trapped in a local minimum and it is difficult to guarantee
that the fuzzy models obtained will have good
performance and the optimized fuzzy model largely
depends on the performance of this algorithm.

To deal with these weaknesses, numerous improved
versions of PSO and several hybrid methods were
suggested [11-13]. In [14], the PSO algorithm was
implemented to optimize the 5 parameters of PID
controller applying El-Khazali’s approach in order to
minimize several error functions, satisfying some step
response specifications such as the set of time domain and
frequency domain constraints. In [15], the population was
divided into many small swarms, different grouping
strategies were used and the exchange between various
small swarms improved the population diversity. Work
[16] proposed a dynamic multiple swarms to solve
multiobjective problems applying 2 main strategies: the
swarm growth strategy and the swarm decay strategy.
Besides, in [17] a methodology to automatically extract
fuzzy T-S models from data using PSO was developed. In
their approach, the parameters and the structures of fuzzy
models were encoded in a particle and evolved together to
obtain simultaneously the optimal structure and
parameters. A new method, where the population was
divided into 4 subswarms and heterogeneous search
strategies were used to accomplish the optimization task,
was applied in [18]. In this method a new strategy was
applied under the so-called OptiFel to extract the structure
and parameters of the T-S model. In the multiswarm PSO
(MsPSO) algorithm used a homogeneous search strategy
for all particles and in each subswarm, which reduced the
convergence rate. In [19] authors suggested a novel
cooperation strategy C-MsPSO based on the distribution
of populations into 4 subswarms; each of which used
inertia weight parameters and specific acceleration
coefficients. This strategy allowed minimizing the risk of
trapping the algorithm by the local optima.

In this article, an optimization algorithm, called
improved multiswarm particle swarm optimization
(I-MsPSO), is introduced to identify fuzzy T-S type
models. In I-MsPSO, the population is divided into
4 subswarms; each of which ensures the internal search
strategy relying on inertia weight parameters and specific
acceleration coefficients. A new parameter search strategy
applied by the fuzzy system T-S, called specific Takagi-
Sugeno modeling (STaSuM), is also presented with the
I-MsPSO algorithm to improve the search performance
and ensure that the resulting fuzzy models will be highly
efficient. The main contributions of this paper are:

e dividing the population into 4 subcooperative
swarms in I-MsPSO algorithm.

e In this algorithm, each subswarm utilizes specific
parameters (the subswarm S1 employs sigmoid inertia
weights and constant acceleration coefficients, while
subswarm S2 uses linear varying inertia weights and
constant acceleration coefficients and subswarm S3
employs adaptive inertia weights and the coefficient of
the constant accelerations).

e Determining the structure and parameters of the
fuzzy models, coded in a particle, in STaSuM.

Preliminaries. = Optimization problem. An
optimization problem is defined by an objective function,
a set of variables, a set of equality (or inequality)
constraints and a search space formed by the set of the
possible problem solutions where each dimension
corresponds to a variable. Depending on the type of the
problem to be solved, the best solution consists in finding
an extreme value, also called extremum (i.e. the minimum
or maximum of this objective function). In fact, an
optimization problem corresponds to solving the
following problem: min/max (function) under the
constraint [20, 21]. It can be mono-objective or
multiobjective (several objective functions must be
optimized), static or dynamic (the objective function
changes over time) and with or without constraints. In the
literature many methods, such as Newton’s method [22],
linear programming methods [23], the simplex method
and the gradient method [24] were introduced to obtain
the optimal solution of the optimization problem in a
reasonable time. They require that the objective function
should have a minimum of characteristics such as
convexity, continuity or differentiability.

PSO algorithm. PSO is a non-specific heuristic
optimization algorithm like evolutionary algorithms, tabu
search or ant colonies [25-27]. Its convergence speed also
makes it efficiently used in dynamic optimization. Due to
its multiple advantages, such as a rapid convergence, ease
of implementation and wide search range, PSO has been
employed in a variety of research fields and applications.
The swarm’s particles are initially dispersed randomly
over the search space, where each particle has a random
displacement position and speed. Thereafter, the
algorithm can, at each instance, access its current
position; memorize the best solution; communicate with
neighboring particles; obtain, from each of them, its best
performance; and modify its speed according to better
solutions. The displacement of a particle between iteration
t and iteration #+1 is formulated analytically by the
following velocity (1) and position relations (2):

vi(t+1) = wvi®) + c1r1[Xppess — XD T Cora[Xgpes — X4D)]; (1)
x(t+1) =xi(1) + vit+1), @)
where X,p. is the best position determined by the it
particle; w is a constant called the inertia weight; ¢y, ¢, are
the acceleration coefficients while », and r, are randomly
generated by a uniform distribution in [0, 1]; Xgy is the
best overall position found by the population.

Thus, to make its next move, each particle applies

the following steps:
o follow its speed;
e return to its best performance;
e move towards the best performance of its neighbor.

T-S fuzzy model. Although several fuzzy models
were introduced in the literature and the most commonly
used ones are: Mamdani type model, Takagi-Sugeno-
Kong type model and T-S type model. The main
difference between these models lies in their consequent
part. In fact, a fuzzy model is based on the linguistic
partitioning of the values of its variables. The input
(premises variables) and output (consequent variables)
values are described by fuzzy sets having membership
functions. In the fuzzy model of the T-S, the premises of
the rules are formulated symbolically and the conclusions
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are expressed by linear functions [28, 29]. They are
generally written in the following form:

R’ :if x; is A}, x5 is A}, ..., x,, is A then 3

y; = WiTx+b,~, i=12,...m
where x = xj, X3, ... , X, is the input variable; n is the
dimension of the input variable x; i = 1, 2, ..., m is the
number of fuzzy rules; w = wy, w,, ... , w, are the
consequent parameters; A4, is the fuzzy set; y; is the output
of fuzzy rule.

The output of the fuzzy model can be calculated by a

weighted mean defuzzification, as shown below:

m m
=2 myi | D s “4)
i=1 i=1
where the weight strength z; of the /" rule is computed as:
n
() =[] ha(). (%)
j=1

where the g4(x) is the grade of membership function.
Subsequently, the c; and o parameters of the Gaussian
function specified by (6) and the parameters of the fuzzy rule
of T-S model are calculated applying the fuzzy rule (3):
((sz ~<; oy ) ©)
Improved multiswarm particle swarm
optimization (I-MsPSO). General concept of the
improved multiswarm particle swarm optimization.
I-MsPSO algorithm divides the population into 4
subswarms to address the issue of premature convergence
and to ensure proper exploration and exploitation of the
research processes, which improves its capacity for search,
communication and cooperation between subswarms.
Every subswarm executes a single PSO, including updating
speed and position of the particles, in accordance with the
exact equations. In this study, a unique algorithm that relies
on 4 subswarms and several techniques of inertia weights
and acceleration coefficients is implemented to enhance the
exploration and exploitation performance of the standard
MsPSO. I-MsPSO algorithm is based on constant
accelerations coefficients values, time-varying inertia
weight, sigmoid inertia weight and adaptwe inertia weight
value (Fig. 1). Additionally, the i™ particle in subswarm S3
is adjusted based on the fitness values and Velocmes of the
partlcles in the base subswarms. Meanwhile, the i™ particle
in subswarm S4 updates its velocity in accordance with the
velocities of the particles in subswarms S1, S2 and S3.
Figure 2 describes the mechanism of exploring the new
region. [-MsPSO algorithm enhances PSO by dividing the
population into 4 subswarms, each with specific inertia
weights and acceleration coefficients, and by implementing
periodic information exchange among the subswarms.

By (x) = exp

C2=Cl=cst

W : Linear Velocity

Fitness

G best 1

C2=Cl=cst
W : Adaptive

€2=Cl=cst
W : Sigmoid

Fig. 1. Communication model in I-MsPSO
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Fig. 2. The cooperative evolutionary process in I-MsPSO

I-MsPSO algorithm can be summarized as follows:

Algorithm 1. Pseudo-code for I-MsPSO algorithm

Begin.

Initialize the particle size of each subswarm.

Initialize the positions and velocities of all particles in the
search space.

Initialize the global best position of each swarm.

Find the best local position (Py) in each subswarm and the
best global position (Gupes)-

Do in parallel until the maximum number iteration reached.
Calculate the velocity of each particle in subswarm S1, S2,
S3 and S4.

Update the position of each particle in subswarm S1, S2, S3
and S4.

Evaluate the fitness of the i particle.

Update the global best of the swarms.

If the guide condition is satisfied.

Apply diversity guided convergence strategy to the current
particle in each subswarm.

End Do.

Return the best solution of the algorithm.

End.

Convergence of the I-MsPSO. The particle paths, the
convergence of [-MsPSO algorithm and the particle velocity
of each subswarm are theoretically investigated. According
to the following limit, convergence is defined as:

lim x;(¢)=p;, (7
t—+0

where p; is the local or global optimum; x; is the location
of the /" particle at time . If I-MsPSO is applied with the
adaptive inertia weight, the sigmoid inertia weight and the
linear varying inertia weight, the velocity and the position
update their equations using (1) and (2). Therefore, the
following I-MsPSO system is obtained:

x(t+1) = F-x(f) + R-E, ®)
where R is the constant matrix; F is the system matrix:
3 .4 1 2 3
x(1) = [xt»xt SX7 5 X s X X5 X7 ] ©)

and

E=[pW,p@,p® p® g7 (10)

designates the vector containing 4 local solutions and a
single global solution. The used symbols are listed below:

Qr=viitvip =0t

Py =Vy TV =+, (11
@3 =V31tV3p =731+ 6ol
where r; is the random number in [0; 1]; j = 1; 2 and

i = 1; 2; 3. The equation applied to obtain the position of
a particle in S1 is:
O — @M

t+1 =% TV

Dy — ) - w, X,( )1 +v i) +vpg, s (12)

where wy is the sigmoid inertia weight:
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W, = O.9~numlt.er —0.5: , (13)
numiter
where numiter is the maximum number of the iterations;
i is the current iteration.
The equation used to calculate the position of a

particle in S2 is:

) _ (2,2 _. 2 2
A3 =P v =52 1w, =) = wxZ) vy o) +vpg, (14)

where w, is the adaptive inertia weight:

|
Wa(i):Wmax +(Wmax _Wmin)' T , (15)
e +1
where x; = (Zpess — 1) / (Qpesr T 1); Winin» Winax are the initial and
the final values of inertia weight; i is the current iteration.
In the subswarm S3, the equation applied to obtain
the position of the particles is:

3 _ 3 {Lm Y @3

X=X +w v =y Y [+
t+1 t L t+1 t+1 t
72 } (16)

3 3
+V31[Pz( ) —x?]+v32[gz _xz( )l

where w; is the linear varying inertia weight represented
by the following equation; y = y+»; 5, J» are the fitness
values of the particles in the subswarm S1 and S2. As r,
and r,, r; and 7, are vectors of the random numbers.

wr (i) = ( ](Wmin ~ Wmax )+ Wmax - (17)

The equation employed to compute the location of a
particle in S4 is:

4 4
x((pzn = x| )

numiter —1

numiter

+ayp? vasg vy (18)

In this study, 3 impact factors (a;—a;) are used to
determine the influence of the past information on the
current position of the particles within subswarm S4. They
are constrained by this expression a; + a, + a3 = 1. In the
performed analysis, the following values were assigned to
the impact factors: a; = 1/6, a, = 1/3, a3 = 1/2. The bigger
o; (i =1, 2, 3) was the larger the effect of the previous
information on the current search would be, and vice versa.
The larger effect of the previous information on the current
search will be, and vice versa. As shown in (18), the
different impact factors regulate the effect of the historical
data on the particle’s location within S4.

In a convergence analysis, researchers observed that
particles within each subswarm converge towards stable
positions defined by the limits presented in (19) — (22):

. c c
lim x® = —lp(l) +—2gbm s (19)
t—>+0 2
. 2 C 2 C
lim x® =—1p( ) +—2gbest s (20)
t—>+00 2 2

tim x® =we,(p0 + p®)+ L p® 4 gy Quwey +2), 21)
t—+o0 2 2

lim @ = dZWea 0, @y a0,

{—>+00 2

(22)
C
+ar P+ gpes (1-2w)ey =L+ 3).

Methodology of STaSuM based on I-MsPSO.
A new parameter search strategy applied by the fuzzy
system T-S, called STaSuM, is also presented with the
I-MsPSO algorithm to improve the search performance.

STaSuM framework for T-S fuzzy model identification is
presented in this section. The structure and parameters of
T-S fuzzy model are all encoded in a particle. The
following sections provide the details.

Particle mapping and objective function. In the
identification process, the structure and parameters of the
fuzzy model were all coded in a particle of the I-MsPSO
algorithm, and the mean square error (MSE) value was used
to choose the best local position in a swarm and the global
optimum in a population. A single nest in the I-MsPSO
algorithm is shown in Fig. 3. Each particle is specified as a
vector corresponding to a particular fuzzy model and each
vector corresponds to a fuzzy rule made up of the premise
parameters (structure) and the consequent parameters.

Rule i
|

Structure parameters

& >
&
<€ > €

ctl ¢c?| .- |cN|gin| .. | Oin
Fig. 3. i" rule encoded in a particle. The code consists
of 2 necessary items: structure and consequent parameters

To create an accurate mathematical model, an
objective function was applied to measure the difference
between the output of the model and that of the actual
process. MSE was utilized to measure the difference
between the output of the model and the real value.
MSE was mathematically formulated as:

1 .
MSE=—3 0 (e =3e)*

where N is the number of observations; y; is the actual
output; y; is the output estimated by the model.

Implementation of STaSuM. Algorithm 2
describes the implementation of STaSuM. The rules of
the T-S fuzzy model were encoded in the particle x* and
the MSE value was utilized to select the best solution in
the subswarm. The best overall structure was obtained
from the 4 optimal g, in the subswarms s = 1, 2, 3, 4.
Algorithm 2. The STaSuM algorithm
1. Initialization.

(a) Set the number of iterations and rules s.
(b) Specify the size of each subswarm.

(c) Initialize the position of particle.

(d) Initialize the position of particle.

(e) Determine the global best nest g.

2. Set the number of rules as constant.

3. Termination check.

(a) If the termination criterion holds stop.

(b) Else go to Step 4.

4. For do.

(a) Update the position x;’ according to
Equations 12, 14, 16, 18, respectively.

(b) Update the velocity v;* according to Equation 1.
(c) Evaluate the fitness of the i particle f{x;)
(d) If the f(x;’) is better than f{p;’), then p;’= s,
End For

Update gbest = arg{minf{p;,} }.

End For

Update gbest = arg{minf{g.} }-.

Sett=1¢+1

5. Go to step 3.

(23)
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Simulation result and discussion. This section is
composed of 2 parts. In the initial part, the performance of
the I-MsPSO algorithm is evaluated through numerical
experiments using benchmark functions and engineering
problems. On the other hand, the subsequent part shows
the effectiveness of the STaSuM method applied in
nonlinear systems.

Convergence analysis of I-MsPSQO. To validate the
performance and efficiency of the proposed algorithm,
12 benchmark functions from the CEC-2017 test set were
selected to test the I-MsPSO algorithm [30]. The upper
limit for optimization processes was set at 1000, and each
test run a maximum of 30 times. The experimental
machine in use is equipped with a 3rd generation i3
processor running at 2.5 GHz with a storage capacity of
128 GB. The utilized programming language is
MATLAB. The maximum number of iterations in the
numerical experiences was set at 1000 on each of the 12
reference functions for each algorithm. Each experiment
was carried out independently of the reference functions.
The mean values and standard deviations are presented in
Table 1. Figures 4-6 show the average convergence
characteristics of each approach on the reference
functions. A comparison of the proposed algorithm to
common strategies is presented in this section. The
performances of different strategies, including adaptive
MsPSO (AMsPSO), linear time-varying (L-MsPSO) and
standard MsPSO, were analyzed in the experiments
carried out on 12 static problems.

Table 1
The results on the 12 benchmark functions of each algorithm
Function F1 F2
L-MsPSO | 4.97-10'%+9.90- 102! | 4.26:10%+1.24-10°°
A-MsPSO | 5.23-10"3+523.10° | 2.94.107°+2.40-107*
MsPSO | 4.01-10'%+7.80-10"% | 3.82-10°*+6.18-10™*
I-MsPSO | 2.83-10'%+2.52.10"% | 7.14-10°%+6.12-10""
Function F3 F4
L-MsPSO | 2.97-10'°+922.10"® | 3.02.10%°+8.21.10°%°
A-MsPSO | 1.60-107"°%1.60-107% | 1.121-107°+1.21-107
MsPSO | 9.30-10'%+2.92.10"'™ | 7.37.10°°+2.24.10
I-MsPSO | 1.03-10"7%+1.051-10"7® | 1.33-10**+1.01-10*
Function F5 F6
L-MsPSO | 2.89-10°+2.71-10 0
A-MsPSO | 2.89-10°+2.00-10 0
MsPSO | 2.89-10°+3.60-10% 0
I-MsPSO 2.89-10"+ 0 0
Function F7 F8
L-MsPSO | 1.001-10%'+3.966-10%" | 3.995.10%+7.59-10"*
A-MsPSO | 1.401-10%'+3.966-10%" | 5.601-10°+8.00-10*
MsPSO | 1.451-10%'+3.966-10%" | 3.005-10%°+8.78-10*
I-MsPSO | 1.321-10%+3.966-10%" | 4.99.10*+8.111-10*
Function F9 F10
L-MsPSO 0 4.665-10+8.52-10%
A-MsPSO 0 4.665-10+8.52-10%
MsPSO 0 4.665-10+8.52-10%
I-MsPSO 0 4.665-10*+£8.52-10%
Function F11 F12
L-MsPSO 0 3.65-10%+8.3.10*
A-MsPSO 0 4.65-10%+7.52.10°*
MsPSO 0 4.115-10%£7.51-10%
I-MsPSO 0 3.52.10°+8.114-104

Function: F1 Function: F2
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The mean values and the standard deviation
throughout the optimization runs are shown in Table 1.
On the other hand, Fig. 4-6 outline the average
convergence characteristics to each approach on the
reference functions. Figures 4-6 demonstrate that
[-MsPSO performs better than the other PSO variants on
the benchmark functions. As exposed in Fig. 4-6
[-MsPSO reaches the target optima in the majority of
benchmark functions (Table 1). The results obtained by
I-MsPSO are superior to those of the other PSO versions
on each benchmark function, with the exception of the
Function F8 and F11.

Application of I-MsPSO to engineering problems.
This part examines the I-MsPSO’s effectiveness by
extending its application to solve real-world engineering
optimization problems. Specifically, the next section delves
into the optimization of the tension/compression spring,
while the after section summarizes the findings provided by
pressure vessel design. The performance of I-MsPSO is,
then, benchmarked against those of the existing algorithms
such as PSO [31], genetic algorithm (GA) [32], velocity
pausing particle swarm optimization (VPPSO) [33] and
grey wolf optimizer (GWO) [34].

Tension/compression spring design (TCSD). TCSD
problem is a classic engineering problem whose primary
objective consists in minimizing the spring’s weight. This
optimization task requires finding the lightest possible
spring while meeting specific design constraints, including
limitations on shear stress, surge frequency and deflection.
It ultimately translates into a minimization problem where
the weight of the spring is minimized while adhering to all
boundary and constraints conditions. The design variables
include the wire diameter d(X;), the mean coil diameter
h(X3), and the number of turns of the spring P(X;). The
following subsection outlines the objective functions and
the constraints associated with these three optimization
variables. Consider:

X= [dn h9 P] = [X13X29 X3] (24)
Minimize:
F(x)=X{ Xy (X5+2). (25)
Subject to:
X3X
g(X)=1-——22-<0; (26)
71785X
2
4X3 - X\ X 1
2 (X)= A S-1<0; (27)
12566 (X7 X, - X{') 5108X]
140.45X
g(x)=1-—5—1<0; (28)
2X3
X +X
24(x) =11—52s 0. (29)

Variable range: 0.05<X1<2, 0.25<X,<1.3, 2<X5<15.

Table 2 illustrates the statistical results of the TCSD
problem. Each algorithm was independently run 50 times,
the maximum number of iterations and the population size
were set to 1000 and 30, respectively. Overall, the -MsPSO
algorithm ranks first since it explores a solution to make the
spring weight smaller for the TCSD problem. VPPSO offer
similar solution, ranking second.

Table 2
Optimal solutions of tension/ compression spring design
problem optimized by different algorithms

Algorithm d H p Value
GA 0.0598 | 0,3521 11,5980 0,032
GWO 0.0513 | 0.3474 11.8763 0.0127
PSO 0,0500 | 0,3104 14,998 0,0131
VPPSO 0.0525 | 0.3756 10.2659 0.0127
I-MsPSO 0.0516 0.356 11.3186 0.01266

Pressure vessel design (PVD). Pressure vessels
typically comprise a cylindrical shell and 2 hemispherical
heads, fabricated through the welding processes. The
design objective is to minimize the overall cost, encompass
material acquisition, form operations, and weld expenses.
This optimization problem involves 4 design variables:
cylinder wall thickness FE (X;), the thickness of the
spherical cover E,(X3), cylinder inner diameter D(X3), and
cylinder length L(X;). A description of the objective
functions and constraints relevant to these 3 optimization
variables is presented. Consider:

X=[Es Ep, D, L] = [X1, X, X5, Xg]. (30)
Minimize:
F(x)=0.6224X, XX, +1.7781X, X3 + a1
+3.1661.X2 X, +19.84 X7 X5,
Subject to:
21(X)=—-X,+0.0193X; <0 ; (32)
2>(X)=-X, +0.00954X; <0; (33)

4
g3(X)=—IIX3X, —511)(33 +1296000<0; (34)

g4(X)=X,-240<0. (35)

Variable range:
X1,X, €{1:0.0625,2-0.0625,...,99-0.0625} ,
10< X5 and X4 <200 .

Table 3 presents the best solutions of all algorithms.
It is evident that I-MsPSO achieved the best result.

Table 3

Optimal solutions of PVD problem optimized by different
algorithms

Algorithm | X X, X3 X, Optimal cost
GA 0.810 | 0.436 | 42.096 | 176.655| 6059.945
GWO 0.812 [0.4375| 42.098 | 176.636| 6059.719
PSO 0.875 [0.4375| 45.288 | 140.743 | 6096.830
VPPSO |0.8125|0.4375]|42.0979 | 176.646 | 6059.850
I-MsPSO | 0.8125 | 0.4375 | 42.0973 | 176.654 | 6059.714

Application of STaSuM to Box-Jenkins gas

furnace data. Due to its non-linear nature, the Box-
Jenkins system [29] has become widely adopted to
validate the performance of the recently developed
modeling methods. The used dataset contained 296 paired
input-output observations (y(¢), u(f)) for a gas furnace
process, where ¢ ranged from 1 to 296. At each sampling
time ¢, u(f) is the input gas flow rate and y(¢) is the output
CO, concentration. The simulation was conducted to
predict y(f) based on (), ¥(t,), u(t,), u(ty). The first 148
input-output data were employed as training data and the
final 148 were utilized as testing data in order to validate
the efficiency of the suggested method. The population
size in the 4 subswarms was set to 6, the number of rules
was 3, the number of iterations was 50, the acceleration
coefficients were set according to the equations and the
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inertia weight was chosen as shown in (13), (15), (17). In
prediction case, compared to the A-MsPSO algorithm and
other algorithms mentioned in Table 4 the I-MsPSO
algorithm had the best performance index of 0.104.
Table 4
Identification results obtained by the different methods
on the Box-Jenkins system

rules, which guarantees better quality of approximation. The
results show that the proposed model has more powerful
generalization ability with a good accuracy in modeling the
system of the Box-Jenkins gas furnace dataset.
Table 5
Prediction results provided the different methods
on the Box-Jenkins system

Figure 7 shows the STaSuM model’s prediction, the
actual outputs and the errors between them for the training
set of data. The other 148 data points were used to validate
the generalization performance of the obtained fuzzy mode
— Fig. 8 reveals the test results. Their respective related
MSEs are 0.057 and 0.145.
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and the output of the fuzzy model; b — the estimation error

(=1

-1

Table 5 presents a comparison with various models and
demonstrates that our method’s generalization ability
outperforms that reported in the literature. Therefore, it can be
noticed that the real output and the estimated output were
within a negligible error. These results were justified by
observing the values of the MSE performance index given in
Table 5. The latter reveals that the performance indices
obtained by the developed model during the identification and
validation phase are the best, compared to those provided by
other models mentioned in this table, even in the case of
reduced number of input variables and minimized number of

Reference | Number of inputs Number of rules | MSE Reference | Number of rules | MSE identification | MSE validation
[35] 6 - 0.202 [36] 3 0.059 0.152
[36] 2 3 0.110 [37] 6 0.022 0.236
[37] 2 4 0.148 [39] 3 0.0159 0.126
[38] 2 2 0.161 [18] 3 0.058 0.146
[18] 2 3 0.106 I-MsPSO 3 0.057 0.145
I-MsPSO 2 3 0.104 Conclusions. In this paper, improved multiswarm

particle swarm optimization (I-MsPSO) algorithm was used
to optimize and estimate the parameters of Takagi-Sugeno
(T-S) fuzzy systems. In the proposed specific Takagi-Sugeno
modeling (STaSuM), the structure and the parameters of T-S
fuzzy model were encoded into a nest vector to find the
optimal solution simultaneously. The main advantage of
STaSuM is that it can keep the inner-correlation between the
system structure and the parameters, and more highly-
accurate model than the traditional 2-stage identification
process method. I-MsPSO divided the population into
4 subswarms; each of which utilized a search strategy
independent of the other. The exchange of information
between the 4 subswarms allowed -collecting useful
messages from the subswarms, maintaining particle diversity
and improving the search capability. The best personal
interactive learning strategy increased the convergence
speed. The experimental results on 12 benchmark functions
proved that the proposed algorithm had good comprehensive
performance in the optimization of unimodal and multimodal
functions and kept a good balance between exploration and
exploitation. Additionally, the developed method was
applied to estimate blur T-S system models using a fuzzy
model STaSuM. The obtained finding showed experimental
results proved that the suggested method can produce robust,
reliable and effective fuzzy T-S models. The obtained
finding showed experimental results proved that the
suggested method can produce robust, reliable and effective
fuzzy T-S models. In our upcoming work, we will: apply
I-MsPSO to solve real industry problems; use I-MsPSO in
solar PV; analyze the influence of different levels of noise on
the accuracy of this algorithm.
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Regulation characteristics of a step-down pulse regulator in continuous and discontinuous
conduction mode

Introduction. Pulse regulators (PRs) are widely used to regulate and stabilize the supply voltage of DC consumers. The main
characteristic of any regulator is its regulation characteristic. In the general case, two modes of PR operation are possible:
continuous conduction mode and discontinuous conduction mode in the inductance of the PR. Problem. When the PR transitions
from one operating mode to another, its regulation characteristics change. In the continuous conduction mode, the regulation
characteristic is a function of one variable. In the discontinuous conduction mode, the regulation characteristic becomes a function
of two variables. Therefore, in such a mode, PR is described by a family of regulation characteristics. The goal of the work is to
develop a mathematical model that describes the operation of the controller in both continuous and discontinuous conduction modes,
as well as to determine the control characteristics that are valid for both of these modes. Methodology. In the work, using the
example of a step-down type PR, the conditions for the PR transition from one operating mode to another are determined, as well as
the dependence of the PR output voltage on the duration of the pause in the inductance current. Results. The influence of the
parameters of the PR elements on the pause duration is analyzed. A graph of the family of PR control characteristics is constructed,
which is valid for both continuous and discontinuous conduction modes. Scientific novelty. It is shown that when PR transitions to
discontinuous conduction mode, its control characteristics shift towards higher output voltages. This shift is greater, the longer the
pause duration in the inductance current. Practical value. It is determined that the specified ripple coefficient of the PR output
voltage in the discontinuous conduction mode is provided by a smaller value of the LC product of the PR elements, compared to the
continuous conduction mode. References 17, tables 2, figures 5.

Key words: discontinuous conduction mode, control characteristics of a pulse regulator, ripple coefficient of the output
voltage.

Bcemyn. Iunynvcni pecynamopu (IP) wupoko uxopucmogyloms 0 pe2yat08ants ma cmabinizayii nanpyau JHCueieHHs Cnodicueayie
nocmiinoco cmpymy. OCHOBHOW0 XapakmMepucmukoio 6y0b-s1K020 pe2yiamopa € U020 pe2ynioeaibha Xapakmepucmuka. Y
3a2a1bHOMY 8URAOKY MOJNCIUGI 08a pedicumu pobomu [P — pedicum 6e3nepepenoco cmpymy ma pedjicum nepepusiamozo Cmpymy 6
inoykmuegnocmi IP. IIpobnema. Ilpu nepexoodi IP 6i0 00nozo pesicumy pobomu 00 iHWO20, 1020 pe2ynio8anbHi XapaKmepucmuku
sMiHIIOMbCA. B pesicumi 6esnepepernozo cmpymy iHOYKMUBHOCIE pe2yio8aibHa XapaKmepucmuka € QYHKYieo 6i0 oOHici 3minHoi. B
pedcumi nepepueuacmozo Cmpymy pe2ynio8anbha Xapakmepucmuka cmae @yukyieio 06ox sminnux. Tomy, 6 maxomy peowcumi, IP
ONUCYEMBCSA CIMEUCMBOM pe2ynioganvHux xapakxmepucmux. Memoto pobomu € po3pobra mamemamuynoi moodeni, ska 6 onucysana
pobomy IP y pescumax 6e3nepepenoco ma nepepuguiacmozo cmpymy iHOYKMUBHOCTI, 30KpeMd O00epIICaHHs pe2ynio8albHUX
Xapaxmepucmux, AKi 6 Oynu OilicHumu 015 000x éxazanux pexcumis. Memoouxa. B pobomi na npuxnaodi IP nonusicysanvnozo muny
BU3HAUEHO YMO8U nepexody IP 6i0 001020 pedcumy pobomu 00 IHUL020, a MAKOIC 3aNedcHicmb euxioHoi Hanpyeu IP 6i0 mpueanocmi
naysu y cmpymi inoykmuenocmi. Pezynemamu. IIpoananizosano enius napamempie enemenmie IP na mpusanicmv naysu.
Tlobyoosano epagix cimeticmea pezynoganvuux xapakmepucmuk IP, saxuti € OiicHum, 5K Os pedcumy 6e3nepepeHozo, max i
nepepuguacmozo cmpymy inoykmuernocmi. Haykoea noeusna. Iloxaszamo, wo npu nepexodi IP oo peoicumy nepepusyacmozo
cmpymy, 11020 pe2yno8anbti XapaKkmepucmuKky 3Miuylomscs 8 cmopomy Oinbuiux euxionux nanpye. Lle smiwjenns € mum Oinouium,
yum Oinbwo € mpueanicms naysu y cmpymi inoykmusnocmi. Ilpakmuuna 3uauumicme. Busnaueno, wo 3adanuil Koe@iyicHm
nynvcayii euxionoi nanpyau IP, y pescumi nepepusuamoz2o cmpymy, 3a6e3newyemovcs Menuwum 3navenuam 0ooymky LC enemenmie
1P, y nopisnsanni 3 pesxcumom beznepepsrnoeo cmpymy. bion. 17, tabm. 2, puc. 5.

Knrouogi crosa: pesxuM mepepuBYACTOr0 CTPYMY iHAYKTHBHOCTI, Pery/Ti0BajIbHi XapaKTePHCTHKH iMITyJbCHOTO peryJasiropa,
koedinieHT myJbcanii BUXiIHOI HAaNpyrH.

Introduction. Pulse regulators (PRs) are widely used
to regulate and stabilize the supply voltage of DC
consumers [1-4]. Due to the widespread use of non-
traditional and renewable sources of electrical energy, PRs
have been used to match the output resistance of the
electrical energy source with the load resistance, in order to
extract the maximum possible power from the source [5-9].
The main characteristic of the PR is its regulation
characteristic U, = f(¢") — the dependence of the PR output
voltage on the regulated parameter £, where t =1,/ T— the
relative time of the closed state of the key #,, during the
period T. In the general case, two modes of operation of
the PR are possible [10—-13].

e mode of continuous current flow in the inductance;
e mode of intermittent current in the inductance.

At the moment of transition of the PR from one
operating mode to another, its regulation characteristics
change.

In the continuous current mode in the operating
range, the average value of the voltage across the load
does not depend on its resistance R. The current flowing
through the PR inductance has a relatively small ripple.
Since the variable component of this current is closed
through the filter capacitor, the capacitance of this
capacitor can be relatively small. In the intermittent
conductance mode, the shape factor of this current
increases. Therefore, the power losses in the PR elements
will be greater than in the continuous current mode. The
capacitance of the filter capacitor also increases. An
important disadvantage of such a mode is that the PR
output voltage will depend on the load resistance R. Since
in the intermittent conductance mode, the PR regulation
characteristic U,,, = f (¢ ; R) is a function of two variables,
in this mode the PR is described not by one, but by a
family of regulation characteristics. Taking into account
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the above disadvantages, PRs in various fields of
application operate mainly in the continuous conductance
mode. However, in certain cases, for example, to reduce
switching losses in the key and valve elements of the PR,
its operation in the mode of intermittent inductance
current is possible and advisable [14—17].

In the listed works, the continuous and intermittent
current modes are considered separately. The regulation
characteristic is given only for the continuous current
mode. At the same time, the converter can be used
simultaneously in two modes. In such cases, it is
necessary to have regulation characteristics that would be
valid for both of the specified modes. Therefore, it is
important to know the features of the PR operation in the
intermittent conduction mode, as well as methods for
determining the regulation characteristics in such a mode.

The goal of the work is to develop a mathematical
model that would describe the operation of the PR in the
continuous and intermittent conduction modes, in
particular, to obtain regulation characteristics that would
be valid for both of the specified modes.

The main part. As is known [16], the continuous
current mode in the inductance L will be ensured under
the condition

Al /2L, (1
where I, is the constant component of the current through
the inductance; Al = Ijmax — Ipmin 1S the ripple of this
current.

In the intermittent current mode, as well as in the
limit mode, I;m, = 0. Therefore, for these modes
Al = Ipmax = I,- Let us analyze the conditions for the
fulfillment of inequality (1) using the example of a common
PR circuit of the step-down type. In the analysis, we will
assume that the output voltage of the PR is well smoothed,
and the losses in its elements are insignificant [14—17].

PR of the step-down type. For PR of the step-down
type (Fig. 1) in the mode of continuous current of
inductance L, the following conditions are met [16]:

Uit = Un 0’5 Lo =L/ 1, 2
where ¢ = 1,/ T is the relative time of the closed state of
the key S in the period 7. These are the regulation
characteristics of the PR for the continuous conduction
mode.

Fig. 1. Step-down type PR

In the steady-state mode of operation of the PR, the
change in the inductance current in the stages of the
closed and open state of the key S is the same, but has the
opposite sign

AILcl = AILop = Im-
Let’s determine the value of this change:
U,,-U U
__—in ; out tcl — zut top . (3)

1

m

Then, the condition for continuous inductance
current (1) can be written as follows:
Uin _Uout tc[ < IL =7 Uout ) (4)

2L out = R
Divide both sides of the inequality by 7:
([Jin - Uaut)t* < Uout ZT*,
where 7 =L /RT.
Therefore, the condition for continuity of current in
the inductance for the circuit (Fig. 1):
r>(1-1)/2. (5)
The larger the parameter ¢, the smaller the
inductance L can be, at which the continuous current
mode is ensured. To ensure such a mode in the entire
control range (1 > 0), the following condition must be
met:
T >0.5. (6)
If 7 < 0.5, the mode of intermittent current of
inductance L will arise during the PR regulation process.
Therefore, 7 = 0.5 is the critical parameter at which the
PR transitions from one operating mode to another:
., =L/RT=05. )
To ensure continuous current mode in the entire
control range, the inductance L should be selected from
the condition L>0.5RT. If the resistance R will change
during operation, it is necessary to take its maximum
value. Under such a condition, the inductance L is called
critical:
L = 0.5R T ®)
Discontinuous conduction mode. Figure 2,a shows
the inductor current graph in the limit mode, and
Fig. 2,b — in the discontinuous mode. Since the voltage at
the input of the PR is constant and the output voltage is
well smoothed, the current in the inductance L at intervals
varies linearly and has a triangular shape [14—17].

1,02 e q)
vI‘r‘ \/f
o Te o I >
I
L,/2
r
‘IL
ot o e
- e

Fig. 2. Inductance current:
a) limit mode; b) intermittent mode

In the steady-state mode of operation of the PR,
regardless of the inductance operating mode, the average
value of the voltage on it for the period Uy (T) = 0.
Therefore, the volt-second integrals at the stage of the
closed and open state of the key should be the same, but
with the opposite sign. According to Fig. 2,b, for the
intermittent current mode we can write:

(l]in - Uout)tcl = Uout (tap - Z‘p)s (9)
where ¢, is the the duration of the pause in the inductance
current.

Let’s determine the output voltage in the intermittent
current mode:

l]in la= Uout (tcl + Ztup - tp) = Uuut (T_ tp)'
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Therefore:
Uout = l]in lel / (Tf tp)s
or in relative units:
U=t/(1-t),
where U = U,,, /Uy tp* =t,/T.

Thus, for a given value of the parameter ¢, the
output voltage of the PR will be the greater, the greater
the duration of the pause in the inductance current. In the
continuous current mode, as well as the limit mode, 7, = 0
and the output voltage U,,, = U,, t*, which coincides with
(2). Let us determine what the duration #, depends on.

In the steady-state mode of operation of the PR, its
output voltage is:

(10)

Uout = Iout R= IL R.
In the limit operation mode (Fig. 2,a), the average
value of the inductance current can be determined as:
1 L= Im /2.
According to Fig. 2,b, the average value of the
inductance current in intermittent mode:

I :I_m(T_tP):I_M(l_t*),
Lo r 2 VP
Similarly to (3), we can write:

L _ Uout UoutT( * *)
oo oyt )= =2 N~ —t, ).
2 2L (”P P ) 2L P
Then, according to (11):

I :IL:TI—I —tyll—t,).

(11

out

Therefore:

U

U * % &
out = LowR= 20'” (1—: —thI—tp).

out™ — *
T
As a result, we obtain the following quadratic
equation:
*2 * * & &
ty —tp(2—t )+(1—t -27 ):0. (12)

The real root of this equation is the duration of the

pause:
o (Z—t*)—\/t*z +87°
= :

2 (13)

Table 1 shows the results of calculating the interval
duration tp* (13) and the PR output voltage (10) for
different values of the parameter 7.

Table 1
Duration #, calculations

205t [017]02]03]04]0.5]0.6[0.7]0.8]09[1
Ut,=0[ 0.1 ]0.2]03]04[0.5]0.6]0.7[0.8[0.9]1
S04l to 006[0 0 JofoJofo]o[o]o
U 10.106[0.2]0.3[0.4[0.5]0.6[0.7]0.8[0.9]1

03 |t 017]0.120.08] 0 [0 [0 [0 ] 0 [0]0
U~ 10.12]0.23]0.33[0.4[0.5]0.6 [ 0.7 [ 0.8 [0.9]1

#—0a |t [032]026/0210.14[0.07] 0 [ 0 [ 0 |00
U~ 10.15]0.27]0.38]0.46[0.54] 0.6 [ 0.7 [ 0.8 [0.9]1

0.1 |t | 0.5 [0.44]0.37[0.31]0.24]0.16[0.08] 0 | 0 [0
U] 0.2 0.36]0.48]0.58[0.66/0.71]0.76] 0.8 [0.9]1
0,05tz [0.63]0.57] 0.5 ]0.42[0.34]0.27]0.18]0.09] 0 [0
U~ 10.27]0.46] 0.6 [0.69[0.75/0.82]0.85[0.88]0.9]1

Based on the results of these calculations, in Fig. 3,
graphs of the regulation characteristics of the step-down
type PR are plotted, which are valid for both the
continuous conduction mode and the intermittent mode.
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Fig. 3 Regulation characteristics of PR of step-down type

According to these graphs, in the case of 7 < 0.5 the
PR switches to the mode of intermittent current of
inductance L. With a decrease in the parameter 7, the
regulation characteristics will deviate towards higher
output voltages compared to the continuous current mode.
However, smoothing of the output voltage of PR is
provided not only by the inductance L, but also by the
capacitance C, or rather by their product LC [16]. Let us
determine how the transition of PR to the mode of
intermittent current will affect the value of this product.

Let the ripple coefficient of the output voltage of PR
be given:

Ky = AUpi ! 2Up

which must be provided on the load R.

Let us consider in more detail one period of the
inductance current i; in intermittent mode (Fig. 4).

Under the influence of the shaded part of this
current, the voltage on the capacitance C will increase by
the value:

(14

AUc=Aq/ C,
where Ag is the change in charge on a capacitor.
This current has the shape of a triangle with height
(I, — 1) and duration ¢,. The average value of this current,
which is proportional to the area of the triangle, will
determine the change in charge on the capacitor:

qu (Im _]L)tx — ([m_IL)Tt: )

(15)

16
5 5 (16)
Taking into account (11):
1 ( *) 1 *)
Im—IL:Im—T’”l—tp :7’”(1“[, . (17)
I .
A S— 5
" Im_IL
1,72
A
IR 7 IR ANR f
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< »
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Fig. 4. Inductance current in intermittent mode

Using the properties of similar triangles, we can
write:

I T—t 1

Ly (18)

—t
*
X
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Therefore, taking into account (17):

- <fm—15>~(1—r;:>:fm(n;:;)-(l—r;);—f 19)
m m

Then, according to (16):
Im(1+t;)-T-(l—t;2):ImT(1+t;)-(l—t;2) 0
2:2-2 8
Taking into account (9) and (15), we finally obtain:
Aq _ U, outT

C SLC (Op tX1+t Xl t )(21)

Then, according to (14), we obtain the formula for
determining the ripple coefficient of the output voltage of
PR of the step-down type, which is valid for the modes of
continuous and intermittent current of inductance L:

2
AU, T (* *)( *)( *2)
——out = TelC top —tpy N+2, \1=2,"). (22)

g 2Uout
In particular, for the continuous conduction mode
(t, = 0), we obtain the well-known formula [16]:

2
T «
K,=——t,.
P 1eLc®
Thus, in the continuous current mode, in particular
in the limit mode, for a given value of the LC product, the
ripple coefficient of the output voltage will depend on the
duration of the open state of the key top* and, in the worst
case (t,,p* —1), reaches the maximum value:
T2
16LC
Suppose that the task is to provide a given value of
the ripple coefficient of the PR output voltage K,,. In the

continuous current mode, to provide a given K, the
product LC:

Ag =

AU, =AU =

(23)

24

pmax —

¢ .

—top (25)
16K,

(LC)ecw =
and the given K, can be obtained by increasing the
inductance and decreasing the capacitance, and vice
versa.

In the intermittent current mode, the required
product LC:
S A R ) N
(LC)DCM - 16Kp top_tp +tp _tp 5 ( 6)

will depend not only on the duration of the open state of
the key top , but also on the duration of the pause t . To
analyze this dependence, we define the relation:
* * * *2
(e = (ZC)peu _ (tt)p _tp)(lﬂp)(l_tp )
(ZC)een top

27

Taking into account the results presented in Table 1,
Table 2 shows the results of the calculations of the
relation (LC)". Figure 5 shows the graphs of the
dependence (LC) f(top) for different values of the
parameter 7, on Wthh the duration of the pause t
depends at a given top

Table 2
Calculation results of (LC)"
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Fig. 5 Dependence (LC)'=f (zo,,*) for different values -

Analysis of the obtained graphs shows:

e in the intermittent conduction mode, the specified
ripple coefficient of the PR output voltage K, is provided
by a smaller value of the product LC of its elements;

e with a decrease in the parameter r = L/RT, the
required value of the product decreases;

e with an increase in the duration of the interval top ,
the required product LC decreases. In the extreme case

(tp —1)
(Lc) - (1—;}?)2 : 28)

In the continuous current mode, by changing the
inductance L to kL, we can reduce the capacitance C by
C/k. The intermittent current mode occurs when the
inductance L < L. decreases. However, in this case, the
necessary increase in the capacitance C will be less than
in the continuous current mode. For example, in the case
of 7 =0.05,L <L, by a factor of 10. At the same time,
according to the graphs (Fig. 5), to ensure the same K, in
the case of top* > 0.4, the capacitance will have to be
increased only by a factor of 3.5. This can be explained
by the fact that in the discontinuous mode, at a given
input voltage, the output voltage increases, which,
according to (14), reduces K. Therefore, the given ripple
coefficient can be obtained using a smaller value of the
product LC.

Conclusions.

1. A mathematical model is proposed that describes the
behavior of the PR in the continuous and intermittent
conduction modes, which made it possible to unify the
description of both modes within a single theoretical
basis.
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2. A family of regulation characteristics is determined
that are valid for both modes of operation of the PR and
show that when the PR transitions to the mode of
intermittent  conduction  current, its  regulation
characteristics are shifted towards higher output voltages.
This shift is greater, the longer the duration of the pause
in the inductance current.

3.1t is shown that to ensure a given ripple coefficient
of the PR output voltage, in the intermittent current mode,
a smaller value of the LC product of the PR elements is
required than in the continuous current mode, which
makes it possible to reduce the size and cost of the PR
element base.
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Disinfectant treatment of liquids with high specific electrical conductivity
by high-voltage nanosecond pulses with a subnanosecond front

Purpose. The purpose of the work is to determine, using computer modelling, energy-efficient modes of disinfecting treatment of water-
containing liquids with high specific electrical conductivity using high voltage nanosecond pulses with a subnanosecond front including
pulsed discharges in gas bubbles. Methods. We considered methods of obtaining high-voltage nanosecond pulses with sub-nanosecond
fronts. To achieve this goal, we used computer simulation using Micro-Cap 12. We also used analytical and empirical formulas for
calculating the electric field strength, inductive and resistive phases of energy switching from a capacitive source to resistive-inductive
loads. We have applied the method of comparing calculated and experimental results. Results. Energy-efficient modes of disinfecting
treatment of water-containing liquids with high specific electrical conductivity using nanosecond discharges with a subnanosecond front
in gas bubbles are such modes when the active resistance of the treated liquid is 10—40 €2 In this case, the lumped inductance of the
discharge circuit during liquid treatment does not exceed 2 nH, the capacitance of the layer of the treated liquid is 3.6—14 pF with an
amplitude of pulses from a high-voltage low-resistance source of at least 30 kV and a pulse frequency of 1500-2000 pulses per second.
With an increase in the active resistance of the liquid within the specified limits, the amplitude of the voltage on the layer of the treated
liquid increases under other unchanged conditions, including with an unchanged amplitude of the voltage from the source. The voltage
amplitude on the layer of the treated liquid with such an increase can exceed the voltage amplitude from the source by 1.6 times, and
exceed the voltage on the reactor as a whole (the series connection of the bulk streamer and the water layer). This happens due to the
presence of a lumped inductance in the discharge circuit, in which energy is stored during discharge. Scientific novelty. We have shown
the possibility of using nanosecond discharges with sub-nanosecond fronts in gas bubbles for energy-efficient disinfection of liquids,
including those with high specific electrical conductivity. In this case, a plasma electrode — a volumetric streamer — acts as a high-
voltage electrode in the disinfection of liquids. Practical value. The obtained of the computer modelling results confirm the possibility of
industrial application of nanosecond discharges with a sub-nanosecond front for disinfection and purification of water-containing
liquids with high specific electrical conductivity. References 23, figures 13.

Key words: water disinfection with high-voltage pulses, discharge unit, high-voltage streamer plasma electrode, nanosecond
discharge in gas bubbles in water, long electric line, sub-nanosecond rise time of high voltage.

Mema. Memorw pobomu € 8U3HAUEHHA 3a OONOMO20I0 KOMN TOMEPHO20 MOOETIOBAHHS eHePOehEeKMUBHUX DPEeXCUMIE Oe3IH@IKYIOUO0T
00pOOKU 8000BMICHUX DIOUH 3 BUCOKOIO NUMOMOIO eeKMPONPOGIOHICIMIO 3 BUKOPUCIANHAM BUCOKOBOTIbIMHUX HAHOCEKYHOHUX IMNYIbCIG
i3 CYOHAHOCEKYHOHUM (DPOHMOM, BKIIOUAIOYU IMIYIbCHI po3pAoU 6 2a3oeux oyavoawkax. Memoou. Po3znanymo memoou ompumants
BUCOKOBONLIMHUX HAHOCEKYHOHUX IMNYIbCI8 i3 cYOHAHOCEKYHOHUMU @poumamu. [nsa Oocacnenus yiei memu 6y10 GUKOPUCANHO
Komn tomepHe mooenioganus 3a donomozoro Micro-Cap 12. Taxooic Oyn0 6UKOPUCMAHO AHATIMUYHI MA eMRIPUYHi Gopmyau OJis
DO3DAXYHKY HANPYHCEHOCHI eNeKMPUUHO20 NOJIA, THOYKMUBHOT Mma pe3ucmusroi (asz nepeMukants enepeii 6i0 EMHICHO20 Oxcepena 00
Pe3UCmuBHO-IHOYKMUBHUX HABAHMADICEHb. 3ACTNOCOBAHO MEMOO NOPIGHAHHS PO3PAXYHKOBUX MA eKCHePUMEHMANbHUX Pe3VIbInamis.
Pesynemamu.  Enepeoeghexmusnumu  pesxcumamu  0e3ingixyiouoi  oOpobKku  80006MICHUX — pIOUH 3  BUCOKOIO — NUMOMOIO
eNeKMmpPOnPOGIOHICMIO 3a OONOMO20I0 HAHOCEKYHOHUX pO3ps0i6 i3 CYOHAHOCEKYHOHUM (DPOHMOM y 2a306ux OY1sbauikax € maki
pedcumu, Koau akmuguuil onip 0opoonroeanoi piounu cmanosums 10-40 Om, 30cepedaicena iHOYKMUSHICMb Po3paoOH020 KOA Nio uac
06pobKu piounu ne nepesuwye 2 nlH, emuicmo wapy 06pobmosanoi piounu cmanosums 3,6—14 nd 3 amnimyooro imnyvcie 6i0
BUCOKOBONLINHO20 HUILKOOMHO20 Oxcepena He Mmenwe 30 kB ma uyacmomoro imnynvcie 1500-2000 imnynvcie 3a cexymoy. 3i
30IIbUEHHAM AKIMUBHO20 ONOPY PIOUHU 8 3A0aHUX Medcax AMnaimyoa Hanpyau Ha wapi obpoomosaHoi piounu 3pocmae 3a iHUWUX
HE3MIHHUX YMO8, Y MOMY YUCTE 30 HE3MIHHOT aMnainmyou Hanpyau 6i0 Odcepend. Amnuimyoa Hanpyeu Ha wapi 00poonoeanol pioury npu
makomy 30inbuenni modlce nepesuuyeamu amniimyoy Hanpyeu ei0 odcepena 6 1,6 pasu, a maxodic nepeguuyy8amu Hanpyzy Ha
peakmopi 8 yinomy (nocnioogue 3’ €OHaHHA 00 €EMHO20 cmpumepa ma wapy 800u) uepe3 HAABHICMb 30CePeOHCeHOi THOYKMUBHOCI
Kol po3psady, 6 sKill HAKONU4yemvcs eHepeis nio uac pospsady. Haykoea mnoseusna. Iloxazano Modciusicmv SUKOPUCAHHS
HAHOCEKYHOHUX PO3PA0i6 I3 CYOHAHOCEKYHOHUMU GPOHMAaMU 6 2a308ux OyIbbaukax 0s enepeoeheKkmueHoi 0esingexyii pioun, y momy
YUCHi 3 BUCOKOIO NUMOMOIO eeKMPONPOGIOHICMIO. Y ybomy UNAOKy niasmosuti elekmpoo — 00 €EMHULL cmpumep — BUCTYNAE 6 PO
BUCOKOBONLIMHO20 — eneKmpooa npu  Oesingexyii pioun. Ilpakmuuna 3unauumicms. Ompumani pesyibmamu  Komn 10mepHo2o
MOOeNI08aAHHS NIOMBEPOIHCYIONb MONCIUGBICING NPOMUCTOBO20 3ACMOCY8AHHS HAHOCEKYHOHUX PO3PAOIE i3 CYOHAHOCEKYHOHUM (HPOHMOM
oA de3iHgexyii ma ouueHHsA 80008MICHUX PIOUH 3 BUCOKOK NUMOMOIO eflekmponpogionicmio. bidn. 23, puc. 13.

Knrouoei cnosa: 3He3apaskeHHs BOAM BHCOKOBOJLTHHMH iMIyJIbCAMH, PO3PAJHHIl 00K, BHCOKOBOJILTHHMIl CTPpHMEpPHHIl
ILIA3MOBHIA €J1eKTPO/, HAHOCEKYH/HHI PO3psj y ra3oBHX Oy/IbKax y BOJi, 10Bra eJeKTPHYHA JiHifA, CyOHAHOCEeKYHIHUN 4ac
HAapPOCTAHHSI BUCOKOI HANIPYTH.

Introduction. Liquids with high specific electrical
conductivity, which exceeds the electrical conductivity of
river and tap water, are, for example, seawater, milk. Is it
possible to disinfect such liquids using discharges in gas
bubbles inside such liquids?

Discharges are permissible in water, unlike in food
products, because discharges in food products cause
undesirable changes that impair their organoleptic
properties. It follows that water can be disinfected and
purified using a wider range of factors. This range includes
such powerful factors as high-energy electrons and
microparticles with high electrochemical potential: OH
radicals, hydrogen peroxide H,0,, ozone Os;, as well as
broadband radiation from discharges. However, these
factors can be used jointly and effectively only when

discharges are carried out inside a volume of water in a
gaseous environment, for example, in gas bubbles. This
action is fundamentally different from the action that is
widely used in the world today, which is provided by ozone
technologies. In ozone technologies is used only one active
factor from electrical discharges (barrier discharges are most
often used) — ozone, which is also not the most effective
active factor that can be obtained and usefully used for
disinfection and purification of water from discharges.

The most effective can be considered nanosecond
discharges, when in a gas volume (for example, in gas
bubbles) inside the water, a volumetric streamer is created
in a fraction of a nanosecond, which glows and covers the
entire gas discharge gap along its length. This is ensuring
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the presence of a strong electric field in the water itself,
contact over the maximum area on the plasma interface
surface of the volumetric streamer with water and the
transition of active microparticles (electrons, ions, atomic
oxygen O, radicals OH’, hydrogen peroxide H,O,, ozone
O;, etc. in the paradigm of de Broglie’s theory of matter
waves) into the water for its disinfection and purification.
It is method minimizes specific energy consumption and
the cost of disinfecting water treatment.

The interest in using high-voltage pulses as short as
possible for disinfection of water and liquid food products
is to reduce the specific energy costs for disinfection and to
increase the efficiency of such treatment by increasing the
amplitude of the electric field strength in the treated liquid
while reducing the duration of the operating high-voltage
pulses. For example, magnetic-semiconductor high-voltage
generators with nanosecond stream interrupters are known
[1, 2]. At present, researches have achieved sub-
nanosecond fronts of high-voltage voltage and current
pulses with durations from one to several nanoseconds (in
the load). They are using both closing and opening
switches [3-5]. It is for such pulses that it is possible to
obtain a volumetric streamer plasma in the discharge gap
without transitioning to a contracted (cord) discharge.

Purpose. The purpose of the work is to determine,
using computer modelling, energy-efficient modes of
disinfecting treatment of water-containing liquids with high
specific  electrical ~ conductivity using nanosecond
discharges with a subnanosecond front in gas bubbles.
More energy-efficient modes are the ones that provide a
higher disinfection degree than traditional technologies of
high-voltage ozonation of water and air environments, with
the same specific energy for disinfection. The efficiency of
a high-voltage pulse modes significantly exceeds 70 %,
because the installation is based on a Tesla transformer, the
efficiency of which exceeds 80 %. The proposed flow-
through mode of water disinfection provides specific
energy consumption of less than 0.7 kWh/m?>.

Electrical diagram and calculating the parameters
of a high-voltage pulsed installation discharge circuit,
where volumetric nanosecond streamer discharges with
a sub-nanosecond front in gas bubbles are possible. The
electrical circuit of the experimental installation for water
disinfection using discharges in gas bubbles is given in [6].
Figure 1 shows the electrical circuit, with the help of which
in this work, the computer simulation in Micro-Cap 12 of
the process of processing liquids with high specific
electrical conductivity by pulsed electrical discharges in
gas bubbles inside the liquid was carried out.

The main high-voltage storage capacity in the
diagram (Fig. 1) is designated C2. The circuit for
simulation was chosen to emphasize the importance of the
main high-voltage discharge circuit, namely, C2-SW1-L2-
TD (long line with input capacitance C4 and output
capacitance C3)-SW3-parallel connection L1 and RI-
parallel connection R7 and C1-C2. The letters SW denote
switches that operate instantly. Elements of the electric
circuit: SW3-parallel connection L1 and Rl-parallel
connection R7 and C1 simulate the reactor — a series
connection of the gas discharge gap (with a transient
active resistance R1) with the plasma after switching
(with the inductance of the plasma volume L1) and the
liquid layer with the active resistance R7 and the
capacitance C1.

R10

100 R11
— u 100u
Icz

Z0=10 TD=2ns

Fig. 1. The electrical circuit diagram used for the computer
simulation in this work

The capacitance C2 in our calculations we took equal
to C2=150 pF, which corresponds to the value of C2 used in
our experiments, or C2=1000 pF. The active resistance of the
water layer R7 we took equal to R7=10 Q or R7=40 Q. In
this case, the capacitance C1 of the water layer was taken
equal to C1=14 pF or C1=3.6 pF, respectively.

Since the bandwidth of the Rigol DS1102E digital
oscilloscope, which we used to measure voltage and current
pulses, is 100 MHz, the oscillograms may not transmit the
high-frequency component of real pulses. Therefore,
computational studies of the capabilities of the electrical
circuit of our installation are required. According to [7], we
assumed the specific electrical conductivity y when
calculating the resistance R7=R,, of the liquid layer (see
Fig. 1) equal to y=5 (Q'm)', which approximately
corresponds to the specific electrical conductivity of sea
water. In the calculations, we did not take into account
electrode effects, which can cause a nonlinear dependence
of the electrical conductivity [8] of the «water—metal
electrodes» system on the applied voltage, because their
contribution is minimal when the high-voltage pulses have
a voltage amplitude of approximately 30 kV and a duration
of less than 50 ns.

If, during a discharge in a gas bubble, we assume the
thickness of the water layer for the flow of a pulsed current
through the water layer to be /=5-10° m, and the cross-
sectional area S of the current flow through the water
5=0.25-10"* n2’, then the active resistance of the water layer
will be: R,=IAy S)=5-10"/(5-0.25-10 *)=40 Q. The capacitance
C,=¢yc-S/1~8.85-10'%-81-0.25-10*/(5-10%)=3.58-10 "> F,
where g, is the dielectric constant (absolute dielectric
permeability of vacuum); ¢ is the relative dielectric
permeability of the medium. At R,=10 Q of a volume of
water with the same specific electrical conductivity
»=5 (Q-m) ", its capacitance will be:

C,=ey-c-S/1~8.85-10%-81-0.25-10*/(5-10)=14-10 " F.
We have assumed that the relative dielectric constant of
water is a real constant, which is equal to 81.

The time constant 7, of the discharge of the
capacitance C, of the water volume to the internal
resistance R,, of this volume is determined as:

7,=R,, C,.=[Iy-S)] &9 & S/l=ey€ly.

From this formula it follows that this time constant is
determined by the ratio of the dielectric constant
(permeability) of water to its specific electrical
conductivity and is the smaller, the greater the specific
electrical conductivity of water. At y = 5 (Q'm)"
7= 8.85-10'%-81/5~1.43-10 '* 5. This means that after the
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instant disconnection of the external source of high-voltage
pulses, the capacitance of this volume of water will be
discharged to the active resistance of this volume with a
time constant 7,~1.43-10""" s.

With a capacitance C of the high-voltage pulse
source C=150 pF, the time constant 7 of its discharge into
a resistive load with a resistance R=10 Q will be
=R-C=10-150-10"""=1.5-10" s. It follows from this that
the duration of the front (rise time) of the voltage on the
load R=10 Q must be less than 1 ns so that the real
maximum voltage on the load is not significantly less than
the maximum (possible) voltage on it, to which it can be
charged by a pre-charged capacitive source of high-
voltage pulses with a capacitance C. If the duration of the
front of the pulses on the load is determined mainly by the
inductive component, namely #=2.2:-L/R, then with
L=2 nH and R=10 Q ¢=22-L/R=2.2-2-10°/10=
=4.4-10"" s = 0.44 ns. Thus, the lumped inductance of the
discharge circuit with a load R=10 Q should not exceed
L=2nH.

We use the formula for the inductances of short
conductors to determine approximately the inductance of
the volumetric discharge channel in a gas bubble [9]:

L ﬂ_l(lﬂéw_J 0

27 r, 4 / 472
where / is the length of the discharge channel, and r. is its
radius. At /=5-10°m, »=2.5-10"m L=2-10"-5-10"(In4—
—3/4+0.4527-0.0625)~10""-(1.386-0.75+0.4527-0.0625)~
~1.03-10° H. In Fig. 1, the inductance of the volumetric
discharge channel (volume streamer) is denoted by L1.

To estimate the resistive phase 7z of the commutation,
we use the empirical formula of J.C. Martin [10, 11]:

1 4 1
tr =88R 3E,(p/po)? . 2)

The dimension of the time constant 7z of the resistive
switching phase (exponential voltage drop) is [ns], for the
electric field strength £, along the discharge channel near it
is 10 kV/ecm. The dimension for R — the generator
impedance (in our case, this is the active resistance of the
water layer in the discharge circuit) is [Q]; p/po — the ratio
of the density of a gas in a gap to the density of the same
gas under normal conditions; in our case p/py=1.

The field strength E, at the sharp edge of the end
of the high-voltage rod electrode in the gap between the

Water
5 flow
direction

~ Water

$ Z$Outlet
J 9N N T
7

Water
inlet 2]

[]

Fig. 4. a — axial longitudinal section of the pipe-reactor with running water;
b — cross-section A-A of the pipe-reactor with running water

high-voltage rod electrode and the grounded electrode
with zero potential opposing it is determined using the
evaluation formula [12]:
-1
Fo= 22w, G)
r r
where Uy=U=V is high-voltage potential of the rod
electrode.
d Figure 2 shows the remaining
elements: » — radius of the tip,
N #d — distance from the end of
Fig. 2. Electrode system the rod electrode to the plane.

At Uy=50 kV, r=0.1 mm, d=10 mm according to (3)
we obtain:

Ey=(50/0.1)/In(2-10/0.1)=500/5.3=94 kV/mm.

At d=5 mm Ey=500/4.6=109 kV/mm.

At R=10 Q, Ey/=94 (10 kV/ecm)=940 kV/cm,
(p/po)"*=1 we get the following result:

7z=88-10""°-94 *°=88.0.464-0.00237~0.1 ns.
At Ey=109 kV/mm:
7=88-10""7-109 *°=88-0.464-0.002<0.08 ns.

In Fig. 1, the active resistance of the water layer in
the discharge circuit is designated R7.

A typical picture of pulsed discharges in a gas
bubble inside water and a sketch of the design of a
reactor (unit) for disinfecting water in a stream using
nanosecond discharges with a subnanosecond front in
gas bubbles. Figure 3 shows a typical integral picture
(photo) with many pulsed discharges in a gas bubble inside
water. We received this photo while conducting our
experiments. The image in Fig. 3 can be spectrally analysed,
for example, using the methods described in [13].

Fig. 3. A typical photo with many pulsed'discharges in a gas
bubble inside water
Figure 4 shows a reactor (unit)
! design wvariant for disinfection
treatment of water in a stream using
nanosecond discharges with a
subnanosecond front in gas bubbles
in real dimensions. We have used
the following notations here. The
arrows (—) indicate the direction of
gas movement in the reactor;
1 — high-voltage rod electrode
6 under U potential; 2 — the insulation
of high-voltage electrode 1;
3 — insulating cylinder to ensure
gas movement in water, creation of
bubbles in the reactor with flowing
water; 4 — metal pipe with
zero potential for introducing
high-voltage pulses and gas into the
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reactor through it; 5 — metal reactor pipe with flowing
water and gas bubbles in it (water), to which (pipe) pipe 4
is short-circuited; 6 — gas bubble; 7 — volume inside the
gas bubble, which is filled with plasma of a pulse
discharge in gas (volume streamer or near high-voltage
electrode plasma). It (plasma) borders on the water being
disinfected. 8 — conventionally depicted electric field lines
in water in the zone of the most effective disinfection
treatment in the presence of a discharge in a gas bubble.
l, — the minimal distance in water between the plasma
high-voltage electrode and the inner surface of the metal
reactor pipe (tube). When breakdown pulse voltage in the
gas bubble equals 50 kV /,~2—5 mm.

Results and discussion. In [14], based on
experimental data, the possibility of the existence of a
primary volumetric ionization zone during switching of
high-voltage dischargers is shown. In [15], the existence
of volumetric streamers is shown by calculation. In [16],
the possibility of the operation of a high-voltage trigatron
in the subnanosecond time range is shown by calculation.

Figure 5 shows the result of our computer modelling
of the electric field distribution in the discharge gap (in the
reactor) with a gas bubble and a layer of treated water at the
time #=1.5 ns after the start of the nanosecond discharge in
the gas bubble. It follows from this figure that inside the
volumetric streamer between the rod metal high-voltage
electrode (in Fig. 5 it is represented by a white figure) and
the surface of the water layer the electric field strength does
not exceed 25 kV/cm. At the same time, in the water layer
near the interface with the plasma of the bulk streamer, the
electric field strength reaches 100 kV/cm.

Calculations [15] and experiments [17] have shown
that when the duration of the discharge pulse front in a gas
bubble is approximately 1-2 ns, a plasma volume (volume
streamer) is created in the discharge gap, which covers the
entire length of the gap to the water interface. In the
process of creating volume streamers runaway electrons
play an important role, and in the case of creating negative
streamers, the emission of electrons from a high-voltage
cathode [18, 19]. The potential of the high-voltage metal
electrode, because of the appearance of a plasma formation
(a streamer) in the discharge gap, moves by the streamer
towards the interface between the gas bubble and water.
Inside the streamer, the electric field strength is
significantly lower than in water near the water-gas bubble
interface. That is, a strong electric field penetrates the
water, creating a volume in the water with a strength of
more than 40 kV/cm. Thus, in the water layer between the
plasma volume high-voltage electrode and the grounded
metal electrode, a volume zone of a strong electric field

o nlH)— —1Q2)

-30-0044 o8n 12.00n

V(1) (V)

with an intensity of 40 kV/cm to 120 kV/cm is created. In
addition, broadband radiation, including ultraviolet and
even shorter wavelength radiation, as well as active
microparticles, including OH™ radicals, enters the water
from the volume streamer, or a volume nanosecond
discharge [20]. This set of factors of the combination of
high-voltage pulse actions provides a significant reduction
in specific energy consumption for disinfecting water
treatment compared to traditional ozonation.

Time=1.5E-9 s Surface: Electric field norm (kV/cm)
mm v

E, kV/cm

= o PR—
Fig. 5. Distribution of electric field intensity inside reactor

Due to the short length of the discharge pulses (less
than 10 ns), they may not change the organoleptic
properties of food products, which opens up the
possibility of using such short high-voltage discharge
pulses for disinfecting food products.

Figure 6 shows the result of calculating of the pulse
voltage V1 on the reactor (serial connection of the plasma
discharge channel in the gas bubble and the water layer)
and the pulse voltage 72 on the water layer through which
the current flows. In this case a capacitance C2=150 pF,
an active resistance of the water layer R,=10 Q and a
capacitance of the water layer C,~14-10'* F.

With a volumetric discharge channel (volume
streamer) in a gas bubble with a channel diameter of
approximately 5 mm and a length of 5 mm, it is possible to
achieve a channel inductance of 1 nH [9]. Then, it is possible
to obtain voltage pulses with an amplitude of up to 28 kV. It
is possible if the amplitude of the pulse voltage from the
pulse generator is 30 kV, in a reactor with a volumetric
discharge channel in an air bubble 5 mm long and a water
layer 5 mm thick, which is connected in series with the
discharge volumetric streamer. Then the amplitude of the
voltage pulses will be 25.2 kV in the water layer (see Fig. 6).

circuit! 5. cir

t, ns

16 00n 20 00n

Fig. 6. The rest.lllt”b‘f the calculation (according to the scheme in Fig. 1) of the pulse voltage V(1) on the reactor voltage

and V(2) on the water layer at C2=150 pF, C1=14 pF, R,=10 Q. The long 7D line is taken into account
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The wave impedance of the long line should be made
small (approximately 10 ), because with an increase in the
wave impedance of the long line, the amplitude of the pulse
voltage on the water layer decreases. As can be seen from
Fig. 6, the calculated pulse duration on the load — a reactor
with a discharge in a gas bubble and a water layer — is in the
considered case approximately 1.5 ns at half-wavelength,
and the pulse front duration on the water layer is ~0.4 ns.

Figure 7 presents the result of calculating the pulse
voltage V(1) on the reactor (serial connection of the

so0

v, kV

— V2

n(1)

11.72n

plasma discharge channel in the gas bubble and the water
layer) and the pulse voltage /(2) on the water layer. This
is in the case when the circuit on Fig. 1 does not have a
long 7D line, and the high-voltage outputs (terminals) of
the capacitors C3 and C4 are short-circuited, R7=10 Q,
C1=14 pF, C2=150 pF. Compared to the option when the
presence of a long 7D line is taken into account (Fig. 6),
the time dependence of V(1) and F(2) has a more
oscillatory nature, and the amplitude of (2) and V(2) is a
little more.

t, ns

WF)ig. 7. The result of the calculation (according to the scheme in Fig. 1) of the pulse voltage V(1) on the reactor voltage

and voltage 7(2) on the water layer at C2=150 pF, C1=14 pF, R,=10 Q. The long 7D line is not taken into account

Creating a technologically advanced installation for
the disinfection treatment of liquids with high specific
electrical conductivity up to y=5 (Q-m) ' using discharges
in gas bubbles is a complex scientific and technical
problem, but one that can be solved right now.

Figure 8 shows the result of calculating the pulse
voltage V(1) on the reactor (serial connection of the
plasma discharge channel in the gas bubble and the water
layer) and the pulse voltage /(2) on the water layer

through which the current flows. In this case the active
resistance of the water layer R,= 40 Q and the
capacitance of the water layer C,~3.6-10"> F according
to the scheme in Fig. 1. It can be seen that in this case the
amplitude of the voltage ¥(2) on the water layer exceeds
the voltage from the pulse source by approximately
1.5 times, and the amplitude of the voltage V(1) on the
reactor as a whole exceeds the voltage from the pulse
source by approximately 1.3 times.
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Fig. 8. The resuit 6f the calculation (according to the scheme in Fig. 1) of the pulse voltage (1) on the reactor voltage
and V(2) on the water layer at C2=150 pF, C1= C,~3.6 pF, R,=40 Q. The long 7D line is taken into account

Figure 9 shows the result of calculating the pulse
voltage V(1) on the reactor (serial connection of the plasma
discharge channel in the gas bubble and the water layer)
and the pulse voltage ¥(2) on the water layer. This is in the
case when the circuit on Fig. 1 does not have a long line
TD, and the high-voltage terminals of the capacitors C3 and
C4 are short-circuited together, R7=40 Q, C1=3.6 pF.
Compared to the option when the presence of a long line
TD is taken into account (Fig. 8), the time dependence of
V(1) and V(2) has a more oscillatory nature, the amplitudes
of V(1) and V(2) are almost the same (as in Fig. 8), there is
no reflection from the ends of the long line.

Figure 10 shows the result of calculating the pulse
voltage V(1) on the reactor (serial connection of the
plasma discharge channel in the gas bubble and the water
layer) and the pulse voltage 7(2) on the water layer. This
is at C2=1000 pF, C1=3.6 pF, R7=40 Q.

Figure 11 shows the initial part of the same pulse.
These figures show the results taking into account the
presence of a long line in the circuit in Fig. 1.

It follows from Fig. 10, 11 that the amplitude of 7(2)
on the water layer is slightly larger than at C2=150 pF
(other conditions being equal).
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Fig. 9. The result of the calculation (according to the scheme in Fig. 1) of the pulse voltage V(1) on the reactor voltage
and ¥(2) on the water layer at C2=150 pF, C1= C,~3.6 pF, R,=40 Q. The long 7D line is not taken into account
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Fig. 10. The resulf of the calculation (according to the scheme in Fig. 1) of the pulse voltage V(1) on the reactor voltage
and ¥(2) on the water layer at C2=1000 pF, C1= C,~3.6 pF, R,=40 Q. The long 7D line is taken into account
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Fig. 11. The initial part of the pulses from Fig. 10

Figure 12 shows the result of the calculation
(according to the scheme in Fig. 1) of the pulse voltage
V(1) on the reactor (serial connection of the plasma
discharge channel in the gas bubble and the water layer).
It shows also the pulse voltage V(2) on the water layer at
C2=1000 pF, C1=14 pF, R7=10 Q, and Fig. 13 shows the
initial part of the same pulse.

The emergence of a volume streamer in the
discharge gap of the reactor and, as a consequence,
subnanosecond volume avalanche-streamer switching are
possible only at voltage rise rates in the discharge gap on
the gas bubble of the order of 10" V/s (3x10"-10™ V/s)
[16, 21]. To achieve such a rise rate at a breakdown
voltage of 50 kV, the time required for the voltage rise on
the gas bubble to breakdown is of the order of
5-10°V/(3:10"-10" V/s)=(5-10"° —1.7-10°) s. This is a

very short, but already achieved switching time of high-
voltage switches [17, 21, 22].

The question of the possibility of using short
discharge pulses in gas bubbles, when the high-voltage
electrode in contact with the processed liquid is plasma
(in the form of a volumetric streamer), for the processing
of liquid and flowing food products remains open.
Appropriate experimental studies are needed. It is not
clear whether any chemical and biochemical reactions
take place during processing with nanosecond pulses. It is
necessary to find out, if such reactions take place, what
exactly the reactions are processing during such, and what
the final products of such reactions are. Will the
organoleptic properties of liquid food products change
during such processing with nanosecond pulses with sub-
nanosecond fronts?
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Fig. 12. The result of the calculation (according to the scheme in Fig. 1) of the pulse voltage V(1) on the reactor voltage
and V(2) on the water layer at C2=1000 pF, C1=14 pF, R7=10 Q. The long 7D line is taken into account
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Fig. 13. The initial part of the pulses from Fig. 12

From the analysis of the above calculated results,
previously obtained experimental results and results of
other authors (including the results presented in [23]), we
can conclude that the energy-efficient modes of
disinfecting treatment of water-containing liquids with
high specific electrical conductivity using nanosecond
discharges with a subnanosecond front in gas bubbles are
the following modes. Namely, these are modes when the
active resistance of the treated liquid in one reactor in one
discharge circuit is 1040 Q, the lumped inductance of
the discharge circuit during liquid treatment does not
exceed 2 nH. Add, such modes use the capacitance of the
treated liquid layer is 3.6—-14 pF with an amplitude of
pulses from a high-voltage low-resistance source of at
least 30 kV, and a frequency of passing pulses is 1500—
2000 pulses per second. When the active resistance of the
liquid increases within the specified limits, the voltage
amplitude on the layer of the processed liquid increases
under other constant conditions, including at a constant
voltage amplitude from the source. The voltage amplitude
on the layer of the processed liquid with such an increase
can exceed the voltage amplitude from the source by 1.6
times. It also exceeds the voltage at the whole reactor (the
series connection of the volumetric streamer and the water
layer) because of the presence of concentrated inductance

in the discharge circuit, where (in the inductance) energy
is stored during discharge.
Conclusions.

1. The possibility of obtaining nanosecond high-
voltage pulses (with volumetric streamers in gas bubbles
inside water) with subnanosecond fronts in reactors for
the disinfection treatment of liquids with high specific
electrical conductivity up to 5 S/m=5 (Q:m’"' has been
shown. Such pulses can provide a higher disinfection
degree at lower specific energy consumption than longer
pulses, because of the lower energy in each pulse and the
higher amplitude of the electric field strength in the
treated liquid. Experiments that we have already
conducted have shown that nanosecond pulses provide a
higher disinfection degree at lower specific energy
consumption than microsecond pulses [6]. Therefore,
further reduction of pulse duration and duration of their
fronts is promising. In addition, such short pulses with a
subnanosecond front ensure the presence of volumetric
plasma formations — volumetric streamers, as an
extension of a metal high-voltage electrode. These plasma
formations provide an additional disinfection effect on the
liquid being treated by supplying it with active
microparticles and broadband radiation, including
ultraviolet and even shorter-wave radiation.
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2. Experimental results obtained by various researchers,
including the authors of this material, confirm the
possibility of obtaining volumetric pulse discharges in gas
environments (mediums) at atmospheric pressure.

3. An example of a sketch of the design of a liquid
processing unit in the flow mode is given, when as a result
of a pulse discharge in a gas bubble, a volumetric streamer
(volumetric plasma electrode) is created. This plasma
electrode is an extension of a high-voltage metal electrode
and creates a volumetric zone of the most effective
decontamination treatment in the treated liquid with an
electric field strength that can reach 100 kV/cm and more.

4. Using computer modelling, energy-efficient modes
of decontamination treatment of water-containing liquids
with  high specific electrical conductivity using
nanosecond discharges with a subnanosecond front in gas
bubbles are determined. These are such modes when the
active resistance of the liquid being processed is 10—40 Q,
the lumped inductance of the discharge circuit during
liquid processing does not exceed 2 nH. At the same time,
the capacitance of the layer of the liquid being processed
is 3.6—14 pF with amplitude of pulses from a high-voltage
low-resistance source of at least 30 kV and a pulse
frequency of 1500-2000 pulses per second.
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Analysis of energy characteristics of a transistor pulse generator in the process of electric
spark dispersion of current-conductive granular media

Introduction. Studies of electrophysical and technological aspects of electric discharge in reaction chambers with granular metal
loading to obtain its highly dispersed states have been conducted for many decades, however, the power sources of electric spark
dispersion installations today remain mainly classical in terms of the method of generating current pulses on the electric spark
load. The main problem of using powerful current pulse generators and reaction chambers with a plane-parallel electrode system
is to imitate the principle of the thermo-explosive mechanism of developing an electrical breakdown of dense intergranular gaps,
which leads to deterioration of the dispersion of the eroded material, and the use of smaller energy ranges (<I J) in such
installations is complicated by the electrophysical limitations of the existence of plasma channels and the loss of energy efficiency
of the electric spark treatment process. Goal. Research on the energy efficiency of the electric spark dispersion process of
heterogeneous conductive granular media in a reaction chamber with a cylindrical electrode system, provided that it is powered
by a transistor pulse generator. Results. Specific energy consumption in the process of electric spark dispersion of aluminum and
titanium granules was determined, which correlate with the average power consumption indicators of processing depending on
their bulk volume within a certain configuration of the electrode system. Scientific novelty. The flow of current through ohmic
contacts until the formation of the main discharge in the intergranular volumes of the reaction chamber causes a voltage drop
across the inductance of the discharge circuit, which accordingly reduces the amplitude of the applied voltage to the
interelectrode gap, due to which the maximum of the average power consumption characteristic of the transistor pulse generator,
which occurs before the beginning of the saturation section of the effective frequency curve of the discharge pulses, corresponds
to the most consistent mode of energy input into the electric spark load. The practical value of the considered model of the
electric discharge installation proves the feasibility of its use for the tasks of electric spark treatment of conductive granular
media. References 21, tables 2, figures 7.

Key words: energy characteristics, electric spark dispersion, transistor pulse generator, cylindrical electrode system, layer of
metal granules, ohmic contact current.

Bcemyn. Jlocniosicenns enekmpo@izuyHux i MexHONOSIYHUX ACNeKmi6 eleKmpUYHO20 po3psdy 6 peakyiiHux Kamepax 3
2PAHYILOGANUM MEMANeGUM 3A6AHMANCEHHAM ONA 00EPIUCAHHA 1020 GUCOKOOUCNEPCHUX CMANIG 8e0yMbCA 6Jice HA NPomA3i
bazamvox Oecamunims, npome Odcepeina JCUGLEHHS YCHAHOGOK eNeKMpPOICKPOB020 OUCNEP2yBaNHsA HA CbO20OHI 3aNUUAIOMbCS
nepesaicHo KIacCUdHUMU w000 cnocoby 2ernepayii iMnynscieé cmpymy 6 eaekmpoickpoge naganmaoicents. OcrnoeHnoio npoodnemoro
BUKOPUCAHNSA (POPMYBAYI8 NOMYIHCHUX IMNYILCIE CIMPYMY MA peakyiliHux Kamep 3 NI0CKO-NApaenbHoi0 CUCEMOIO eleKmpooie
€ Hacnioy8aHHs NPUHYUNY MEePMOBUOYX08020 MeXAHI3MY PO3GUHEHHA eNeKMPUdH020 HPOoOO0I0 WINbHUX MIJCCPAHYTbHUX
NPOMICKIS, WO NPU3800UMb 00 NCYBAHHSL OUCNEPCHOCTI epO008AHO20 MAMEPIANy, d BUKOPUCIAHHA MEeHWUX 0lana3onie enepeiil
(<1 [Ioc) y maxux ycmanoskax yCKaaOHACMbCs yepes enekmpoizuyti obmedceHHs ICHY8aAHHA NAA3ZMOBUX KAHAAIE Md 8Mpamy
enepeoepexmusHocmi  npoyecy — enekmpoickpogoi  0bpobku. Mema. [locnioocenns — enepzoeghekmuenocmi - npoyecy
€/1eKMPOICKPOBO20  OUCNEP2YBAHHA 2eMEePOEHHUX CIMPYMONPOGIOHUX 2PAHYIbOSAHUX Ccepedosuw y peakyiunitl Kamepi 3
YUNTHOPUYHOIO CUCMEMOIO eneKmpoodié 3a YMOSU ii JiCUGNeHHs Gi0 MPAH3UCOPHO20 2eHepamopa imnynvcie. Pesynomamu.
IlIposedeno nopienAnbHull ananiz NnoGeOIHKU XAPAKMEPUCMUK CepeOnboi CHOMCUBAHOI NOMYICHOCMI MPAHZUCTHOPHO2O
2eHepamopa iMnYIbCi8 8 3aNeHCHOCI 8I0 HACUNHO20 00 MY 3A8AHMACEHHA Ma diamempy 308HIUHBO20 eNeKmMPo0a peaKyiunoi
Kamepu O Memaneux 2pamyi 3 pi3HOI0 GeaUUUHOIO iX MINCKOHMAKMHO20 AKMUGBHO20 ONOpPY 00 YMEOPEeHHA Y Cepedosuilyi
JIGHYIOJICKI6 HACKPI3HOI nposioHocmi. Bu3naueni numomi eHepeozampamu y Hpoyeci enekmpoicKpo8o2o OucnepeyeaHHs
AnIOMIHIEGUX MA MUMAHOBUX SPAMY], WO KOPemoiomb 3 NOKAZHUKAMU CepPeOHbOI0 CHOJCUBAHOIO NOMYAICHICMIO 00poOKU 8
3a1edcHOCmI 610 IX HACUNHO20 00 €My y Medicax nesHoi Kongieypayii enekmpoonoi cucmemu. Haykosa noeusna. Ilpucymuicmo
cmpymy Kpi3b KOHMAKMHUL Onip 00 OPpMY6aHHs OCHOBHO20 PO3PAOY Y MIHCSPAHYIbHUX 00 eMax peakyilinoi kamepu SUKIUKAE
NAodiHKA Hanpyau HA [HOYKMUBHOCMI pPO3PAOHO20 KOHMYPY, WO GION0BIOHO 3MEHULyeE amniimydy HpUKIaoeHoi manpyau 00
MidiceneKmpooOHo20 NPOMIJICKY, Yepe3 Wo MAKCUMYM Xapakmepucmuku cepeoHboi CHONACUBAHOT NOMYIHCHOCI MPAHZUCTIOPHO2O
2eHepamopa IMnyn6Cie, AKUL GUHUKAE 00 NOYAMKY OLNAHKU HACUYeHHs Kpueoi epexmusHoi yacmomu po3psAOHUX IMHYIbCI6
8i0nosioac HallbinbUl NO200JCEHOMY pedcUMy 68edenHs eHepeii 6 enekmpoickpose nasanmadicents. Ipakmuuna 3nauumicmo
OMPUMAHUX Pe3YTbMamis po3eIAHYmMol Mooei eleKmpopo3psaOHOi YCMAHO8KU 00KA3YE OOYLIbHICMb iT GUKOPUCTAHHS OJI 3404y
e1eKmpoicKkpo8oi 06poOKU cMPYMORPOBIOHUX epanyIbosanux cepedosuwy. bioin. 21, Tadin. 2, puc. 7.

Kniouogi cnosa: eHepreTH4YHi XapaKTepHCTHKH, €JeKTPOiCKPOBe IMCIEPryBaHHsS, TPAH3UCTOPHUI reHepaTop iMmyJibceiB,
NMJIHIPUYHA CHCTEMA eJIEKTPOIIB, INAp MeTA1eBUX I'PAHY.JI, CTPYM OMi4YHHUX KOHTAKTIB.

Problem definition. One of the widely used
methods for obtaining powders, both pure metals and
compounds based on them, is the method of electric spark
dispersion (ESD) of metal granules [1-3] immersed in a
liquid with relatively low electrical conductivity. As is
known, the peculiarity of the electric spark dispersion
method is the presence of two most probable ways of
developing a spark discharge between adjacent surfaces
of contacting granules [4]: thermal breakdown in the area
of contact microprotrusions caused by the flow of high

current density and electrical breakdown due to the
presence of surface oxide films or cavitation bubbles.
Therefore, one or another breakdown mechanism will
occur depending on the surface purity of the metal and the
ability of the contacting surfaces of the granules to form
conductive bridges between them. But regardless of the
mechanism by which the spark discharge is formed, the
process of forming erosion particles can mainly occur due
to the heat of melting or evaporation of local zones of
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metal interacting with non-equilibrium plasma of high-
energy electrons. The balance between the melting and
evaporation energy will depend on the rate of energy
input into the formed channel, its degree of ionization,
temperature and electrical resistance. The regulation of
this process is complicated by the fact that the volt-
ampere characteristic of the spark discharge has a
decreasing character and leads to an avalanche-like
increase in current, which requires the use of parametric
methods of controlling the process of energy transfer to
the load. That is, a positive current feedback is formed
between the power source and the load, which can lead to
critical heating of the contact zones, their welding or,
conversely, boiling and splashing out a significant amount
of a large fraction of metal particles into the surrounding
liquid. Most often, these phenomena occur due to the
presence in the medium of a large number of dense
contact zones between the surfaces of the granules, which
have a low active resistance and counteract favorable
conditions for the development of the electric spark
treatment reaction. For their destruction in laboratory
practice, accumulated high energies and long-term
discharge currents are usually used. At the same time, in
the work [5] it is reported that the energy in a more
prolonged part of the pulse is mainly spent on heating the
medium or electrochemical reactions in it due to the
enhancement of recombination processes and extinction
of plasma channels.

In the direction of improving the efficiency of
energy transfer to the electric spark load (ESL), many
approaches have been developed that use nonlinear,
parametric or nonlinear-probabilistic models of its
dynamic resistance [5-7]. Also, spectrometric methods of
analyzing plasma channels have been recently practiced,
which, due to the power and color of radiation, provide
information about their number and energy distribution
between them, on which the size of the particles and the
efficiency of their production depend [8, 9]. On the other
hand, for the synthesis of erosion particles with a
controlled size and a reduced range of their dispersion, the
plasma in a volume filled with many layers of metal
granules (VMLMG) must be «colder», and this is possible
by limiting the amplitude and duration of the discharge
current pulses.

Analysis of recent research and publications.
Today, laboratory installations for initiating the ESD
process of heterogeneous conductive granular media use
both high-voltage single-power pulse generators and
semiconductor pulse generators of micro- and
submicrosecond duration [10, 11]. The advantage of high-
voltage electric spark treatment [12, 13] is the high speed
of leading edges formation and the possibility of using a
wide range of energies (0.1-10° J), as well as long
interelectrode gaps (IEGs) of the reaction chamber. But
the main disadvantage of such systems is the low
frequency of reproduction of the ESD process due to the
use of gas-filled switches or air dischargers. A more
promising direction of high-voltage pulse technology in
the direction of increasing the efficiency of ESD is the use
of inductive energy storage in combination with drift
diodes [14], which allows stabilizing the current in the
load with a rapidly decreasing volt-ampere characteristic.

In contrast to these systems, thyristor or transistor
converters are characterized by a high pulse frequency
(0.1-10 kHz) and an energy range from a fraction to
hundreds of joules. For example, dual-circuit charge-
discharge circuits of thyristor generators [15] have proven
themselves as a reliable solution for forming sufficiently
long kiloampere pulses of aperiodic nature on a low-
impedance load with a high rate of growth of their leading
edge, provided that the inductance (1 pH) of the discharge
circuit of the capacitive energy storage device (100 uF) is
minimized. However, the main disadvantage of these
converters is the limitation of the accuracy of current
duration regulation, and the use of recharging circuits or
circuits that shunt the load only increases additional
energy consumption and reduces the efficiency of such
devices. In addition, a stochastic increase in the
equivalent resistance of the VMLMG can lead to
emergency modes of operation of thyristor switches. In
the case of a prolonged current pulse through the load, the
discharge thyristor can remain in a conductive state until
the next charging cycle arrives, which causes a through
current to flow from the power source to the load. It
should also be noted that the energy efficiency of such
devices is significantly reduced when using a working
capacitor capacitance of less than 20 pF and forming
pulses with a duration of less than 15 ps. From the point
of view of material dispersion, the main problem of
introducing powerful pulses into the environment is the
appearance of an undesirable microfraction (10-100 um),
which is formed mainly due to the droplet mechanism of
condensation of metal particles.

Transistor converters for ESD tasks have not gained
sufficient popularity to date, because they have much
smaller limiting parameters for the current amplitude and
rate of its growth than thyristor ones, however, their main
advantage is the possibility of regulating the current
duration under the condition of their rigid switching or
dynamic adjustment to the period of circuit oscillations.
For example, in work [16], a generator of quasi-
rectangular current pulses with duration of 0.5 to 5 us was
used to obtain iron nanoparticles based on a sequential
pulse-width-step down converter. As the authors of the
work note, before the start of the experiment, the surface
of the metal granules was thoroughly cleaned of unwanted
oxide films. It can be assumed that under these conditions
the mechanism of electric erosion formation mostly
followed the path of thermal breakdown of the conductive
bridges formed. Considering that the maximum current
amplitude in the experiment was only 48 A, therefore, in
the case of a large number of formed contacts along the
length of the chamber and a short pulse duration, such a
current strength may be insufficient to effectively initiate
the thermal breakdown mechanism and form spark
channels, and accordingly, the energy introduced into the
medium will more likely go to thermal dissipation. As for
the rational choice of the geometric parameters of the
reaction chamber, the shape of the electrode system and
the bulk height of the VMLMG from the position of their
influence on the energy indicators of the ESD, many
publications [15, 17] provide only an empirical
assessment, referring to the range of stabilization of
processing in the absence of idle and short-circuit modes.
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Separation of previously unsolved part of the
problems. In general, the considered problems of ESD of
metallic materials can be divided into two ways - the use
of longer pulses with high energy (1 J — 1 kJ) or shorter
pulses with energy up to a fraction of a joule. The main
problem with the introduction of a significant amount of
energy into local zones is the damage of erosion particles
due to their agglomeration. First, local overheating of
contact microprotrusions causes thermal breakdown and
initiates a blast wave, which in itself is an uncontrolled
process. Second, the plasma formation reaction is
stochastic in nature, and the number of plasma channels
and the energy ratio between them in the VMLMG are
randomly distributed, so there is a probability of
introducing a significant amount of energy only into a
separate local plasma formation zone, instead of its
uniform distribution throughout the volume of the
medium. On the other hand, when using low energies,
plasma channels last less time, have a smaller diameter
and, accordingly, a heating zone and allow for, so to
speak, «point spraying» of the material surface, which
accordingly improves the dispersion distribution and
orderliness of the structure formation of erosion particles.
But the main problem in this energy range is that short-
pulse generators operate mainly by the mechanism of
electrical gap breakdown and are extremely sensitive to
the formation of conductive bridges in the medium,
because for their destruction it is necessary to introduce
much more energy to implement the thermal breakdown
mechanism. Given the stochastic nature of the change in
the ESL resistance, the amount of energy introduced into
the plasma channels from pulse to pulse can vary
significantly and depend on many factors such as the
conditions of preliminary ionization of the contact gaps,
the field strength between them, the roughness of the
surfaces, the current density between  the
microprotrusions, etc. At the same time, to assess the
efficiency of the ESD process, it is sufficient to rely on
the average value of the energy introduced into the
plasma channels for a certain period of time, which
directly affects the total mass of eroded metal, which is
removed from the contact local zones between the
granules as a result of the supply of heat of melting or
evaporation. Thus, the search for conditions for increasing
the useful power from the pulse generator, which goes to
heating the local zones and the formation of eroded metal
particles in the direction of improving the energy
efficiency of the ESD of a heterogeneous conductive
granular medium remains an urgent task.

The goal of the work is to study the energy
efficiency of the process of electric spark dispersion of
heterogeneous conductive granular media in a reaction
chamber with a cylindrical system of electrodes, provided
that it is powered by a transistor pulse generator.

Features of the proposed ESD system. Unlike
existing ESD reactors, which have a rectangular shape
and the same flat shape of the electrodes in the form of
plates, located at an average distance of 40-50 mm, in this
work it is proposed to carry out processing in a reaction
chamber with a cylindrical electrode system. The distance

between the electrodes was set to be somewhat reduced
within 20-35 mm to increase the energy input into the
contact zones between the surfaces of the granules. The
angular symmetry of the radial electric field strength of
the cylindrical electrode system, in contrast to the flat
system, where the field strength is highest at the edges of
the electrodes, allows the use of smaller technological
gaps provided that the plasma channels are evenly
distributed over the volume of the reaction chamber. The
design of the reaction chamber also includes a mechanical
stirrer, which is a disk with vertically fixed rods at a
certain distance relative to its axis of rotation, the edges of
which are immersed in the VMLMG and practically lean
against the bottom of the chamber. The disk with rods is
mounted on the shaft of the gear mechanism and is driven
by a stepper motor. In turn, the rods touch the adjacent
granules with their edges and force them to move, giving
them translational and rotational movements.

As a power source for the reaction chamber, a dual-
circuit transistor pulse generator (TPG) circuit is used
(Fig. 1), which contains the charging Cy-VTy-VDy-Lo-C,
and the discharging C-VT,-VD,-L\-R circuits. This
converter is similar in structure to dual-circuit thyristor
devices [6, 18], which use the recharging circuits of the
working capacitor, but with the following feature of the
circuit solution that the function of the current limiter of
this circuit is performed by the charging choke L,. High-
speed diodes in series with the transistors prevent reverse
integrated diodes from being blocked and limit electrical
oscillations in each circuit to one half-cycle of current.
The rectified voltage at the input of the converter is set
from 400 to 500 V and is controlled by a laboratory
autotransformer. Due to the resonant charging of the
working capacitor Cj, the voltage on it can rise to 800 V.

v VT VDo

L3P0
K E S ST
N N

Fig. 1. Schematic diagram of a TPG with a load in the form of
a reaction chamber with a cylindrical electrode system

Unlike the existing generally accepted practice of
powering ESD reaction chambers using capacitors with a
nominal value of at least 25 pF and an energy of 2 J and
more, in the experiments performed, the range of energies
operated by the generator did not exceed 1/3 J. The
parameters of the discharge circuit were chosen such that
its characteristic resistance was 4 Q.

An important function of the reverse diode VD,
which is placed in parallel with the working capacitor C,
is to prevent an uncontrolled increase in voltage on it due
to its resonant charge under non-zero initial conditions
caused by the mismatch of the discharge circuit due to the
stochastic nature of the equivalent resistance of the ESL.
Despite the fact that the charging voltage on C; in the
ESD process in a certain energy range of generator
oscillations may have a modulation component, such a
solution allows the generator to operate reliably from the
idle mode to the short-circuit mode. For example, a
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characteristic feature of the short-circuit mode is the
stationarity of its oscillations, during which the charge of
the capacitor C; occurs under the condition of a constant
positive residual voltage on it. The appearance of a
negative residual voltage on C; indicates that the
equivalent load resistance is lower than the characteristic
resistance of the discharge circuit. Such a situation can
occur both during the formation of conductive bridges and
plasma channels. However, every time a negative voltage
appears on C), diode VD, turns on, which causes the
excitation of reverse oscillation and returns the voltage on
C; to the polarity of the input DC source. Figure 2 shows
the charge, discharge and recharge cycles of C;.
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Fig. 2. Synchronous oscillograms of current and voltage
of the working capacitor C, in the ESD process

Using a digital control system, the switching time
intervals of each transistor can be set arbitrarily.
However, unlike VTj, the switching of the VT, lock-up
can be carried out only if the discharge current reaches the
zero point. The reverse fast diode VD, also plays a
secondary function, similar to the circuit of a single-
stroke step-down voltage converter, closing the residual
magnetizing current of the charging choke L.

In the ESD process, plasma channels are formed
chaotically, because of this, the energy invested in each
pulse will be different, as indicated by the residual voltage
on C; (Fig. 3), which has a step-like character. But this
mode of generator oscillations is more pronounced only in
a certain section of the energy curve, where the energy
transfer processes in the ESL have a branched character.

800

UC V Um |

600
400
200

Ur

..
0
-200

t, us
00y 100 200 300 400
Fig. 3. Step-shaped voltage of the working capacitor C|
in the ESD process

To measure the active instantanecous power and
consumed energy in the installation, a household energy

meter (model TMS55) is used, which is connected between
the generator input and the primary AC network. It has
been experimentally established that for metal granules
that are prone to the formation of conductive chains, such
as Ti, Cu, Fe, as a result of the conditionally short-circuit
mode, the generator power is approximately 2 times less
(30 W) than for the mode when the electric spark
treatment reaction is initiated with a minimum monolayer
height of metal granules. In this case, the dynamics of
voltage and current on the capacitor C; have a high
stationary stability of the steady-state oscillation mode of
the generator. Since the electrical resistance of the
conductive bridges is much lower than the characteristic
resistance of the discharge circuit, only a fraction of the
energy of C; will be dissipated in the VMLMG and on the
active elements of the circuit. In addition, the steady-state
voltage on C; between energy conversion cycles will be
close to the voltage of the power source. Otherwise, if A/
granules, which are prone to the formation of oxide films
on their surfaces, are loaded into the reaction chamber,
the generator may experience a mode close to idle. In this
oscillation mode, the voltage curve on C; will also be
stationary, but will differ in the presence of only an added
amplitude of pulsations and even lower power
consumption. In addition, a small part of the accumulated
energy C; will be dissipated in the environment due to
losses in electrolysis and electrochemical reactions
in the liquid.

However, it has been observed that the system shift
from a conditionally quiescent state (idle or short circuit
mode) towards the ignition of the plasma formation
reaction and the initiation of the ESD process is possible
due to the preliminary mechanical displacement of each
metal particle of the VMLMG. That is, the forced
destruction of conductive bridges or oxide films on the
contact surfaces between the granules creates conditions
for the preliminary ionization of the medium and the
formation of plasma channels. For this purpose, the
chamber design, as noted above, involves a mechanism of
forced agitation and activation of the medium. To avoid
the situation of blocking the movement of the mechanical
stirrer due to the mutual adhesion of the granules to each
other, their shape was chosen to be close to quasi-
spherical. In addition, it was also observed that for
granules that have a smooth surface and form more dense
contacts with each other, it is difficult to finally reach the
ignition limit of the self-pickup reaction of the EISD
mechanism even by moving them. However, due to the
continuous mixing of the medium from the mechanical
stirrer and the support of the ESD reaction by the
transistor pulse generator, the smooth surface of the metal
granules (77, Cu, Fe) is gradually covered with erosion
holes and becomes rougher with the formation of a larger
number of microprotrusions. This allows, after some time
of forced mixing of the medium, to initiate the self-catch
reaction of «continuous» plasma formation of electric
spark treatment, after which further mixing of the
granules already has an indirect effect and can be
suspended. During the studies on the example of Al
granules, it was also noticed that the TPG power even
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increased with an increase in the rotation frequency of the
rod mechanism. It should be noted that for the majority of
the group of granules, additional disturbance was
appropriate only at the stage of activation of their
surfaces, because it caused some instability and
intermittent ignition of the plasma channels. The
implementation of such an additional processing method
is also noted in the literature, but when using other
mechanisms of medium disturbance. In particular, in [19]
it is noted that the spatial oscillatory movement of
granules relative to their static position as a result of the
action of an additional source of mechanical disturbances
(vibration, ultrasound) forcibly affects the length of
plasma channels, restrains their development, limits the
energy supplied to them, and enhances their migration
along the surface of granules, which generally increases
the dispersion of erosion particles and the energy
efficiency of processing. But, on the other hand, the use
of an additional mechanism and excessive agitation of the
medium can significantly worsen the overall energy
efficiency of electric spark processing.

Experiment setting. To achieve the goal, it is
necessary to solve the following tasks:

e measurement of the power consumption of the
electric discharge installation from the power supply
network depending on the design parameters of the
reaction chamber and the features of the VMLMG at
other fixed parameters of the TPG (maximum charging
voltage and energy of the working capacitor, frequency
and pulse duration);

e assessment of the relationship between the power
indicators of the electrical installation and the specific
energy consumption of the ESD process of metal granules
with different values of their intercontact active resistance
(41, Ti) in terms of kWh/kg;

e analysis of the electrophysical processes of EID to
determine the effective modes of energy transfer from the
TPG to the nonlinear ESL.

For clarity of the presentation of the experimental
methodology, the input and output data operated by the
electrophysical model of the TPG - ESL were
determined.

Fixed parameters of the TPG and the reaction
chamber: voltage on the input electrolytic capacitor
Co — 420 V; maximum charging voltage and capacity of
the working capacitor C; — 750 V and | pF; inductance
of the discharge circuit Ly — 14.6 pH; generator
conversion frequency — 1 kHz; maximum current pulse
duration — 12 ps; working fluid — water with a specific
electrical conductivity of 30-50 pS/cm; diameter of
the inner electrode 30 mm; duration of the ESD process —
10 min.

Adjustable installation parameters: technological
gap between the cylindrical electrodes of the reaction
chamber; mass of the granulated material before the start
of dispersion — m;, g; height and number of elementary
layers of the VMLMG - #4;, mm, Ny,; diameter of the
outer electrode; average diameter of the granule (quasi-
spherical approximation).

Initial parameters of the technological process after
processing: average power of the consumed energy of the
electric discharge installation from the power supply
network — P, W; residual mass of the granulated material
after processing — m,,, g; mass of dispersed material —
Am, g; specific electricity consumption for dispersion of
granular material — O, kWh/kg.

The concentration of metal granules (47, Ti) was
calculated using a measuring cup with a working volume
of 50 ml, a height of 125 mm and a diameter of 22 mm.
Then, after recalculating the number of granules in the
bulk volume, their average N, concentration per 1 cm’
was determined, and after weighing, their bulk density.
The average diameter of the granules was obtained in the
approximation of their quasi-spherical shape and under
the condition of their cubic model of location in space
(dy = 2.4 mm, di; = 3.5 mm). To calculate the bulk
number of layers in the axial direction along the length of
the reaction chamber with a cylindrical electrode system,
the formula was used:

v SINa.Vt
d = 5
7-\RE - R}

where Ry, R, are the outer and inner radii of the
electrodes; V; is the bulk volume of metal granules;

)

3N, is the number of granules per unit length in an

arbitrary direction. The value ¥, / 7T (Rg - Rlz)is the height

of the VMLMG in the axial direction along the length of
the reaction chamber.

Measurement of the average TPG power in the
process of electric spark treatment depending on the
volume of each material was carried out in the range of
their weights from 50 to 300 g with an analysis step of
every 20 g and a processing duration of no more than
30 s, in such a way as to have the least impact on the
previous initial state of the VMLMG in the ESD process.

Based on the obtained family of dependences of the
average converter power on the bulk volume of granules
and the diameter of the external electrode — dy=72 mm,
d=82 mm, d,=98 mm (Fig. 4,a,b), both for aluminum and
titanium loading, it can be stated that a common feature of
all curves is the presence of distinct power maxima,
which appear at approximately the same height of the
VMLMG (for a certain number of layers) for each case of
the geometry of the metal granular loading. In the range
of the left section of the VMLMG experimental
dependences also have a similar gradual growth pattern,
close to linear. At the same time, with an increase in the
diameter of the external electrode, the angular slope of
each curve of the family decreases, and their maxima
increase which is especially noticeable for titanium
backfill. In addition, a distinctive feature is the
electrophysical features of the behavior of titanium
granules in the rear part of their dependences, where the
power drops sharply. This is explained by the fact that the
pulse energy at which the study was carried out (0.25 J)
is no longer enough in this section of the VMLMG (to the
right of the maximum) for continuous maintenance of the
plasma formation reaction and a stable process of electric
spark treatment.
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Fig. 4. Curves of dependence of generator power on the
VMLMG of the reaction chamber for three values of the
diameter of the external electrode:
a — Al granules; b — Ti granules

If the generator circuit enters a short-circuit mode or
is close to it, then the discharge completely dies out in the
reaction chamber or the plasma formation reaction occurs
only near the central electrode-anode, and the power of
the process still remains low (30—50 W). The maxima of
the curves for aluminum backfill have a less pronounced
growth pattern with increasing diameter of the external
electrode, and their rear parts gradually decrease
depending on the VMLMG. It should also be noted that
all power maxima P, both for aluminum and for
titanium, arise at approximately the same height of the
bulk volume of granules, or according to the number of
their layers (1). Therefore, for Al: hy = 22 mm,
N, = 8 layers, for Ti: hy; = 13.5 mm, N, =5 layers. At the
same time, the value of the power maximum tends to
increase with increasing length of the IEG, on which a
certain number of granules are placed depending on their
diameter. For the average number of granules in the radial
direction along the length of the IEG (R¢—R;) of the
reaction chamber, respectively, for the above-mentioned
model of their packing, we have the expression:

Nl:%/N_a’(RO_Rl)' )

Therefore, guided by the above, it can be assumed
that the average power consumption of the TPG in the
process of ESD of metal granules is a unique function that
depends to a certain extent on both the initial voltage on
the IEG, the pulse energy and the frequency of their
passage, and on the parameters of the packing of the
VMLMG in the reaction chamber — the number of
elementary layers in the bulk volume of metal granules
and the number of granules in one of their layers. In
addition, the surface tendency of titanium granules to

form conductive bridges in the environment is manifested
in a rapid decrease in the TPG power due to the onset of
the short-circuit mode.

The next stage of the work is to determine the
specific electricity consumption in terms of obtaining 1 kg
of powder raw material. In this case, the accumulated
value of the average power for a longer ESD period was
already measured. For A4/ granules, the treatment was
carried out with a 72 mm diameter of the external
electrode and fixed system parameters, as indicated
above. Experimental and calculated data on the ESD of A/
and 7i granules are given in Table 1, 2 respectively. The
electrical parameters of the ESD of titanium granules
were chosen to be the same as for aluminum granules, but
with the exception of the increased diameter of the
external electrode of 82 mm.

Table 1
ESD results for aluminum granules

M, 8| My, g |[Am, g |V, em’ | b, mm |[N.|P, W 0, kWh/kg
50 | 48,68 | 1,35 | 294 8,5 [3,2| 65 8,02

70 | 67,52 | 248 | 41,2 11,8 |4,5] 105 7,1

90 | 85,12 | 4,88 | 529 15,2 |5,8] 165 5,6

110 | 103,22 | 6,78 | 64,7 18,6 |7,1] 225 5.4

130 | 121,62 | 8,38 | 76,4 22 |[8,4] 250 5

150 | 143,25| 6,75 | 88,2 | 25,4 |9,8] 210 5,13

170 | 163,85 | 6,15 100 28,7 |[11] 190 5,2

Table 2
ESD results for titanium granules

m, g| My, g |Am, g|V,, cem’ |, mm |N,. [P, W] O, kWh/kg
70 | 69,32 | 0,68 | 25,7 55 | 2] 65 15,9

90 | 88,78 | 1,22 | 33,1 7,1 [2,7] 95 13

110 | 108,14 | 1,86 | 40,5 8,7 |3.4] 130 11,8

130 | 127,6 | 24 | 478 10,3 | 4 | 155 10,7

150 | 147 3 55,2 11,9 14,6] 170 9,5

170 | 166,15| 3,85 | 62,5 13,5 |5,2] 210 9

190 | 175,5 | 4,5 66,2 14,3 |5,5] 230 8,5

Thus, the obtained specific energy consumption
indicators in the 4/-Ti ESD process also correlate with the
corresponding indicators of their average power. For A/, a
lower dispersion energy consumption value was achieved
than for 7i — 5 kWh/kg, but under the condition of a 20 W
advantage. The obtained Q value correlates with the
indicator given in [20] — 5.45 kWh/kg. However, this O
value was achieved at a very low productivity of electric
spark treatment and power of the power source — during
3 h of treatment, the total mass of A4/ granules and
electrodes decreased by only 1.8 g. The lowest value of
the O indicator for 7i — 8.5 kWh/kg was achieved only
when the input voltage of the generator was increased to
450 V, which allowed stabilizing the plasma formation
process, and despite the tendency in Fig. 4,b to increase
the processing power. Taking into account the determined
mass of the eroded material obtained during its processing
time and the frequency of the generator pulses, it is
possible to calculate the fraction of particles formed per
one discharge pulse — my = Am/Tf) = Am/6-10°.
Accordingly, we have: mgy = 13.9 pg, my7=7.5 pg. Next,
based on the thermodynamic equations [21] and the
corresponding thermophysical coefficients for 4/-Ti, the
energy costs that go to melting £,, and evaporation E, of
this particle of eroded material are determined. Therefore,
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for Al: E,=13.5 ml], E,=189 mJ; Ti: E,=9 mJ, E,=84 mJ.
The average pulse energy for A4/ is 250 ml, for
Ti — 210 m]J. If we assume that all eroded particles
completely pass the evaporation stage, then the efficiency
of the ESD in relation to the energy E, will be:
Al —n =176 %, Ti — n = 40 %. At the same time, the
energy E, for Ti in terms of the same mass of material is
17 % lower than for A4/. If we refer to Fig. 4,b, the
generator power tends to increase, but does not reach its
saturation threshold due to the cessation of the plasma
formation reaction. For example, with an external
electrode diameter of 98 mm, the generator power drops
after 90 cm’ of the volume filled with metal granules. For
this geometry of the VMLMG, energy consumption can
be reduced to the level of 8.3 kWh/kg. Therefore, this
indicator once again confirms the reality that with an
increase in the number of contacts between granules along
the length of the IEG and with an increase in the number
of layers along the height of the reaction chamber, there is
a gradual increase in the generator power and a decrease
in the specific energy consumption of the ESD until its
saturation threshold is reached.

An important aspect of the study is still the
explanation of the behavior of the obtained experimental
dependences of the average power on each section of the
VMLMG. Therefore, to solve this issue, measurements of
the current-voltage characteristics were carried out both
on the electrodes of the chamber and on the TPG
elements. The conversion of electrical oscillations to the
level of amplitudes of signals safe for oscillography was
performed using a mixed-type voltage divider with a
transfer ratio of 1:46.5 and a coaxial current shunt with an
active resistance of 1.55 mQ. Both signals are fed via
coaxial lines to the inputs of a dual-channel storage
oscilloscope SDS1022. The digitized data were stored in
text format and transferred to Excel for mathematical
calculations. The number of sampling points provided by
the oscilloscope on each channel is 104 with an interval of
10 ns and an amplitude value in millivolts. The
digitization results were converted taking into account the
vertical shift and the transmission coefficient for each
signal. After processing many synchronous pairs of
oscillographic data, it was found that the efficiency of
ignition of plasma channels increases with each added
layer of metal granules of the reaction chamber. At the
initial levels of the bulk volume, many ineffective
discharges are observed and only a small part of it is
taken from the energy of the working capacitor. In this
interval, the effective frequency of discharge pulses
(EFDP) is less than the frequency of the generator pulses.
According to the step-like voltage diagram on C, it is
possible to separate ineffective discharges from their total
number for a certain period of time, and from the voltage
drops from the charging to the residual at each switching
cycle of the power switches, the average energy and
conversion power can be calculated. To maintain the
accuracy of signal digitization, the maximum width of the
window for storing data on a time sweep of 1 ms/div. was
20 ms. In order to more accurately approximate the
average power values, 5 voltage diagrams were processed
with a total time of 100 ms. Therefore, according to the

presented algorithm, the average effective discharge
energy (AEDE) can be calculated as:

Nop. NS”(UZ —Uz),.
E,= L€ 2l Urk E2Ey, ()
N, 2 Ny,
where U,, U, are the charging and residual voltages on Ci;
C is the capacitance of capacitor Cj, Ny, is the number of
effective discharges for the measurement time interval;
E; is the energy of effective discharge; £y, is the minimum
threshold energy of discharge current.

The measurements were carried out with
preservation of the same geometry of electrodes as in the
previous experiment. A distinctive feature of the obtained
curve of dependence of EFDP for A/ granules (Fig. 5,a) is
the presence of a section of its saturation (75-100 cm’),
where the frequency of effective discharges coincides
with the frequency of conversion of the generator 1 kHz.
The average energy of effective discharges in this section
of volumes after reaching its maximum (0.22 J) as well as
the average power gradually decreases. In the case of Ti
granules, the EFDP curve (Fig. 5,b) corresponds to the
generator frequency only when it enters the short-circuit
mode, and the maximum AEDE value is reached at the
level of 60 cm® of the VMLMG.
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Fig. 5. Curves of the average energy and effective frequency of
discharge pulses on the VMLMG of the reaction chamber:
a — aluminum granules; b — titanium granules

Stationary electrical oscillations in the TPG in the
saturation region of the VMLMG curve for A/, in contrast
to Ti, are characterized by greater stability and a smaller
value of reverse oscillations. Therefore, provided that the
frequency of discharge pulses and their amplitude are
stable, it is possible to take the current-voltage
characteristics at several points of the EFDP saturation
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region and calculate the instantaneous power and
dynamics of the resistance on the load.

The equivalent value of the resistance R,, of the
VMLMG during the pulse duration is usually calculated
by the formula [6], but the approximation to the integral

expressions is performed wusing the trapezoidal
approximation method:
ZZ,O(M/( U i)
Ry === 4)

eq
ZZ:O(ZI% + i/%ﬂ)
where u,, i, are the instantaneous values of current and
voltage in the discharge circuit at the k-th integration step.
The instantaneous power characteristics, which are
allocated to the ESL, are calculated based on the obtained
pairs of synchronous current and voltage oscillograms at
3 points of the saturation area of the effective discharge
frequency (Fig. 6).
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Fig. 6. Instantaneous power characteristics for 3 height levels
of aluminum VMLMG
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Synchronization of all characteristics was carried out
on the first rapidly falling front of the voltage pulse on the
IEG, which corresponds to the moment of the final
electrical breakdown of the medium and the beginning of
the development of the spark discharge with the
subsequent transfer of the main part of the energy from
the capacitive energy storage to the load. As can be seen
from the characteristics for the filling levels Ay = 22 mm,
hy = 25 mm, their main feature is the presence of a
significant power surge until the moment of development
of the plasma channel. The power jump is mainly
associated with the flow of current in ohmic contacts in
local zones between the granules, the development of
ionization avalanches and polarization of the working
fluid in the intergranular volumes. It should be noted that
the final voltage value, which is set on the IEG after the
transistor key is completely unlocked, will be primarily
determined by the current in the ohmic contacts of the
load and the reactive parameters of the discharge circuit.
The flow of current through the ohmic contacts causes a
voltage drop across the choke L;, which accordingly
reduces the maximum amplitude of the applied voltage to
the IEG, the value of which in turn affects the consistency
of the energy input into the ESL. As found out based on
the analysis of many synchronous pairs of volt-ampere
data, the voltage on the IEG is maintained for some time
and remains practically constant, while a voltage
«plateauy is formed before the start of the development of

the plasma discharge. In turn, the intensity of electron
avalanche propagation and the further development of
plasma channels will depend on the value of the ohmic
contact current, which heats the contacting surfaces of the
granules.

The increase in the ohmic contact current from the
layer height is explained by the increase in the surface
area of contact of the granules with the electrodes of the
reaction chamber. But at some point, at the height of the
VMLMG 4, = 29 mm, the ohmic contact current becomes
quite significant and merges with the spark discharge
current, at the same time the voltage «plateau» — the
ionization voltage shelf completely disappears, which
worsens the development of plasma channels. Therefore,
it is advantageous to perform the ionization process hold,
when the voltage plateau on the IEG lasts for some time,
on average several microseconds, which is important for
increasing the number of plasma channels and the
efficiency of their growth. The ohmic contact current in
this sense heats the contacting layers of granules and
stimulates thermionic emission from their surfaces, which
in turn affects the ionization current, which is the trigger —
the primary source for the formation of plasma channels.
On the other hand, a sufficient potential difference
between the heated surfaces of the granules will create
conditions for the effective propagation of electron
avalanches and the formation of plasma channels.

For the considered family of instantancous power
curves for the duration of the discharges (12 ps), the
energy dissipated in the ESL is calculated. Again, if the
power integral over time is approximated by the
trapezoidal method, then we can obtain the expression:

Ey =057 (U ig +Upsr-iger) A1, (5)
where At is the integration time step, Az =10 ns.

From which we have that the energy for the curve /4,
is 240 mJ, A, — 190 mJ, h, — 160 mJ. These results also
correlate with the values obtained by (3) for the generator
power curve in Fig. 4,a.

Regarding the dynamics of the load resistance over
time (Fig. 7), each curve has its own initial resistance
value. However, a distinctive feature of the curve 4, is the
presence of a zero resistance value and its instantaneous
jump in a short period of time from the zero mark to the
initial value R,.

0 t, us
0 2 4 6 8 10
Fig. 7. Dynamics of the resistance of the electric spark load

At a layer height of at least 30 mm, the presence of
the displacement current of the intergranular volumes of
the working fluid becomes significantly noticeable, which
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causes the appearance of a reactive component in the
dynamics of the load resistance. Further, using (4) for all
3 curves hyh,, we have the following values of the
equivalent load resistance: Ay — 3.95 Q, h; — 2.41 Q,
h, = 1.84 Q. If the characteristic resistance of the
C1-VT\-VDy-L, circuit is 4 Q, then it can definitely be
stated that the main reason for the decrease in the AEDB
with the increase in the VMLMG in the EFDP saturation
region is the decrease in its equivalent resistance. Because
of this, the transient process in this circuit becomes more
oscillatory and branched [7].

At the same time, the R,, values correlate with the
initial resistance values at the time of IEG breakdown,
which also tend to decrease — Ro(/)=25 Q, Ry(h)=8.5 Q,
Ry(hy)=4.5 Q. The obtained relationship between the
height of the VMLMG and the initial resistance of the
ESL can also be an addition to the parametric model of
the electric spark load [4], where the dependence of this
resistance on the initial applied voltage to the IEG is
established.

Another interesting circumstance is that the presence
of ohmic contact current when switching the discharge
circuit with a thyristor key is difficult to notice due to its
inertial features — the process of heating the intergranular
gaps and the formation of plasma channels merge in time.
In addition, the low value of the circuit inductance only
contributes to the rapid development of the plasma
discharge and, in principle, makes it impossible to
recognize this phenomenon. In [17], only approximate
intervals of existence of each current are given, because
the volt-ampere characteristics on the IEG are similar to a
smooth curve of the pulse power at the point of a
noticeable drop in the contact resistance of the ESL,
which is shown in Fig. 6 (curve A,). In this sense, the
advantage of the transistor switch is the possibility of
quickly applying voltage to the IEG and immediately
separating several stages of the spark discharge
development in the volume of the metal loading of the
reaction chamber.

Conclusions.

1. The proposed model of an electric discharge
installation — TPG with a maximum pulse voltage of up to
800 V and energy of up to 0.3 J in combination with a
reaction chamber with a cylindrical system of electrodes
confirms its effectiveness for ESD tasks of heterogeneous
conductive granular media with different degrees of
activity of intercontact resistance.

2.1t was established that the average power
consumption of the TPG when operating on the ESL
under the condition of a fixed input supply voltage and
pulse frequency is dependent on the geometric
dimensions of the metal loading in the reaction chamber —
the number of its layers and the number of granules along
the length of the IEG in one layer. In addition, the nature
of the TPG power after reaching its maximum in the
saturation region of the effective frequency of the
discharge pulses is influenced by the electrophysical
features of the behavior of the intercontact resistance of
the granules and their tendency to form chains of through-
conduction in the medium.

3. The specific energy consumption Q in the ESD
process of aluminum granules (5 kWh/kg) turned out to
be lower than for titanium granules (8.3 kWh/kW), at the
same time, the obtained power curve for the titanium load
is characterized by the absence of its saturation area due
to the onset of the short-circuit mode in the TPG. In the
case of increasing the outer diameter of the reaction
chamber and, accordingly, the inter-contact gaps along
the length of the IEG, provided that there is a certain
number of layers of the VMLMG, the maximum power
also increases, which accordingly correlates with the QO
indicator in the direction of its decrease.

4.1t was found that the effective frequency of ESD
discharge pulses depends on the ohmic contact current,
the direct flow of which before the start of the main
discharge causes heating of the contact surfaces of the
granules, which affects the ionization processes of the
development of electron avalanches and the formation of
plasma channels.

5.1t was established that the main reason for the
decrease in average power with increasing bulk volume of
metal granules in the saturation region of the curve of the
effective frequency of discharge pulses is the decrease in
both its initial and equivalent resistance, which is caused
by an increase in the surface area of contact of the
granules with the electrodes of the reaction chamber,
therefore the transient process in the discharge circuit
becomes more branched.
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Features of designing high-voltage overhead power lines in an underground collector

Problem. Protection of high-voltage (HV) overhead power lines (OPL) from external atmospheric and military influences and
reduction of their hazardous electromagnetic radiation is possible if they are made in a compact form and placed in an
underground collector. But to ensure high capacity and reliable operation of such compact HV OPL, it is necessary to improve
the existing designs of their current-carrying elements. The goal of the work is to determine promising design parameters of
busbars of compact high-voltage overhead power lines laid in an underground collector. The methodology for calculating
permissible long-term currents of HV OPL laid in an underground collector is based on the analytical model proposed by the
authors for describing the processes of mass and heat transfer in the air of an underground collector. Scientific novelty. For the
first time, the possibility of efficient use of HV OPL in an underground collector conditions is substantiated and the conditions for
their reliable transmission of electric energy with increased capacity are determined. This is achieved through the use of
rectangular flat vertical conductive busbars with an increased surface area and providing better convective heat exchange
compared to traditional round wire, as well as by determining the rated current for such overhead lines at a reduced ambient
temperature (15 °C), which is typical for operating conditions in underground collectors (25 °C) adopted for overhead lines
located outdoors. Practical value. The use of the proposed HV OPL laid in an underground collector should ensure reliable
transmission of electrical energy, sufficient throughput and increased protection from external factors while reducing the
electromagnetic impact on the environment (due to a significant reduction in the interphase distance from 3—4 m to 0.3—0.6 m for
110 kV HV OPL), and has advantages over SF6-insulated cable lines and cable lines characterized by an increased insulation
cost). References 36, table 1, figures 6.

Key words: compact high-voltage overhead power line, underground collector, busbar conductor, thermal modeling.

IIpoonema. 3axucm 6UCOKOBOILMHUX NOSIMPAHUX NiHIU enekmponepedasanis (I1J1) 6i0 306HiwHIX ammoc@epHux ma GiticbKOBUX
BNIUBIB, MA 3MEHUIEHHS IX HeOe3NeyH020 eleKMPOMASHIMHO20 SUNPOMIHIOBAHHA MONMCAUBO NPU iX BUKOHAHHI Y KOMNAKMHOMY
6uU2NISI0T § pOMIWEHHT Y NIO3eMHOMY KOAeKkmopi. Ane 015 3a0e3neuents 8UCOKOI nPONYCKHOL CHPOMOJICHOCIE Ma HAOIiHOT pobomu
maxux xomnakmuux nogimpanux IIJI neobxiono yOOCKOHANeHHA ICHYIOUUX KOHCMPYKYIll iX CcmMpyMOnpogionux enemenmis.
Memorw pobomu € 6USHAYEHHS NEPCHEKMUBHUX KOHCIPYKMUBHUX NAPAMEMPI8 CIMPYMONPOB00I8 KOMNAKMHUX BUCOKOBOIbINHUX
NOGIMPAHUX JIHII  eleKmponepeoasants, sKi npokiadeni y niozemuomy xoaexkmopi (IIIIIK). Memoouka po3paxyHky
donycmumux mpuganux cmpymie IIJIIIK 3acnosana Ha 3anponoHO8aHill a8mMopamu aHALIMU4Mil MOOeni Onucy npoyecie
macomennonepenecents 6 nogimpi niozemnoco Koiekmopy. Haykoea noeusna. Bnepwie 006Ipynmogano Modicausicmo
epexmuenozo euxopucmanns IIJI 6 ymosax nio3emMHO20 KOJNEKmMOpy ma GU3HAYEHO YMOSU HAOIUHOI nepedaui HUMU
enekmpoenepeii 3 ni0GUEHO NPONYCKHOI ChpomodicHicmio. Lle docaeHymo 3a80aKuU 3aCMOCY8AHHIO NPAMOKYMHUX HIAOCKUX
6EPMUKATLHUX CIPYMONPOGIOHUX WIUH, SIKI MAlOmyv 30i1buieny niow)y nogepxui ma 3abesneuylomov Kpawuli KOHEeKYitiHull
Meni000MiH NOPIGHAHO 3 MPAOUYIUHUM KPY2AUM NPOBOOOM, A MAKONHC 34 PAXYHOK GUSHAUEHHS OONYCIMUMO20 MPUBALO20 CIMPYMY
ona maxux I1JI npu 3menweniti memnepamypu 306Hiunb020 cepedosuwa (15 °C), wo xapakmepna 0is ymos excniyamayii @
NIO3EMHUX KONIEKMOpax I cymmeeo Hudicua 3a cmauwoapmuy memnepamypy (25 °C), nputinamy ons I/, posmiwenux Ha
giokpumomy nosimpi. Ilpakmuuna 3nawumicme. Buxopucmanus 3anpononosanoi IIIIIK mae 3a6esnewumu uaoditine
nepeoasants eleKmpuyHoi enepeii, 00CMamHO NPONYCKHY CAPOMOJICHICMb | NIO8UUeHy 3aXulyeHicCms 8i0 306HIWHIX BaKkmopis
npu 3MEHWEHHI eNeKMPOMACHIMHO20 BNAUBY HA OMouyioue cepedosuuje (3a PAxXyHOK IiCMOMHO20 3MEHUWIeHHS MIdNCHa3HOT
giocmani 3 3—4 m 0o 0,3-0,6 m ona [IJI 110 kB), i mae nepesacu Had i0OMUMU NIOZEMHUMU eNleKmpomepexrcamu (TiHigMu
eNeKmponepeddsantss 3 enecda3060r I30AYiel0 ma KabelbHuMu AIHIAMU, WO XAPAKMepusyomvbCs NiOSUWEHOI0 8apmicmio
izonayii). bion. 36, Tadun. 1, puc. 6.

Kniouogi croeéa: kOMIaKTHA BUCOKOBOJIbTHA MOBITPSIHA JiHifA ejleKTponepeaaBaHHs, MiI3eMHHii KOJEKTOpP, CTPYMOMNPOBIx i3
MJIOCKHUX IIIMH, MO/IEJIOBAHHS TEIJIOBOTO PEKUMY.

Introduction. Ensuring reliable power supply to
consumers is the main task of the electric power industry.
To achieve this, it is necessary to improve the technical
and economic indicators of high-voltage (HV) power
grids. Two main types of power grids are most often used
to supply consumers with electricity: HV overhead power
lines (OPLs) and HV underground cable lines (CLs).
However, during the operation of OPLs and CLs,
problems arise with ensuring their reliable functioning.
This is due to the influence of natural atmospheric factors
(ice, solar radiation, strong winds and rain, etc.), as well
as the high vulnerability of these lines in the event of
fighting using modern artillery and missile weapons.

In addition, the problem of improving the power
supply of modern megacities with dense construction

requires an urgent solution. The increase in load in cities
leads to the need to find new methods for organizing their
power supply.

One of the effective methods of increasing the
reliability of power supply in cities and the protection of
power grids from negative external man-made, natural
and military influences is the placement of power grids in
underground reinforced concrete tunnels (collectors),
which is quite widespread in the world. Thus, in [1-11]
examples of the development of pilot projects for the
construction of underground power grids of different
voltage classes with insulation from air, cross-linked
polyethylene and SF6 are given.

In [1, 2] the issues of choosing insulation for
underground lines and substations of various designs are
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considered, examples of their calculations are given.
Work [3] is devoted to the analysis of the impact on the
environment of OPLs and underground CLs. It is shown
that underground lines have a significantly smaller
number of external influence parameters and have a much
smaller impact on the environment.

The works [12—-14] are devoted to the comparison
of the parameters of OPLs and underground CLs made
of cross-linked polyethylene. It has been shown that CLs
are more protected from external factors and have a
compact design that reduces the electromagnetic impact
on the environment and does not require the alienation
of large land plots. However, with the same capacity,
CLs are 2—-10 times more expensive than overhead lines
due to the high cost of HV insulation made of cross-
linked polyethylene [13, 14]. It should also be noted that
the repair work of OPLs and CLs can differ in cost by
5-10 times.

The works [4, 5] contain materials on the
construction of a 500 kV underground line in
California, made with a direct current cable. This
decision is due to the impossibility of using AC CL in
the required length. The choice of an underground line
is due to the community's resistance to the construction
of a ground OPL.

The works [6, 7] provide data on the implementation
of a project to build a completely underground 220 kV
substation in the Chinese city of Wuhan. Currently, no
detailed information about this project is provided in open
sources, but the fact that it is located in a shopping mall
imposes additional requirements on its design.

The work [8] is devoted to the development in 2013
by the LLC Kharkiv Design Development Institute
«Teploelektroproekt-Soyuz» of a project for an
underground 220 kV substation with SF6 insulation.

The works [9, 10] show the possibility of building
underground power networks, identify the advantages of
such networks, but do not provide data on their design
features.

The work [11] is devoted to the analysis of the use
of SF6 insulation in power networks. The advantages
and disadvantages of using SF6 as an insulating medium
are given. Gas insulated transmission lines (GILs) are
considered. Direct burial of the GIL system into the
ground combines advantages of underground laying of
cables with high throughput of ground OPLs of the
corresponding power. It is shown that GILs have high
reliability, high throughput, and low magnetic field
levels. Such lines are similar in design to the so-called
complete current conductors and have insulators inside
the structure that limit the radius of rotation and the
value of the permissible short-circuit currents. In
addition, the GIL housings must be made hermetic,
which significantly complicates their design. It is also
worth noting the high cost and complexity of
maintaining such a line compared to the OPL of the
analog power.

In the works [15-18] it is shown that the magnitude
of the magnetic field harmful to humans and the
environment, created by OPLs and CLs, is proportional

to the interphase distance of their current conductors.
Therefore, the value of their magnetic field is
significantly (by an order of magnitude) reduced in the
compact design of electrical networks, which are
characterized by an interphase distance of less than 1 m.

The main parameter that significantly affects the
characteristics of electrical networks is the design of their
phase power lines, including their material and geometry.
Currently, the choice of current conductors of OPLs and
CLs is regulated by regulatory documents [19]. It should
be noted that their recommendations are more for
different voltage classes. Thus, to determine the cross-
section and number of wires in a phase for OPLs with a
nominal voltage of up to 20 kV, it is necessary to exclude
electrical calculations, and those parameters for a line
with a higher voltage are performed without any technical
or economic calculations in [19] in the form of Table
2.5.16. This necessitates the search for other approaches
to the selection of material and design of current
conductors in comparison with the traditional approach
[20-23], and especially, given that the specified sources
do not consider the issue of selecting the parameters of
the current conductor for power networks located in
underground collectors.

In the works [24-26], examples of the use and
selection of so-called high-temperature wires are given. In
the works [27, 28], information is provided and the
advantages of wires with a composite core are
highlighted, which can increase the mechanical
characteristics and increase the length of OPL’s spans.
The works [29, 30] describe the advantages of using wires
made of aluminum alloys and provide examples of their
use for OPLs.

It should be noted that the above advantages of the
latest wire brands cannot be decisive for the choice of the
design of current conductors of OPLs in an underground
collector. It is necessary to take into account that the
determination of the design of current conductors for
OPLs located in an underground collector will be quite
close to the choice of the design of phases of closed
switchgear with air insulation in accordance with [19-23].
These sources provide tables with the values of wire and
bus cross-sections and their maximum permissible
continuous currents. However, it is not indicated under
what conditions they operate.

The works considered above, which are devoted to
the creation of compact underground electrical networks
of various types and their structural elements, do not
contain specific technical parameters of the completed or
proposed projects.

According to the authors of the article, the greatest
interest for practical use is HV compact OPLs with air
insulation laid in an underground collector (OPLs in UC).
But OPLs in UC in comparison with ground OPLs,
underground CLs and underground GILs have not been
studied enough to date. The rational design parameters of
their current conductors, which at limited cost allow to
realize increased throughput with increased protection
from external factors and reduce electromagnetic impact
on the environment, remain still not defined.
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The goal of the work is to determine the promising
design parameters of current conductors of compact high-
voltage overhead power lines, which are laid in an
underground collector.

The above analysis shows that OPLs in UC can be
considered as a promising means of transmitting
electrical energy under the conditions of ensuring their
competitive technical and economic characteristics.
Thus, OPL in UC has quite significant advantages over
OPL, and primarily because in the underground collector
there are no negative natural factors that affect OPLs,
which are located in the open air. Therefore, OPLs in
UC can be considered as an alternative to CLs and GILs,
which have a more complex design of current conductor
insulation and high cost.

Thus, the requirements for the structural elements
of OPLs in UC will be very different from the known
requirements for the structural elements of OPLs. This
fact confirms the need to conduct research to determine
the rational design of OPLs in UC elements, and
primarily the design of their phase current conductor.

Determination of the design of the phase current
conductor of the OPL in UC. One of the main design
parameters of both the OPLs and the OPLs in UC is the
cross-section of the current conductor. Based on the
unambiguous recommendations of regulatory documents
regarding the phase cross-section of the OPL with
nominal voltage of 110 kV, a phase cross-section of
240 mm* was adopted, recommended in [19] for AC
type wires. For phase current conductors of the OPLs in
UC of busbars, the cross-section can be chosen the same
as for the AC type wire. However, if we calculate the
permissible continuous current of the 110 kV OPL wire
based on its maximum natural power of 30 MW, we will
obtain a current value in the phase of about 272 A. With
an increase in power by 25 % (standard practice for
using 110 kV lines), the current will increase to
approximately 340 A. For such current values, it is
possible to determine the cross-sections of AC wires of
95 mm® and 150 mm?, respectively, from [19]. The
choice of such wire cross-sections will lead to an
increase in active power losses, but will reduce capital
investment in the line. Therefore, to determine the
rational wire cross-section, it is necessary to conduct a
technical and economic comparison of the phase design,
taking into account all the factors affecting it.

However, the conditions for using phase wires for
OPLs in the open air and current conductors of the OPLs
in UC, as noted above, are quite different. Regulatory
documents recommend selecting phase wires based on the
permissible continuous current. To determine it, it is
necessary to calculate the heat transfer coefficient, which
significantly depends on the design features of the phase
current conductors and the air temperature in the
underground collector.

Based on the current values (0.3-2 kA) that must be
provided for the OPLs in UC, their creation does not
require the use of special complex current conductor
designs in the form of boxes, pipes, I-beams or several
rectangular-section buses [19-23]. Therefore, the authors

propose to consider using either a conventional AC type
wire for OPLs or a rectangular busbar as a phase current
conductor for OPLs in UC. This necessitates the
performance of thermal calculations of rectangular
busbars, which are widely used for low and medium
voltages. This necessity is due to the fact that the
nomenclature of busbars [19-23] does not meet the
conditions of their use for power transmission lines. For
OPLs in UC, completely different busbar sizes may be
rational, which meet the requirements [19] for the cross-
section of phase current conductors for different classes of
rated voltage.

When determining the heat transfer coefficient and
permissible long-term current of phase current
conductors of the OPLs in UC, it is also necessary to
take into account the specific conditions of their
operation. The main difference from the OPLs is that for
OPLs in UC, it is not necessary to take into account the
strength and direction of the wind, as well as solar
radiation, which affect the thermal mode at a given long-
term permissible temperature of the current conductor of
70 °C [19-23].

The cooling efficiency of current conductors of the
OPL in UC is estimated by their heat transfer coefficient
[31], which determines the intensity of heat transfer from
a solid surface to the air in the environment. For its
calculation under conditions of laminarity and natural
convection, the following relationship can be used [32]:

Nu=C(Gr-Pr)", (D

where Nu is the Nusselt criterion; Gr is the Grashof
criterion; Pr is the Prandtl criterion; the coefficients C and
n depend on the free motion mode and the surface
washing conditions.

The Nusselt criterion Nu [33] characterizes the
intensity of heat transfer in the boundary layer between
the gas and the surface of the body flown around it:

Nu=a-1/4,, 2)

where [ is the characteristic size, m; 4, is the thermal
conductivity of the gas, W/(m'K).

The Prandtl criterion Pr [33] determines the physical
properties of the gas:

Pr=u-C,l2,=v,la, 3)

where p is the dynamic viscosity coefficient, N-s/m?;
v, is the kinematic viscosity coefficient of the gas at a
given temperature of the medium 1z, m’/s; a is the
coefficient of temperature stability of the gas at a given
temperature, m’/s; C, is the isobaric mass heat capacity of
the gas, kJ/(kg'K).

The Grashof criterion Gr characterizes the ratio of
the lifting forces that arise in the gas during heating and
the viscous forces [33]:

3
Gr:ﬂ.g.i ~Al" (4)

Vp
where £ is the coefficient of volumetric expansion of the
gas, 1/K; g is the acceleration due to gravity, m/s%;
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At is the temperature difference between the surface
(wall) of size d and the gas between which heat is
exchanged, °C or K.

Let us use the relationships (1-4) to calculate the
permissible long-term current of the current conductor of
the OPLs in UC made of a round wire of type AC.

Calculation of the permissible continuous current
of the OPL in UC made of round wire. The geometry of
the current conductor of the OPL in UC made of round
wire is shown in Fig. 1.

Fig. 1. To determining the heat transfer coefficient of a round
wire of the OPL in UC

For the calculation, the recommended [19] design of
a 110 kV phase with one AC type wire with cross section
of 240 mm?, which is used for overhead lines, was
selected.

The calculation was performed under the following
conditions.

The 110 kV OPL in UC is located in a reinforced
concrete collector with minimum internal size of 3x4 m,
which is located underground at a depth of at least 4 m.
In this case, the calculated air temperature in the collector
according to [34] will be 14-16 °C. Therefore, we will
perform the calculation for the air temperature #, = 15 °C,
and also for comparison for the temperature #, = 25 °C,
which according to [19-23] is calculated for ground
OPLs.

Long-term  permissible  temperature of the
current conductor #, = 70 °C, thermal conductivity
A = 0.0287 W/m-K; kinematic viscosity coefficient
v, = 17.46:10°° m?/s; Prandtl criterion for air Pr = 0.698;
volumetric expansion coefficient of air = 0.00343 1/K.

The following phase wire parameters were used
in the calculation: diameter of the AC wire 240/32
d = 21.4 mm; radiation coefficient of a completely black
body Gy = 5.67-10° W/m?% blackness coefficient of
the body E, = 0.4; active resistance of the wire
ro=10.1182 mQ/m.

Taking into account the fact that the AC type wire is
made of a bundle of wires of smaller diameter, the
equivalent wire diameter increased by a factor of 1.33 was
used [35]. The presence of collector walls was not taken
into account in the calculation.

The Grashof criterion Gr was calculated according
to (4). Taking into account the value of the Prandtl
criterion for air, the Nusselt criterion is defined as [33]:

Nu=0,5(Gr-Pr)*®. (5)

The heat transfer coefficient from the wire is

calculated using the formula:
a=Nu-1/d. (6)

The heat flux from the wire due to convection from

1 m? is equal to:
q=r(ty—1,). (7)

Heat release from the wire due to convection from
1 m” of the surface of the wire AC 240/32 [33] is equal to:

QC = al(tst _tp)Fv (8)

where F'is the surface area of the wire.
Heat release from 1 m’ of the surface of the
AC240/32 wire due to radiation is [33]:

0r = £0Co ((ts, /100)* ~(z,, /100)" JF . )

The total heat release in the channel is equal to:

0, =0c +0k- (10)
The heat release from the flow of current / is:
0,=1I"R, (11

where R is the electrical resistance of the conductor.
The permissible value of the current flowing in the
conductor under the condition O, = Q is equal to:

1=(o,/RP". (12)

The results of calculating the permissible continuous
current for the AC 240/32 wire, which is made in
accordance with (5-12) by (1-4), are presented in Fig. 3
and allow us to compare it with the tabular one given
in [19]. The calculation error was 2.6 % (tabular value
505 A, calculated value 518.13 A). This confirms the
correctness of the developed calculation method and the
possibility of its use for determining the permissible
continuous currents of current conductors placed in an
underground collector. At the same time, the operating
conditions of current conductors in the collector are
practically the same as the conditions of their operation
in the room.

Calculation of the permissible continuous current
of the current conductors of the OPL in UC of busbar.
It is proposed to perform the phase current conductor of
the OPL in UC in the form of one busbar of rectangular
cross-section. This design of the phase current conductor
was chosen taking into account the simplicity of its
installation and operation. When analyzing the busbar
cross-section, we take it equal to the wire cross-section
for AC 240 110 kV OPL, which is recommended in [19].
It should be noted that with an equal cross-section with an
AC type wire, busbar, unlike AC, may have a different
design.

For the calculation, variants of the busbar with
the geometry corresponding to the following dimensions
hid ratio (Fig. 2) were selected: 240/1, 120/2, 80/3, 60/4,
48/5, 24/10, 20/12, 12/20, 12/24, 5/48, 4/60, 3/80, 2/120,
1/240.

The calculation of the permissible continuous
current of the busbar is based on the relationships (1-4),
which are also used for round wire. The geometry of the
current conductor with the busbar is shown in Fig. 2.

Fig. 2. To determining the heat transfer coefficient of a current
conductor of the OPL in UC of busbars
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In busbars, the heat release process is different
because of presence of clearly expressed busbar vertical
and horizontal surfaces for which, in presence of natural
convection, heat transfer conditions are another.
This difference is taken into account by different
coefficients in (1).

Relation for the determination of the Nusselt
criterion for the busbar horizontal part is [32]:

Nu =118-(Gr-Pr)*'% . (13)
For the vertical part of the busbar [32]:
Nu =0,75-(Gr- Pr)%%. (14)

Calculation of the heat transfer coefficient due to
natural convection is carried out in accordance with (6).
The calculation conditions are similar to those specified
above for the round wire of AC type.

Let us calculate the Prandtl and Grashof similarity
criteria necessary to determine the Nusselt criterion by (3)
and (4), respectively. The Nusselt criterion is determined
for horizontal and vertical busbar surfaces.

The heat transfer coefficient of the busbar from the
horizontal surface is:

o= Nu-Ald .
where d is the thickness of the rectangular busbar.

The heat transfer coefficient from the vertical
surface is:

(15)

oy =Nu-Alh,
ne h is the height of the rectangular busbar.
The area of the busbar horizontal surface (Fig. 2) is:
FR=2-d-L, 17)
where L is the length of the rectangular busbar.
The area of the busbar vertical surface (Fig. 2) is:
Fr,=2-h-L. (18)
The heat flow due to convection from the horizontal
busbar surface is:

(16)

ger=0q-(ty —1,). (19)

Heat release due to convection from the busbar
horizontal surface is:

Oci1=9c1-F - (20)
The heat flow due to convection from the vertical
busbar surface is:

qcr =0y (ty —1p). (21)

Heat release due to convection from the busbar
vertical surface is:

Oc2=9c2 F>. (22)
Heat release due to convection is determined as:
Oc =0c1+0c - (23)

The heat release from busbars due to radiation is
determined by (9), and total one by (10).

The permissible continuous current for busbars is
determined in accordance with (12). The results of its
calculation in accordance with (12-23) are presented
in Fig. 3.
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Fig. 3. Results of calculation of permissible continuous current
of the OPL in UC with different design of the phase current
conductor with cross-section of 240 mm? and different air
temperatures: a) at ¢, = 15 °C; b) at 1, = 25 °C

Analysis of the results of calculation of
permissible continuous currents and choice of design
of the phase current conductor of the OPL in UC. The
analysis of the results obtained shows that busbars of the
OPL in UC in comparison with round wire of the same
cross-section have greater values of permissible
continuous currents.

In Fig. 3, the abscissa axis shows the ratio #/d for
different geometries of the busbars considered. Therefore,
at an air temperature of 15 °C in the collector, the limiting
values of currents for the OPLs in UC with busbars
compared to temperature of 25 °C can be increased. Thus,
for the OPLs in UC 110 kV with busbars 240/1, the
permissible continuous current will increase by 12 %
(from 1164 A to 1302 A), which will allow increasing the
power of the power grid by 15 MW. At the same time,
when performing the OPL in UC from the AC 240/32
wire, a change in air temperature from 25 °C to 15 °C
leads to an increase in the permissible continuous current
by only 9 %.

The results of calculations of permissible continuous
currents for busbars with different 4/d ratios allow us to
determine the most rational designs of phase conductors
of OPLs in UC with busbars. Such designs should be
taken into account in the feasibility study when
implementing a specific OPL in UC project, taking into
account other technical parameters such as the line route,
the presence of man-made influences, the presence of a
rated voltage network, the impact on the environment, the
costs of operation and repair, the required throughput,
mechanical strength, reactive and active resistance, etc.

84

Electrical Engineering & Electromechanics, 2025, no. 5



Determining rational designs of OPLs in UC with busbars
will allow us to reduce the number of options for a more
detailed technical and economic analysis.

OPLs in UC with busbars have greater permissible
continuous currents which is connected with increase in
the current conductor heat transfer surface P (Fig. 4).

P
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Fig. 4. Heat transfer surface area P of different designs
of current conductors of the OPL in UC with cross-section
of 240 mm?

Analyzing the results shown in Fig. 3, 4, we can
conclude that there are designs ofbusbars that have a
smaller surface area or perimeter than the AC wire (with
the same length) and have higher permissible continuous
currents. With equal lengths of the compared
conductors, their area is proportional to the perimeter of
the conductor. At the same time, the perimeters of
current conductors with busbars differ significantly from
the perimeter of the AC 240/32 type wire. This confirms
that the permissible continuous currents for OPLs in UC
with busbars will be greater than the current for a round
wire. This is also confirmed by Fig. 5, which shows the
ratio k between the perimeters of different designs of
busbars and a round wire and the ratio k& for permissible
continuous currents of busbars and a round wire.
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Fig. 5. Ratio k between wire parameters:

1 —ratio of the area of heat transfer surface for the wire type AC
240/32 for different busbar designs with cross-section of 240 mm?;
2 —ratio of permissible continuous currents for the wire type
AC 240/32 or different busbar designs

As shown above, the cooling efficiency of the
current conductors of the OPLs in UC and the intensity of
natural convection are determined by their heat transfer
coefficient a according to (1-4, 6, 15, 16). At given air

temperatures in the collector and the limiting temperature
of the current conductor, a significantly depends on its
geometry, which determines the surface area, as well as
on the spatial orientation of the conductor, which is
illustrated in Fig. 3.

Thus, the greatest cooling efficiency and the greatest
values of permissible continuous currents are provided by
current conductors with busbars (Fig. 2) with the
maximum ratio of its height 2 to its width d.
Theoretically, such structures include busbars with an side
ratio A/d of 240/1, 120/2, 80/3, 48/5 with a vertical busbar
installation (at 2 > d) in accordance with Fig. 2. However,
taking into account ensuring the necessary mechanical
strength of the busbars, when designing an OPLs in UC it
is advisable to limit oneself to a vertical current conductor
with thickness of at least 2 mm.

In case of horizontal installation of busbars (& < d)
the cooling efficiency and values of permissible
continuous currents decrease (Fig. 3) due to worsening
natural convection.

Determination of the interphase distance and
the length of the spans for OPLs in UC with busbars.
The geometric dimensions of OPLs in UC with busbars
are determined by their minimum interphase distance D
(Fig. 2), which depends on the insulating properties of
air. For closed switchgear 110 kV, the smallest
interphase distance between their buses according to
[36] is 250-450 mm, which can also be accepted for
OPLs in UC.

Another important issue is the determination of the
minimum length of the spans of the OPLs in UC with
busbars at the accepted interphase distance, which
depends on the electrodynamic forces that arise when a
short-circuit shock current flows through the current
conductors of the OPL in UC. In such an emergency
mode, phase current conductors should not approach the
adjacent phase at a distance at which insulation
breakdown is possible.

To study this issue, calculations of the minimum
allowable value of the span between supports of the OPL
in UC when using busbars were performed. The analysis
assumed that the busbar can be represented as a beam
supported by several supports. Under this assumption, the
allowable breaking force o of the aluminum busbar can be
defined as [35]

V31078 i 24

“ W-D’ @)

where i, is the short-circuit current, kA; / is the span

length; D is the interphase distance, m; W is the moment

of resistance of the busbar relative to the axis
perpendicular to the force action, m’.

The minimum span length of the OPL in UC is
determined from the following relationship, obtained
according to (24) and Table 1, limiting the allowable
force o for the aluminum busbar to a value of 40 MPa:

l= ((0 W-D)/(3-1078 -ij))o’s . (25)
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Table 1
Determination of moment of inertia and moment of resistance of
the busbars of the OPL in UC

. Moment of | Moment of
Busbar location . . .
inertia resistance
h
%@1 7 d g/‘/ﬁ dRN2 | dhe
] o o
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] Fr] 7
h v 3 2
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The results of calculating the length of spans for
different designs of OPLi in UC with busbars under the
action of different short-circuit shock currents, which are
performed in accordance with [35] for the minimum
possible under the conditions of air insulation breakdown
the interphase distance of 300 mm for the PL in UC
110 kV [36] are presented in Fig. 6.
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Fig. 6. Results of calculation of the length of the spans / of the
OPL in UC depending on the design of the busbars with cross
section of 240 mm?2 (//d) at different currents

Analysis of the obtained results (Fig. 6) shows that
the permissible span length of the OPL in UC with
busbars depends quite significantly on its design
parameters. The values of the span lengths obtained
during the calculations indicate the possibility of
constructing OPLs in UC with busbars for almost all
busbar structures considered in the work. This indicates
that the OPLs in UC with busbars, even for the smallest
span values (50 m), will be cheaper than a conventional
OPL due to the absence of traditional supports, which in
our case are replaced by cheaper garlands of insulators, or
support insulators. Therefore, the OPLs in UC, even when
its spans are reduced to the minimum value (50 m), are
competitive in comparison with OPLs.

Thus, OPLs in UC proposed by authors, in
comparison with ground OPLs, as well as with
underground OPLs of the same power, allow for reliable
transmission of electricity with high throughput, the
increase of which compared with ground OPLs 110 kV is
from 3 % to 230 % (depending on the design of the
busbars) with the same cross-sections of their current
conductors. At the same time, the proposed OPLs in UC
provide high protection from negative external
atmospheric and military factors while reducing the
electromagnetic impact on the environment.

At voltages of 20-110 kV, the proposed OPLs in UC
are competitive with underground lines with SF6
insulation, since with similar technical characteristics they
have a simplified design of current conductors, which
requires lower capital and operating costs.

Conclusions.

1. The technical and economic advantages of using
OPLs in UC when placed in an underground collector are
substantiated based on a comparative analysis of the
characteristics of OPLs, CLs, and lines with SF6
insulation.

2. A method for calculating permissible continuous
currents of OPLs in UC is proposed, which is based on
the analytical model developed by the authors for
describing mass and heat transfer processes in the air of
an underground collector and allows justifying the
rational design of phase current conductors made of
busbars.

3. It is shown that the implementation of the current
conductors of the OPLs in UC from vertical busbars with
side ratio of 240/1, 120/2, 80/3, 48/5, which are
characterized by an increased surface area and increased
natural convection heat transfer compared to a round wire
of the same cross-section, as well as taking into account
the decrease in air temperature in the underground tunnel
to 15 °C compared to the external environment (25 °C),
allows to significantly increase the throughput of the
OPLs in UC compared to OPLs.

4. Based on the analysis of thermal, electromagnetic,
electrodynamic processes in the OPLs in UC and
literature sources, the possibility of significantly reducing
the interphase distance for OPLs in UC compared to
OPLs (for 110 kV OPLs from 34 m to 0.3-0.6 m)
is substantiated, which allows to design the OPLs in UC
in a compact design with a reduced level of
electromagnetic fields.

5. For the first time, the technical and economic
advantages of using the OPLs in UC in comparison with
ground OPLs, as well as underground OPLs and
underground CLs with SF6 insulation are substantiated,
and conditions are determined to ensure reliable
transmission of electricity by the OPLs in UC with high
throughput, the increase of which is from 3 % to 230 %
(depending on the design of the busbars) compared to
110 kV OPLs in the open air with the same cross-sections
of their conductors.

6. The proposed OPLs in UC are competitive with
underground lines with SF6 insulation for voltage of
20-110 kV, since with similar technical characteristics
they have a simplified design of current conductors,
which requires lower capital and operating costs.

7. The design and construction of the proposed
OPLs in UC will ensure reliable transmission of electrical
energy, sufficient throughput capacity and increased
protection from negative external atmospheric and
military factors while reducing the -electromagnetic
impact on the environment.

8. Further research is planned to focus on developing
scientific foundations for regulatory documents on the
design of OPLs in UC, which are currently absent in
Ukraine.
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