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EnekmpuyHi MawuHu ma anapamu
UDC 621.313.318

V.F. Bolyukh

https://doi.org/10.20998/2074-272X.2025.3.01

Electromechanical processes during the start of induction-type magnetic levitation

Purpose. A study of induction-type magnetic levitation by determining the electromechanical processes that occur when a stationary
inductor is connected to an alternating voltage source and the levitation of an anchor made in the form of a multi-turn short-
circuited winding with an attached load. Methodology. Using a mathematical model describing an inductor and an anchor with
concentrated parameters, solutions are presented for equations describing the interconnected electrical, magnetic, mechanical and
thermal processes that occur in induction-type magnetic levitation. Results. The influence of the frequency of the alternating current
source on the electromechanical processes of levitation, which occur at different parameters of the anchor, is established. Due to the
phase delay of the induced anchor current in relation to the inductor current, an electrodynamic force directed downwards arises at
certain moments of their period. The total force acting on the anchor, due to the electrodynamic component, is of an alternating
nature with a predominance of the positive, upwardly directed component, which causes pulsations of the anchor speed. Originality.
The force acting on the anchor due to the electrodynamic component is of an alternating nature with the positive component directed
upwards dominating. The resulting oscillatory damping mechanical process occurs with an increase in the oscillation period and a
decrease in its amplitude. Practical value. It has been established that the maximum value of the lifiing force acting on the anchor is
achieved at an alternating current frequency in the range from 75 to 125 Hz, and the highest value of the steady-state levitation
height is realized for an anchor similar to an inductor at a frequency of 75 Hz. References 37, figures 6.

Key words: magnetic levitation of induction type, mathematical model, experimental test, starting electromechanical
characteristics, oscillatory electromechanical process.

Mema. /[ocnidowcennss maenimnoi nesimayii iHOYKYitiHo2o muny wisxom GUSHAUEHHs eNeKMPOMEXAHIYHUX NPoYecis, Wo BUHUKAIOMb NPpU
NIOKNIOYEHHI HEPYXOMO20 [THOYKMOpa 00 Odcepena 3MIHHOI Hanpyeu ma aesimayii AKOps 6UKOHAHO20 y 6uenadi 6a2amosumxoeoi
KOpOMKO3amMKHeHOi 0OMOmKY 3 npuconanum Haganmagicentam. Memoodonozia. 3a 0onomozoio mamemamuyHoi Mooeni, KA Onucye
IHOYKmMOp ma AKIp i3 30cepeodceHUMU napamempami,, npeoCcmagieti pilueHHs PIGHAHb, WO ONUCYIOMb 83AEMONO08 A3aHI eleKmMpPUdH,
MASHIMHI, MeXaHiyui ma mennosi npoyecu, wo SUHUKAIOMb y MacHimHill negimayii inoykyitinoco muny. Pesynemamu. Bcmanogieno
BNIUB YACMOmu 0dicepenia 3MIHHO20 CMPYMY HA eleKMPOMEXAHIUHI npoyecu 1esimayii, wo 6UHUKAIOMb 34 PI3HUX NApAMempie AKOpPsL.
Yepes pazosy 3ampumky iHOYKOBAHO20 CMPYMY SKOPSL RO 6IOHOUWEHHIO 00 CIPYMY [HOYKMOPA 8 NegHi MOMeHmu ix nepiody 6UHUKAE
enekmpoounamiuna cuna cnpamosana enuz. Cymapna cuna, wo Ol€ Ha AKIp, uepe3 eleKMpOOUHAMIYHUL CKAAOHUK, HOCUMb
3HAKO3MIHHULL XAPaKmep 3 Nepesa’caHHAM NOZUMUBHOL, CNPAMOBAHOL 620py CKIAO060I, WO 00YMOBIIOE NYNbCayii WEUOKOCI AKOPA.
Opuczinanvnicme. /fitoua na AKip cuna uepe3 eneKmpoOOUHAMIYHY CKIA008Y HOCUMb 3HAKOSMIHHULL XApaKmep 3 NepesadsiCaHHAM
NO3UMUBHOL, CNPAMOBAHOL 820pYy CKIAO060I. Bunukarouuil npu ybomy KOIUSATbHO 3a2acaiouutl Mexaniunuil npoyec 6i00yeaemuvca 3i
30LIbUEHHAM NEPIOJY KOMUBAHb MA 3MEHUEeHHAM tioco amnaimyou. Ilpakmuuna yinnicme. Becmarnosneno, wo makcumanbHa niouomMHa
cuna, wo Oi€ Ha sKIp, 00CA2AEMbCsL NPU YACMOmI 3MIHHO20 cmpymy 6 dianasori 6i0 75 do 125 'y, a naiibinbwa sucoma nesimayii, wo
6CMAHOBUNACSL, PEeai3yEMbCs OISl AKOPSL, AHAN02TUHO20 THOYKmopy, npu wacmomi 75 I'y. bi6in. 37, puc. 6.

Kniouogi cnosa: marHiTHa JeBitanist iHAyKkniiiHOro TMIy, MaTeMaTH4Ha MO/ieJIb, €KCIIEPUMEHTAIbHe BUNIPOOYBAHHS, IIyCKOBI
€J1eKTPOMeXaHi4yHi XapaKTepHCTHKH, KOJUBAJIbLHUI eJIeKTPOMeXaHiYHuii npouec.

Introduction. Magnetic levitation allows for
qualitative improvement of existing technologies and
finds application in transport, aerospace, chemical,
biomedical engineering and other fields of science and
technology. High-speed trains have been created on the
basis of magnetic levitation and contactless suspension of
aircraft models in wind tunnels is provided [1]. It helps
circulate blood in the human chest, is used in the
production of integrated circuits, measures dimensions
with subatomic resolution, is involved in plasma research,
melts and mixes chemically active high-temperature
metals, simulates the sense of touch in tactile systems,
cools laptops, enriches wuranium and isotopes in
centrifuges, stores energy in rotating flywheels, and
powers rotors in machines [2]. Levitating micro-actuators
eliminate the mechanical connection between fixed and
moving parts, ensuring that inertial forces dominate over
frictional forces [3]. Based on magnetic levitation,
electromagnetic energy sources driven by motion are
being developed, which are used for autonomous power
supply of various high-tech devices, such as remote
sensors, wearable devices, biomedical implants, etc. [4].

Features of the application of magnetic levitation.
Magnetic levitation is used in actuators, accelerometers,
gyroscopes, magnetic bearings, dampers, etc. It is used to
stabilize and control sea vessels, spacecraft, and other
critical objects.

In micro-drives, magnetic levitation not only
eliminates friction, but also essentially creates a built-in
micro-sensor with a long service life [3]. Levitating
micro-actuators can operate in harsh conditions (with
increased vibration and temperature, in a chemically
aggressive environment, etc.), preventing contact of the
micro-object with surfaces. They are used as sensors,
motors, switches, accelerators, particle traps, conveyors,
bearings, etc.) [3]. The micro-actuator allows for the
implementation of a combination of induction-type
magnetic levitation and an electrostatic actuator [5]. The
mathematical model of the said levitation considers a
conducting disk located between two circular currents.
Such a model takes into account two degrees of freedom,
allowing for the evaluation of static displacement and
suspension stability.

Magnetic levitation is used to stabilize and stabilize
a vessel, to reduce vibration and noise [6]. For these
purposes, the accelerations of the stator and the stabilizing
mass block were measured when the excitation winding
was supplied with a sinusoidal voltage of 0—500 Hz.

The contactless magnetically stabilized spacecraft
provides increased reliability and more precise control in a
six-degree-of-freedom system [7]. Control of the excitation
current of the contactless ring electromagnetic drive
directly affects its orientation characteristics. Magnetic
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bearings are used for the inertial drive of the spacecraft,
and active control is used to eliminate unbalanced vibration
in the magnetic levitation system [8].

The dual-hinged gyroscope of the magnetic
levitation spacecraft provides position determination and
position control [9]. The dual-axis angular velocity of the
spacecraft is determined from control signals in the active
magnetic suspension control system for the high-speed
rotor. The angular velocity of the magnetic levitation
gyroscope is measured by determining the current and
noise of the tilt signal on the orientation accuracy of the
spacecraft [10].

Magnetic levitation is used for magnetic bearings
and dampers because they are stable and easy to use at
both low and medium speeds. The magnetic damper
reduces vibrations and noise in devices [11], and the
active magnetic bearing suppresses disturbances in the
control system and displacement vibrations [12].

The three-magnetic bearing platform provides drive
weight compensation with ultra-precise installation, long
stroke and high acceleration [13]. It uses magnetic bearings
to provide lifting force and in-plane torque. Magnetic
levitation can be effectively used in high-precision
gravimeters to reduce autoseismic vibrations [14, 15].

A miniature rotating gyroscope is described in [16] in
which a 0.5 mm thick aluminum rotor levitates and rotates
relative to a flat coil. When high-frequency alternating
current with temporal and spatial phase distribution is
applied to the coil, the rotor rotates. Two internal
conductors provide levitation, and the outer conductor
provides lateral stability, preventing the rotor from sliding
sideways. When tested for 200 hours, the micromotors
remained operational at high current densities and elevated
temperatures, showing no signs of degradation.

A promising direction of magnetic levitation is
medicine. For a disposable extracorporeal system, a
magnetically levitating centrifugal pump has been
developed that provides blood circulation [17]. Such a
pump, with high productivity, eliminates mechanical
contact with the impeller, reduces heating and reduces
blood trauma, preventing the formation of blood clots.

However, in a magnetic levitation system there is a
problem of stabilizing suspended bodies. The stability of
the system is affected by the mechanical interface
between the levitation object and the loaded device, and
self-exciting vibration occurs during operation. To study
the effect of the gap size on the mechanical behavior of
the system, a coupled electromagnetic-mechanical model
with lumped parameters was considered in [18]. It was
found that with a decrease in the gap size, the vibration
frequency increases.

In [19], the dynamic electromagnetic characteristics
of an electrodynamic levitation system with permanent
magnets are investigated. The test setup is used to
determine the speed characteristics, lateral stability and
vertical vibration. A massive object is suspended in the air
at a height of 30 mm [20]. Levitation can also be realized
with a small gap, for example, at a distance of up to 5 mm
between two ferromagnetic cores [21].

Of particular interest is magnetic levitation of the
induction type (MLIT), which does not require either
permanent or superconducting magnets. In it, the height

of the suspension of the conductive anchor can be easily
changed by regulating the alternating current feeding the
inductor. Such levitation can be implemented in various
devices in the presence of an electrically conductive
element that is subject to an alternating or series of
magnetic field pulses [22, 23].

In the work [24] an electromechanical model of the
MLIT of a conductive anchor in the form of a ring is
constructed and investigated. The equilibrium positions of
the levitating ring are determined, the stability is
investigated and an expression for the rigidity of the
suspension is obtained.

To stabilize the MLIT, a magnetic resonance
connection is used between a stationary inductor and a
levitating multi-turn anchor [25]. To calculate such a
suspension, analytical solutions of equivalent circuits
were used, on the basis of which the currents in the
inductor and anchor, forces relative to the gap size and the
applied frequency of the alternating voltage were
considered. Experimental and theoretical results show that
positive rigidity is possible, which is necessary for self-
stabilization of the magnetic suspension.

The MLIT allows energy to be transferred to a
levitated object even if there is a large gap between the
inductor and the anchor. Magnetically coupled circuits
have two resonant frequencies, the attractive force is
generated at a lower resonant frequency, and the repulsive
force is generated at a higher resonant frequency [25].
The damping characteristics and the rigidity of the
suspension depend on the size of the gap, the amplitude
and frequency of the alternating voltage source.

One of the effective MLIT devices is the Thomson’s
Jumping Ring, which consists of a fixed inductor in the
form of a multi-turn coil and a vertically located
ferromagnetic core in the form of a steel rod that protrudes
beyond the upper limit of the coil [26]. When alternating
current is applied to the inductor, the conductive anchor, in
the form of a thin ring placed on a ferromagnetic core,
jumps to a certain height, after which it is held in a state of
levitation relative to the coil. The Thomson apparatus was
used to measure the phase delay of the current and force in
the frequency range of 20-900 Hz [27]. Stroboscopic
photographs of the jumping ring at room temperature and
at liquid nitrogen temperature show that the jump height is
determined by the time-averaged mechanism of the
inductive phase delay. The stack of thin rings levitates at a
higher altitude than a single ring because the inductive
phase delay begins to dominate the parallel resistance of
the combined rings.

Based on the analytical model of Thomson’s
apparatus, the dependences of the force acting on the ring
on the phase, amplitude and frequency of the exciting
current were established [28]. The theory of an ideal
alternating current transformer is also used to calculate
the parameters [29]. The electrodynamics of a levitating
ring demonstrates a changing mutual inductance between
the ring and the coil [30].

The dependences of the jump height of the ring on
its material (copper and aluminum alloys), mass,
temperature, and the number of rings of different heights
were obtained [31]. The jump height increases and shifts
to a lower optimal mass when the rings are cooled to a
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temperature of 77 K. The throwing heights of brass,
copper, and aluminum rings at room and nitrogen
temperatures and different applied voltages were studied
[32]. Synchronization of two rings of the Thomson
apparatus, powered by alternating current, has found
application in mobile robotics [2].

However, the existing Thomson devices
implementing MLIT contain a ferromagnetic core
protruding beyond the coil surface, which affects the
design of the suspended object and introduces
nonlinearity into the levitation process control system.
Thomson devices were mainly used to study and
demonstrate the effect of magnetic levitation without a
load, and were not considered as a power suspension.
This can also explain the design of the conductive anchor
in the form of a ring, which is not advisable when feeding
the inductor with high-frequency current. The height of
the ring toss is mainly analyzed, while in the practical
implementation of magnetic levitation, the size of the gap
between the hovering anchor and the stator inductor and
the time of the steady-state process are important.

The aim of the article is to study magnetic levitation
of the induction type by determining the
electromechanical processes that occur when a stationary
inductor is connected to a source of alternating voltage
and the levitation of an anchor made in the form of a
multi-turn short-circuited winding with an attached load.

Mathematical model of MLIT. Let us consider
electromechanical processes in a one-dimensional MLIT,
in which a fixed inductor is connected to a high-frequency
voltage source, and a coaxially mounted conductive anchor
can move along only one spatial coordinate. The anchor is
made in the form of a multi-turn short-circuited winding on
which a load (an object being lifted) is installed. In this
case, if the anchor is wound with a relatively thin wire, it is
possible to analyze the influence of its height on the
operation of MLIT, neglecting the skin effect.

We will assume a strictly vertical movement of the
anchor along the z axis relative to the stationary inductor.
Let us consider a mathematical model of MLIT, in which
the magnetic connection between the inductor and anchor
changes. To describe MLIT processes, we will use
electric circuits with concentrated parameters of the
inductor and anchor, the active resistances of which
depend on their heating temperature [33].

Note that when magnetic levitation is started, the
temperature of the active elements may not increase
significantly, but in a steady state this temperature can
significantly affect the nature of electromechanical
processes. Therefore, we will consider a universal
mathematical model that describes processes in different
operating modes.

To take into account the interconnected electrical,
magnetic, mechanical and thermal processes, we will
present the solutions of the equations describing these
processes in a recurrent form [34]. Electrical processes in
the active elements of the MLIT (inductor and anchor)
can be described by a system of equations:

o di diy . .dM
R(T))i+ L —+M(z)—=+ tH)—=u(t), (1
1 ()i 1, (2) py i, (1) l u(t), (1)

. di di; . dm
Rz(Tz)lz+L2d—t2+M(Z)d—t1+l1Vz(f)E=0, )

where n = 1, 2 are the indices of the inductor and anchor,
respectively; M(z) is the mutual inductance between the
active elements; v, is the velocity of the anchor along the z
axis; u(t) = U,sin(ax + y,) is the voltage of the power
source; i,, R,, L,, T, are the current, active resistance,
inductance and temperature of the n-th active element,
respectively.

Using the relationships from work [35], the
following expressions can be written for the currents of
the active elements of the MLIT:
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where u(t;) = U,sin(at; + w,); At =ty — t;
R =Ri(T1); Ry =Ry (T); M =M(z);

2 2
dm of dM
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The magnitude of the anchor displacement together

with the connected load relative to the inductor can be
represented in the form of a recurrence relation [33]:

he () = (1) + v, (6) At + 8- 4 [(mg +my) . (5)
where v, (t;41) =v. (1) +9- Atf(m, +my) is the anchor

speed together with load; 3= F,(z,t)-0,1257y, ﬁaDezzvf )

+
2
LiLy—M

+

F(z,0) =ij(t})iy (tk)% is the instantaneous value of the

axial electrodynamic force acting on the anchor; m,, m, —
mass of the anchor and the attached load respectively;
h, — magnitude of anchor displacement; y, — density of the
medium of movement; S, — drag coefficient; D, — outside
diameter of the attached load.
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The temperature of the n-th active element can be
described by the recurrence relation [35]:

T, (tki1) :Tn(fk)ﬂﬁ(l—)()[To +477% (1) %

—1 -1 77-1{2 2 |1
><Rn(Tn)OanDen[—]n (Den_Din) j|v (6)

where y = exp{— 0,254tD,,a 7, c,jl T, )7;1 }; D.,, D, —
the outer and inner diameters of the n-th active element,
respectively; ar, ¢, » — heat transfer coefficient, heat
capacity and density of the n-th element respectively.

To calculate MLIT we use the following algorithm
of cyclic action. We divide the working process into a
number of numerically small time intervals At = #, — 1,
within which all values are considered constant. In each
cycle, using the parameters calculated at time ¢, as initial
values, we calculate the parameters at time #.;. In the
calculation cycle, the values of currents 7,, temperatures
T,, resistances R,(T,) of active elements, values of axial
electrodynamic force fi(z.f), velocity v, and displacement
h, of the anchor, mutual inductance M(z) between active
elements are successively calculated.

To determine the currents on a numerically small
calculation time interval Az, we use linear equations with
constant parameter values. We select the value of the
calculation step At in such a way that it does not have a
significant effect on the calculation results, while ensuring
the necessary accuracy.

Initial conditions of the mathematical model: 7,(0)=0;
T,(0)=T, — current and temperature of the n-th active
element, respectively; 4.(0)=h,, — distance between active
elements; v,(0)=0 — armature speed along the z-axis;
u(0) = U, siny, — voltage of the alternating current source.

Main parameters of MLIT. Let us consider the
electromechanical processes when starting magnetic
levitation of the induction type, in which the inductor (#=1)
and anchor (n=2) are made in the form of multi-turn disk
windings. The active elements (inductor and anchor) are
tightly wound with copper wire of diameter d,=0.9 mm.
Their outer diameter D,=100 mm, and inner diameter
D;, =4 mm. The inductor has an axial height ;=10 mm
and contains turns w;=480.

The active elements are made in the form of massive
disks by impregnation and subsequent hardening of epoxy
resin. They are installed horizontally and coaxially so that
the initial distance between them #4.,=1 mm. The
amplitude of the AC source voltage U,, =100 V. The mass
of the load connected to the anchor is m, =0.5 kg.

Let us consider the influence of the anchor
parameters and the frequency of the AC source f on the
electromechanical processes that occur in the MLIT when
the inductor is connected to the source. As anchor
parameters we will use the number of turns w, and the
axial height H,. The change in the number of turns of the
anchor w, is carried out layer by layer, which
proportionally changes its height H,.

Let us consider electromechanical processes when
using an anchor with the following parameters: number of
turns w,=240, height H,=5 mm. Figure 1 shows the
starting electromechanical characteristics of the MLIT at
the initial interval of 0.1 s when an alternating voltage
with a frequency of /=50 Hz is applied to the inductor. In

this case, the anchor with the connected load makes a
vertical jump from the initial position. The instantaneous
values of the source voltage u, the current density in the
inductor j; and anchor j,, the axial force F,, the vertical
velocity v, and the displacement /4, of the anchor are
presented as characteristics.

e u,V; j, A/mm?

VY

-150 .

F-,N; h., mm; V- m/s

60

-40 |
80 f, ms 100

\
0 20 40 60

Fig. 1. Starting electromechanical characteristics of MLIT
at source frequency /=50 Hz over a short interval

The inductor current lags in phase with the source
voltage, which is explained by the active-inductive nature
of the inductor resistance. However, the phase delay of
the induced anchor current with respect to the inductor
current is more important, since due to this, at certain
moments, the currents flow in one direction, which leads
to the emergence of a braking electrodynamic force
directed downwards. Note that the total force providing
vertical movement of the anchor F. also takes into
account the gravity of the anchor and the load, as well as
the aerodynamic resistance during movement.

As a result, the force F, due to the electrodynamic
component acting on the anchor, has an alternating
character with the positive component directed upwards
predominating. It should be noted that the effect of the
occurrence of the alternating nature of the electrodynamic
force acting on the moving anchor when an alternating
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voltage is applied to the inductor was first described in the
works of Ukrainian scientists in 1986 [36].

This character of the electrodynamic force causes the
pulsations of the anchor speed v.. When the anchor with the
load moves vertically relative to the inductor by a distance
h., the induction current of the anchor and the positive
component of the force acting on it decrease. In this case,
the force of gravity begins to prevail, as a result of which
the anchor begins to descend. The resulting oscillatory

damping mechanical process can be seen in Fig. 2.
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Fig. 2. Starting electromechanical characteristics of MLIT
at source frequency /=50 Hz over an extended interval

When the anchor moves away from the inductor by a
distance /4., the upward component of the force F,
decreases, and when the anchor approaches the inductor,
this force increases. Since when the anchor moves
upward, the electrodynamic force and the force of gravity
are directed oppositely, and when it falls, they are
directed in agreement, the downward force F, changes to
a lesser extent than the force directed upward.

Such an oscillatory electromechanical process
occurs with an increase in the oscillation period and a
decrease in its amplitude. The first oscillation period is
0.17 s, the second — 0.2 s, etc. The greatest jump of the
anchor with the attached load occurs initially to a height
of h,=15.9 mm, after which it drops to #,=4.6 mm. Then
the oscillation amplitude decreases and after about 1.0 s
the oscillatory process practically fades out and the
anchor with the attached load begins to stably levitate at a
height of 4.’=8.6 mm relative to the inductor.

When the inductor is connected to an alternating
voltage source with a frequency of f =100 Hz, the
electromechanical processes change as follows (Fig. 3).
The current density in the inductor j; decreases, which is
explained by an increase in the inductor resistance, and
the current density in the anchor j, increases, which is
explained by an increase in the frequency of the magnetic
field from the inductor.

As a result, the maximum electrodynamic force, and
therefore the resulting lifting force F, increases, which
causes the first jump of the anchor to a greater height
h,=22.7 mm. The period of mechanical oscillations is
practically the same as when connecting the inductor to a
voltage source with a frequency /=50 Hz, but with a
greater amplitude.

J.A/mm?; h_, mm; V-, m/s

Rt

40 +

60 Y O B Y I
0 20 40 60 80 1, ms 100

Fig. 3. Starting electromechanical characteristics of MLIT
at source frequency /=100 Hz over a short interval

The higher the anchor bounce, the smaller the value of
the induced current in the anchor j,, and hence the value of
the lifting force F, (Fig. 4). Depending on the value of the
anchor bounce relative to the inductor, the induced current in
the anchor changes to a greater extent than in the inductor,
and the electrodynamic force to an even greater extent. After
approximately 1.0 s, the ;anchor together with the load
lev1tate ata steady height 4."=11 mm relative to the inductor.

50

P,
b e

0 0.1 0.2 0.3 0.4 05 7,5 0.6

L
H\HHWWN\\H\\HH\HH\HHWHHWH\HHHIHHHWHHMWHHHHHH

0 0.1 0.2 0.3 0.4
b

Fig. 4. Starting electromechanical characteristics of MLIT at

source frequency =100 Hz over an extended interval
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The electromechanical parameters of the MLIT
depend significantly on the anchor parameters and the
frequency of the AC source voltage.

Figure 5 shows the maximum values of the current
density in the inductor jj,, and anchor j,,, the force F,
and the steady-state height of anchor levitation with load
h.” depending on the frequency of the source voltage f.
These dependencies are constructed for different anchor
parameters: the number of turns w, and the
corresponding height H,. Since the turns are laid in
layers, then, for example, at w,=120, H,=2.5 mm, at
wr,=600, H,=12.5 mm. In this case, the anchor mass also
naturally changes.

With increasing source frequency f, the maximum
current density in the inductor j,, decreases due to
increasing inductive resistance. Moreover, the more turns
in the anchor w,, the greater the value of j;,, due to the
inductive effect of the anchor on the inductor.

With increasing source frequency f, the maximum
current density in the anchor j,, changes ambiguously.
This is due to two factors: increasing the frequency
increases the EMF in the anchor, but the reduced inductor
current excites a magnetic field of a smaller magnitude. In
the range from 50 Hz, the value of j,, increases to a
certain value, and then decreases with increasing
frequency to 300 Hz. The fewer turns in the anchor, the
higher the specified effect occurs at the higher source
frequency.

This explains the nature of the change in the
maximum force F,,, which has the greatest value at a
frequency in the range of 75-125 Hz. The more turns
of the armature winding w,, the greater the value of F,,
and is achieved at a lower frequency. After the specified
maximum value, the maximum force F,, decreases,
and there is no obvious dependence on the number of
turns wj.

The dependence of the steady-state height A." of
levitation of the anchor with a load on the frequency of
the current in the inductor is to a certain extent similar to
the dependence of the force on the frequency F,,( f), but
with the peculiarity that with an increase in the number of
turns of the anchor w,, its mass also increases. The
greatest levitation height 4."=15 mm is realized for the
anchor w,=480 s at a frequency of f~ 75 Hz.

That is, this anchor is made the same as the inductor.
Note that at a frequency of 50 Hz, the anchor with the
number of turns w,=120 and an attached load will not
levitate relative to the inductor at all.

It should be noted that the induction method of
maintaining magnetic levitation in a stable mode is quite
energy-consuming and significantly depends on the
frequency of the supply voltage. Thus, for MLIT with the
parameters considered above, when using an anchor with
wy=120 at /=50 Hz, the power of the power source is
P=1.45kW, and at =300 Hz P =0.47 kW.

50 100 150 200 250 J.Hz 300

*
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100 2) 250 J,Hz 300
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60 ——240
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50 100 150 200
¢

Fig. 5. Dependences of the electromechanical indicators of the

MLIT on the frequency of the source voltage
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To check the basic relationships, experimental
studies of the MLIT were conducted in the laboratory of
the General Electrical Engineering Department of NTU
«KhPI». Figure 6 shows the initial position of the anchor,
made in the form of an aluminum disk ring, relative to the
inductor and the state of its stable levitation with an
attached load (a roll of scotch tape). A plastic guide tube
is used for strictly vertical movement of the anchor.
Calculations performed for this installation using the
proposed mathematical model coincided with the
experimental data with an accuracy of 10 %.

a

Fig. 6. Experimental setup for studying MLIT in the initial (@)
and working (b) state

The proposed magnetic levitation has a wide range of
applications. For example, in high-precision gravimeters, in
the vacuum chamber of which the optical angular reflector
of the measuring system of the Michelson laser
interferometer is freely moved in the gravitational field of
the Earth, it can reduce autoseismic oscillations. Due to
this, it is possible to increase the performance of the
ballistic gravimeter with a symmetrical measurement
scheme, which is the state primary standard of the unit of
acceleration of free fall (National Scientific Center
«Institute of Metrology», Kharkiv) [37].

Conclusions.

1. An analysis of magnetic levitation systems and their
practical implementation is carried out, and the
advantages of induction levitation are shown.

2. A mathematical model of magnetic levitation of the
induction type with concentrated parameters of the
inductor and anchor, represents solutions of equations
describing interconnected electrical, magnetic,
mechanical and thermal processes, in a recurrent form.

3. The influence of the frequency of the alternating
current source on the electromechanical processes that
occur when starting magnetic levitation of the induction
type with different parameters of a multi-turn short-
circuited anchor has been established.

4. When magnetic levitation is started, an oscillatory
electromechanical process occurs, which is established
after approximately 1 s. The highest established levitation
height is realized for an anchor similar to an inductor, at a
frequency of 75 Hz.

5. The results of experimental studies on the levitation
of an aluminum disk with an attached load coincided with

the calculated results obtained using the proposed
mathematical model with an accuracy of 10 %.
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Optimizing voltage control in AC microgrid systems with fuzzy logic strategies
and performance assessment

Introduction. Microgrids (MGs) have garnered significant attention for their numerous advantages, providing a solution for powering remote
and distant locations while enhancing system reliability. In MGs, distributed generation inverters generally operate in parallel with the droop
control strategies. This study focuses on the approach based on the P-f/Q-V droop control technique with virtual impedance for AC MG
management. Essentially, the virtual impedance loop aims to decouple reactive and active power control without the need for additional
physical components. Novelty. This research proposes enhancing voltage control in AC MG systems by introducing new methods of various
control strategies, including PI and Fuzzy Logic Controller (FLC), and evaluating the effectiveness of each approach. The mathematical
model of a system is always an approximation of real systems, variations or errors between mathematical models and real systems are
referred to as uncertainty. This concept of uncertainty is present in both signals and models. In our study, uncertainties may involve factors
related to the filter LC components. By employing advanced control strategies like FLC, the purpose of this research aims to contribute to the
optimization and reliability of AC MG systems through the improvement of voltage control, which leads to guaranteed equitable power-
sharing. Results. The major advantages of the FLC are robustness for any variation on the system and fast response. MATLAB software is
used to simulate and validate the suggested control. Practical value. The simulation results show that the suggested control performs better in
precise tracking optimization and robustness for all disturbances on the system compared to a PI controller. References 24, table 5, figures 11.
Key words: microgrid, droop control technique, distributed generation inverters, PI control, voltage control, virtual
impedance, fuzzy logic.

Bemyn. Mikpomepeoici npugepnynu 3Hauny yeazy c60iMu YUCIeHHUMU Nepesazamu, Haoaiouu pilueHHs Os JCUBNeHHs 8I00aNeHUX Micyb,
O0O0HOUACHO NIOBUWYIOULU HAOIIHICMb cucmemu. Y MIKpomepedicax iHeepmopu po3nooileHol 2eHepayii 3a36udail npayioms napaieibHo 3i
cmpamezisimu ynpasnintis cnaoamu. Lle docniosicents pokycyemocs Ha nioxooi, wjo [pyHmyemvcst Ha mexwiyi ynpaeninus cnadamu P-f/Q-V
3 GIpMyanbHuM IMHEOaHcoM ONA YNPAasIiHHs MiKpomepedicero 3MinHo20 cmpymy. Tlo cymi konmyp 6ipmyanbHo2o iMneOancy cnpamoeaHuil
HA PO36 A3KY YNPABIIHHA PEaKMUEHOIO MA AKMUBHOK NOMYMHCHICHIO 6e3 HeobXioHocmi dooamkosux @izuunux komnonenmis. Hoeusna. Lle
00CiOIICeH s, NPONOHYE NOKPAWUMU YAPAGTIHHA HANPY2010 8 CUCIEMAX MIKpOMepediCi 3MIHHO20 CIPYMY WIIAXOM 6NPOBAOINCEHHS HOBUX
Memooig pisHux cmpamezii ynpaeninna, exmodarouu Il ma nevimxuii noziunuil konmponep (FLC), ma oyiHKy egheKmugHocmi Ko#cHO20
nioxody. Mamemamuuna mooens cucmemu 3a62C0U € HAOTUNCEHHAM PEanbHUX CUCTeM, 3MIHU YU NOMUTKU MIJIC MAMeMamuyHumu
MOOenamU A peanbHUMU CUCEMAMU HA3UBAIOMbCA Hegu3HaueHicmio. L] Konyenyia HegusHaueHOCmi NPUCYmHsl K Y CUCHANAX, MAaK iy
MoOenax. Y nawiomy OO0CHOMCeHHI HeBU3HAYEHOCMI MOJICYmb eKmouamu @Gakmopu, noe’szaui 3 kKomnonenmamu LC  dinbmpa.
Buxopucmosyiouu nepedosi cmpameeii ynpaeninns, maki sk FLC, mema 0ano2o 00CniodicenHs: nonseac y cnpusuii onmumizayii ma
HAOIHOCMI  cucmem 3MIHHO20 CMPYMY MIKpoOMepedici 3a OO0NOMO20I0 NOKPAWEHHS YNPAGNinHA HAnpy20io, wjo npu3eo0ums 00
2aPaHMOB8aAH020 KOPeKmHo20 po3nodiny nomyoscrnocmi. Pezynomamu. Ocnosnumu nepesazamu FLC € naditinicmy 01 0yOb-sKuX 3MiH y
cucmemi ma weuokuil gioeyx. Ilpoepamue 3adesneuennss MATLAB ukopucmosyemobcs 071 MOOE0SAHHSA A NepesipKu 3anponoHO8aHO20
xepysanns. Ilpakmuuna yinnicme. Pe3ynomamu molenioganHs noxazyioms, wo nponoHoeame YnpaeiinHsa npayioc kpauje y mouHii
onmumizayii 6iocmedicents ma HadiltHocmi Onisl 6¢ix 30ypens y cucmemi nopieuano 3 Il-pecynsimopom. bion. 24, Tabn. 5, puc. 11.

Knrouoei cnoea: mikpoMepe:ka, MeTol KepyBaHHs CIIaJioM, iIHBepTOpH po3nojineHoi renepaunii, [1I-perynosanns, kepyBaHHs
HANPYrow, BipTyaibHuii iMnenanc, HediTka Jiorika.

Introduction. A microgrid (MG) refers to a
compact and self-contained network comprising
distributed generation (DG) [1, 2] to provide local loads
with dependable and effective power [3] it can be
categorized as AC, DC and hybrid MG [4, 5]. MGs are
becoming increasingly popular due to their flexibility,
capable of operating in two primary modes: stand alone and
grid-connected mode to clarify, to guarantee seamless mode
transition and to enable grid-connected and stand alone
functions, MGs should be controlled [6, 7]. DG with smaller
generating systems based on renewable energy resources,
such as solar power and wind power, combined with loads
and energy storage systems brings evolutionary changes to
the traditional electric utilities and becomes a new pattern of
power grid. In comparison to traditional generators, the
concept of MG is emerging as an effective way to integrate
renewable energy resources. Droop control is the
recommended method for regulating many inverters in
parallel because it does away with the need for external
communication between them.

Traditional droop control employs reactive
power/voltage (QO/V) control and active power/frequency
(P/f) control to accomplish the decoupling of the regulation
of active and reactive power [8]. The concept of virtual
impedance has been introduced to uphold uniform primary

inductive output impedance among paralleled inverters. It
guarantees reactive power based on voltage amplitude and
active power determined by power angle. Furthermore,
virtual impedance aids in decoupling active and reactive
powers [9]. To maintain the voltage regulation across the
inverters, the internal control loop also identified as the low-
level voltage and current controllers consists of 2 loops: an
external voltage loop and an internal current loop, this level
of control is elaborated in [10]. An efficient control
mechanism is needed to regulate the voltage in the AC MG
because voltage control is required to achieve power
balance in the bus. This paper proposes an improvement of
voltage control in AC MGs and a comparative study
including PI and Fuzzy Logic Controllers (FLCs). The PI
controller is frequently employed in MG. However, this
controller necessitates precise mathematical models. The PI
controller demonstrates satisfactory performance but it
becomes difficult to control the voltage when variations in
parameters and system operating conditions impact the
performance of the PI controller potentially leading to
system instability. The FLC, on the other hand, has been
demonstrated advantage over conventional controllers.
Recent years have seen the widespread use of FLC because
of its less complex mathematical ideas and flexibility

© S. Adiche, M. Larbi, D. Toumi

Enexkmpomexnika i Enexmpomexanixa, 2025, Ne 3

11



concerning input modifications. FLC differs from
conventional controllers in that they rely on knowledge
[11, 12]. However, the performance of the voltage and
current controls in AC MG under various control strategies
has not been investigated in previous research studies. PI
controllers are frequently used by them to account for errors
[13, 14]. FLC controller is given in this article as an error-
compensation technique for voltage control for AC island
MG. It has been demonstrated that employing FLC can
effectively reduce output overshoot and decrease the time
required for the system to reach its steady-state value. A
comprehensive simulation study using the
MATLAB/Simulink environment is used to determine the
effectiveness of the suggested control under various system
parameter variations. It includes several test cases that
measure the performance of the system concerning
maximum overshoot, rising time, and settling time.

The goal of the paper is to propose a robust and
adaptive control technique using FLC systems stabilizing
the voltage of islanded microgrids under both normal and
variation operation modes. Additionally, it highlights the
superiority and robustness of FLC systems compared to
conventional PI controllers.

Configuration of the proposed microgrid. Figure 1

comprises 2 decentralized generators that operate in a
parallel configuration. The load is connected to each
through output impedances and LC filters.

The model consists of an ideal voltage source of
amplitude £ and internal angle J in series with output
impedance «Z». This output impedance encompasses both the
filter impedance at the output and line impedance connecting
each elementary DG to the point of common coupling (PCC),
where V£0 is the AC bus voltage amplitude.

Control of the microgrid system. The core
components of an MG’s DG system control structure are:

a) inner loops are the cascading voltage/current control
loops that manage the 3-phase inverter’s voltage;

b) primary loop, also known as the external power
control loop, employs the droop technique to regulate the
DG system’s active and reactive power outputs.

Droop Control Droop control technique and

1
1
! 1
o | ! 4 1 output impedance for DG
<—E<~.wr € red] e v OO pecane. e
s | o€ Cotont <! ! systems. As seen in Fig. 2, while in
— n, |l e ulati e . . : .
i OO e Aloutation i islanding mode, operating DG units
Ly, E E are interfaced to the MG. utilizipg
- ' voltage source converters in a grid-
, V oresn , forming architecture, with the droop
“ impedance Loop Y et ™ control handling the voltage and
Ly Ly Vea Iy frequency set points.

o

The dg voltage and current
outputs can be used to calculate
g the active power P and reactive
power O, which can then be
averaged using a low-pass filter
with a narrow bandwidth. The
following equation describes the

Current

Control Loop

my m

observed powers P and Q [15]:

Fig. 2. DG control system block diagram

1) 3
P= ¢ =>p=—Wpilr; +Vg, I
S+wcp p 2( Falta +Vrg Tq)’ "
0= e qﬁq:E(VFdIT -V, [Td)=
s+, 2 1 1

where @./(s+w.) is the low pass filter; Vpy, Vi, are the
voltage command values of d-q axis components; /74, Ir, are
the d-q axis output currents flowing through the filter RzLr.
The notion of droop control [16] is based on
measuring active and reactive powers to adjust frequency
and voltage. Through the use of the conventional droop
technique, the different DGs in an MG may share the
power required by the loads. By using a power theory-
based method, DGs systems may simulate the actions of a
synchronous generator [17]. Depending on the
predominance of the output impedance of each DG,
different variants of conventional droop controls can be
used, for more details [18]. The basic droop P-f/Q-V

technique equations are written as:
O = Opopy —MpP;
V=Viom— an»

where @, Viom are the respectively the frequency and
the RMS values of the reference voltage; P, O are the
respectively the active and reactive power at the output of
each inverter; m, n, are the proportional droop
coefficients for frequency and voltage, chosen according
to the rated active and reactive powers.

Virtual impedance. It’s added to the droop control
as indicated by (3), Modifying the virtual impedance
variable creates an inductive network, guaranteeing that
the active and reactive power may be controlled using the
droop (3) [19, 20]:

Z,= (Rv + ija)) > 3
where R,, L,, Z, stand for virtual resistance, reactance and
impedance droop, respectively.
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The reference voltage obtained by droop control is
modified as:

dl Fabc
@
where V., is the voltage obtained by the virtual impedance;
I 18 the current flowing through the Ry, Ly filter.
Through transforming (4) to d-q reference frame:

V V 1 -l
9 1zv 9 ldroop Fq “'rq

_ Vi droop | R, -oL, Irq
0 va Rv [F q .

The cascading voltage/current control loops. The
inner control loop, including the current and voltage
loops, regulates the 3-phase inverter voltage to assess the
DG unit’s operational condition. Using Kirchhoff’s law,
the following equations are:

Vo =Vy droop — Ry Ipgpe — L,

)

Trape =1 cabe + I1abes

eabe = Rrlpape + L dIFabc/d[ +VFabes

AV rape /4t = (1/Cr M caes

VEabe = Rrlape + Lt leabc /dt +Vrabe
where I, is the current flowing through the filter capacitor;
Irupe 18 the current flowing through the Ry and Ly filters; e .
is the converter’s output voltage; R is the equivalent series
resistance; Ly is the inductance of the converter-side filter;
Cr is the capacitance of the filter; Vi, is the voltage across
the filter capacitor; Ry, Ly are respectively the equivalent
series resistance and the inductance; V. is the voltage at the
PCC point; @is the frequency of MG.

Through the use of the Park transformation, the

expressions obtained can be shown as:

(6)

Ira =1Icq +1a; ™
[Fq:ICq+ITq;
ds
edzRFIFd +LF fd +VFd—COLF1Fq;
a ®)
eq:RFIFq+LFd_tq+VFq+wLFIFd;
di7y
Via =Rrlry +er—€+ Via —oLrlry;
B ©)
VFq :RTITq +LTd—];I+ VLq +CULTITd;
dVFd
IFdch _WCFVFq+ITd§
10
o (10)
IFq:CF +C()CFVFd +ITq'

Current control loop. The current controller produces
the PWM signal for the inverter in the d-g reference frame
[21]. It minimizes the error between the measured and
reference current using a PI regulator (Fig. 3).

Voltage control loop. PI approach. This voltage
control loop uses a regulator PI. To compensate for output
current disturbances and give the d-q current reference
components, a feed-forward gain is added to the signal
created by comparing the sampled output voltage to the
power controller’s reference value (Fig. 4).

1

dref

1

d measured

g measured

V.

g measured

Virer

Fig. 4. Detailed diagram of the voltage control

Proposed voltage controller using fuzzy logic.
Fuzzy logic is an Al technology that quickly creates
nonlinear controllers from heuristic data [22]. Unlike
traditional PI controllers, it relies on experiential control
methods. A key advantage of FLC systems is their ability
to manage complex controlled systems without requiring
mathematical modeling. The fuzzy controller has 2 inputs
and 1 output. The error signal between the specified
reference voltage and the measured voltage is the first
input; its derivative is the second; and the reference current
is the output. The linguistic variables V, Z, and P where N
stands for negative, P for positive, and Z for zero. Most of
the controllers that have been built make use of the basic
approach proposed by outlined Mamdani (Fig. 5-7).

e P

vV —
dq measured
g + KAe
Fig. 5. Block diagram of a proposed FLC
{4\ Fuzzy Logic Designer: flou3 - [} X
File Edit View
Er floud
/ (mamdani)
XX dun
dEn
FIS Name: flou3 FIS Type: mamdani
And method min v Current Variable
Ormethod o o« || Name En
Implication min ~ 2 e
Range 22]
Aggregation max v
Defuzzification centroid v Help ‘ Close ‘ ‘
Systemn “flou3™: 2 inputs, 1 output, and 9 rules ‘

Fig. 6. MATLAB’s fuzzy inference system editor window
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Table 2
Parameters for the controller and power stage

DC bus voltage 850 V
Max active power 8 kW
Max reactive power 6 kVAr
Switching frequency 5 kHz
RMS 400 V
Filter Rr=0.1Q, Lr=1.35mH, Cr=50 pF
Line Rr=0.35Q, Ly=0.03 mH
Virtual inductance L,=2mH

! — - Sample time t,=210%s

! B ‘ ‘ﬂ‘ ;::m = = o @ Voltage PI control

* [ - pam 2241 . —
| — e — = d axis control parameters Proportional term | K py, =0.3142

generated error; b — derivative of error; ¢ — derivative of
command of the proposed FLC; d — FLC rule viewer

Inference method. The inference engine comprises
2 key components: the fuzzy rule base and the fuzzy
implication subblocks. The fuzzified inputs are fed into the
inference engine, where the rule base is applied. This process
results in the determination of the output fuzzy set (Table 1).

Table 1
Fuzzy inference
The order Derivative of error

N Z P

N N N 4

Error Y4 N Y4 P

P Y4 P P
Mathematical modeling of uncertainty. Term

«uncertainty» refers to discrepancies between mathematical
models and real systems. This study focuses on component
uncertainty in DG power converters using an LC filter.
This approach is vital for creating a robust control system.
The system’s 2 cascading loops (voltage and current) add
complexity due to the LC filter and parametric uncertainty,
with model transfer functions treated as uncertain. In our
case study, uncertainties in the DG model may include
uncertainties in the LC filter components. The following is
a representation of the unknown filter parameters [23]:
Ryp = Rp(1+ prag);
Lip =Lp(1+p 4 )
Cip =Cp(1+pcAc)
where Rp, Lp, Cr are the nominal values of Ry, Ly, Cir
respectively; Ag, Az, Ac are the possible disturbances on these
parameters; pg, pr, pc € [-1, 1] are the maximum deviation
between the real system and the mathematical model.
Simulation results. In this section, a simulation study
based in AC MG was created by using MATLAB/Simulink
software to validate the proposed controller. Several cases
were done to examine and analyze the voltage controller’s
reaction. The main objective here is to design a robust FLC
that stabilizes the MG, while comparing FLC and
conventional PI controllers under load and system
parameter fluctuations. Table 2 represents the parameters
for the controller and power stage used in this study.
Proposed droop control with load variation. The
proposed droop control principle with virtual impedance
was validated against established standards, allowing for a 5
% voltage variation and a frequency variation below 1.4 %
[24]. Power sharing among parallel inverters was tested

(11)

Integral term K;,, =10.071

Proportional term K Py, = 0.5944

q axis control parameters
Integral term Kivq =36.0467

Current control

Proportional term | K p;, =21.1057
=1699

d axis control parameters

Integral term K M

Proportional term | K pi, = 42.3115

q axis control parameters

Integral term Kiiq =6798

Proportional frequency droop m,=8.75- 10°

Proportional voltage droop n, = 0.0025

with a common load P,y = 5 kW, Ojuq = 3 kVAr, and a
sudden change at 0.5 s to evaluate the dynamic response.
The droop control technique enabled all DG units to meet
the maximum active and reactive power requirements for
islanding at full load, effectively sharing the total load
demand.

Figure 8 shows the performance evaluation of MG
controllers using FLC without uncertainty. The comparative
study reveals that FLC outperforms PI control by delivering
a faster transient response and improved performance in
reaching steady-state, as evidenced by the simulation results.
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Fig. 8. Performance evaluation of MG controllers using
FLC and PI controllers without uncertainty model

Figure 9 illustrates the study state value of the
frequency and voltage amplitude in the MG as well as the
active and reactive power delivered by the DG1 and DG2
for load variation at 0.5 s. Therefore, the P-f/Q-V droop
control with virtual impedance ensures that the voltage
fluctuations do not exceed 5 % and frequency deviations
remain below 1.4 %. This established that better accuracy
and effectiveness are achieved in the MG system.
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Fig. 9. Comparative study of FLC and PI controllers using
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Sequence of DG connection/disconnection. As
illustrated in Table 3, a test sequence was employed in this
study, involving the activation and deactivation of the
second unit at various times. This setup was used to
evaluate the performance of inverters connected in parallel
and their ability to share power effectively.

Table 3
Reconnection and disconnection sequence of DGs
Time, s 0] 1] 2+ [3]4]5
First DG connected
Second DG disconnected | connected

Figure 10 shows the performance evaluation of various
controllers using an uncertainty model for the d-axis
regulator voltage. The results indicate that the performance is
affected by the PI controller as the parameters change. From
0 to 0.15 s the measured voltage rises to 388 V due to a 50 %
reduction in the LC filter parameter. By using the FLC, the
measured voltage converges seamlessly into the desired
value with less impact compared to PI control where the
measurement voltage increases to 335.8 V with variation of
the LC filter parameters and the contrast is most pronounced
when DG2 is connected at (2+%,) s (Fig. 11). For g-axis the
results obtained prove that the FLC is robust and better than
the PI controller for all disturbances on the system.
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Fig. 11. Comparative study of FLC and PI controllers using
P-fIQ-V droop with virtual impedance with uncertainty model

Tables 4, 5 show the assessing the performance of PI
and FLC controllers. The voltage stabilization time was
notably faster when using FLC. This indicates that FLC
outperforms PI control in terms of dynamic performances.

2 The voltage variance is greater with PI control as compared
-4 to FLC because it diminishes rapidly due to the effective
% response of the fuzzy controller.
8 Table 4
10 Performance comparison between different controllers
nFi anR Per%orma;lﬁce eV;luati:n of li/[G c?);troll‘;rs usAi:Ig " without uncertainty model
¢ FLC and PI controllers with uncertainty model Parameter y P,I control - Fu;zy logic _
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g 0, ; oo |0 mm Parameter PI control . Fuzzy logic .
4004 1058 d-axis | g-axis d-axis g-axis
) o Overshoot, % | 71.296 | 75.545 | 1.531 | 1.993
002 o ] Undershoot, % | 8239 | 13274 | 1985 | 5.851
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_Sooor P-DG2-PI Controlvariation -50% [ controllers. The performance evaluation shows that the
iooo pt proposed control, even with changes in the load or system
k 4500 characteristics, the voltage control can be efficiently
3000 |- 4000 regulated to the appropriate level. Furthermore, the fuzzy
* 3500 logic controller employed in this study exhibits excellent
2000 =000, o 02 performance in various transient conditions, offering rapid
1000 - 2000 | voltage reference tracking, adaptability to load fluctuations,
0 = 'y and superior robustness against system disturbances as
0 , , | ! -‘ | | | ‘ 1 compared to the PI controller. These advantages position
o 05 1 15 2 25 3 35 4 45 LS fuzzy logic controllers as a more effective solution for
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voltage control in microgrid applications, highlighting their
potential for enhancing the reliability and efficiency of
future energy systems.

Conflict of interest. The authors declare that they
have no conflicts of interest.

REFERENCES
1. Abbasi M., Abbasi E., Li L., Aguilera R.P., Lu D., Wang F. Review
on the Microgrid Concept, Structures, Components, Communication
Systems, and Control Methods. Energies, 2023, vol. 16, no. 1, art. no.
484. doi: https:/doi.org/10.3390/en16010484.
2. Manikandan K., Sasikumar S., Arulraj R. A novelty approach to
solve an economic dispatch problem for a renewable integrated micro-
grid using optimization techniques. FElectrical Engineering &
Electromechanics, 2023, no. 4, pp- 83-89. doi:
https://doi.org/10.20998/2074-272X.2023.4.12.
3. Bakhshi-Jafarabadi R., Leki¢ A., Marvasti F.D., de Jesus Chavez J.,
Popov M. Analytical Overvoltage and Power-Sharing Control Method
for Photovoltaic-Based Low-Voltage Islanded Microgrid. /EEE Access,
2023, no. 11, pp. 134286-134297. doi:
https://doi.org/10.1109/ACCESS.2023.3336945.
4. Shahgholian G. A brief review on microgrids: Operation,
applications, modeling, and control. International Transactions on
Electrical Energy Systems, 2021, vol. 31, no. 6, art. no. ¢12885. doi:
https://doi.org/10.1002/2050-7038.12885.
5. Uddin M., Mo H., Dong D., Elsawah S., Zhu J., Guerrero J.M.
Microgrids: A review, outstanding issues and future trends. Energy
Strategy  Reviews, 2023, vol. 49, art. no. 101127. doi:
https://doi.org/10.1016/j.esr.2023.101127.
6. Hirsch A., Parag Y., Guerrero J. Microgrids: A review of
technologies, key drivers, and outstanding issues. Renewable and
Sustainable Energy Reviews, 2018, vol. 90, pp. 402-411. doi:
https://doi.org/10.1016/j.rser.2018.03.040.
7. Wang Y., LiY, Cao Y., Tan Y., He L., Han J. Hybrid AC/DC
microgrid architecture with comprehensive control strategy for energy
management of smart building. International Journal of Electrical
Power & Energy Systems, 2018, vol. 101, pp. 151-161. doi:
https://doi.org/10.1016/j.ijepes.2018.02.048.
8. Saeed M.H., Fangzong W., Kalwar B.A., Igbal S. A Review on
Microgrids’ Challenges & Perspectives. IEEE Access, 2021, vol. 9, pp.
166502-166517. doi: https://doi.org/10.1109/ACCESS.2021.3135083.
9. Hosseinimoghadam S.M.S., Roghanian H., Dashtdar M., Razavi
S.M. Power-Sharing Control in an Islanded Microgrid using Virtual
Impedance. 2020 8th International Conference on Smart Grid
(IlcSmartGrid), 2020, pp- 73-717. doi:
https://doi.org/10.1109/icSmartGrid49881.2020.9144802.
10. Siddaraj S., Yaragatti U.R., Nagendrappa H., Jhunjhunwala V.K.
Autonomous microgrid based parallel inverters using droop controller
for improved power sharing. Bulletin of Electrical Engineering and
Informatics, 2020, wvol. 9, no. 6, pp. 2302-2310. doi:
https://doi.org/10.11591/eei.v9i6.2663.
11. Benchouia M.T., Ghadbane I., Golea A., Srairi K., Benbouzid
M.EH. Implementation of adaptive fuzzy logic and PI controllers to
regulate the DC bus voltage of shunt active power filter. Applied Soft
Computing, 2015, vol. 28, pp- 125-131. doi:
https://doi.org/10.1016/j.as0¢.2014.10.043.
12. Ikhe A., Pahariya Y. Voltage regulation using three phase electric
spring by fuzzy logic controller. Electrical Engineering &
Electromechanics, 2023, no. 4, pp- 14-18. doi:
https://doi.org/10.20998/2074-272X.2023.4.02.
13. Yilmaz U, Kircay A., Borekci S. PV system fuzzy logic MPPT
method and PI control as a charge controller. Renewable and

How to cite this article:

Sustainable Energy Reviews, 2018, vol. 81, pp. 994-1001. doi:
https://doi.org/10.1016/j.rser.2017.08.048.

14. Has Z., Rosyidi A.Z., Pakaya 1., Mardiyah N.A., Nurhadi N.,
Effendy M. Integrated Frequency Control of Microhydro Power Plant
Based Flow Valve Control and Electronic Load Controller. 2018 IEEE
Conference on Systems, Process and Control (ICSPC), 2018, pp. 244-
249. doi: https://doi.org/10.1109/SPC.2018.8704153.

15. Adiche S, Larbi M., Toumi D. Improvement of voltage control in
AC microgrid using neural network-based adaptive PI controller. /st
International Conference on Renewable Energies and Power Systems
(ICREPS'2024), University Centre of Naama, Algeria, 2024.

16. Matayoshi H., Kinjo M., Rangarajan S.S., Ramanathan G.G.,
Hemeida A.M., Senjyu T. Islanding operation scheme for DC microgrid
utilizing pseudo Droop control of photovoltaic system. Energy for
Sustainable  Development, 2020, vol. 55, pp. 95-104. doi:
https://doi.org/10.1016/j.esd.2020.01.004.

17. Khefifi N. Elaboration de stratégies de contréle-commande basées
sur la passivité pour le pilotage d’un micro-réseau de génération
décentralisée de type AC en mode autonome. PhD Dissertation, Nantes,
2021. Available at: https:/theses.fi/2021NANT4031 (Accessed: 23 may
2024). (Fra).

18. Adiche S., Larbi M., Toumi D. Performance comparison between
PI and fuzzy logic controllers of AC microgrids distributed generators.
The 6th International Conference on Electrotechnics, Oran, 2023.

19. Pournazarian B., Seyedalipour S.S., Lehtonen M., Taheri S,
Pouresmaeil E. Virtual Impedances Optimization to Enhance Microgrid
Small-Signal Stability and Reactive Power Sharing. IEEE Access, 2020, vol.
8, pp- 139691-139705. doi: https:/doi.org/10.1109/ACCESS.2020.3013031.
20. Zambroni de Souza A.C., Castilla M. (Eds.). Microgrids Design
and  Implementation. ~ Springer Publ, 2019. 538 p. doi:
https://doi.org/10.1007/978-3-319-98687-6.

21. Sepehrzad R., Khojasteh Rahimi M., Al-Durra A., Allahbakhshi
M., Moridi A. Optimal energy management of distributed generation in
micro-grid to control the voltage and frequency based on PSO-adaptive
virtual impedance method. Electric Power Systems Research, 2022, vol.
208, art. no. 107881. doi: https://doi.org/10.1016/j.epsr.2022.107881.

22. Al Sumarmad K.A., Sulaiman N., Wahab N.L.A., Hizam H. Energy
Management and Voltage Control in Microgrids Using Artificial Neural
Networks, PID, and Fuzzy Logic Controllers. Energies, 2022, vol. 15,
no. 1, art. no. 303. doi: https://doi.org/10.3390/en15010303.

23. Bouzid AEM. Elaboration dune méthode de contréle pour
améliorer la robustesse d'un micro réseau électrique. PhD Thesis,
University of Quebec at Trois-Riviéres, 2017. 229 p. Available at:
https://depot-e.uqtr.ca/id/eprint/8169/1/031873046.pdf (Accessed: 23
may 2024). (Fra).

24. IEEE Std 1547.2-2008. IEEE Application Guide for IEEE Std
1547(TM). IEEE Standard for Interconnecting Distributed Resources
with  Electric ~ Power  Systems. 2009, 217 p. doi

https://doi.org/10.1109/IEEESTD.2008.4816078.

Received 27.09.2024
Accepted 14.01.2025
Published 02.05.2025

S. Adiche ', Phd Student,

M. Larbi 1, Full Professor,

D. Toumi 1, Senior Lecturer,

! Department of Electrical Engineering, L2GEGI Laboratory,
University of Tiaret, Algeria,

e-mail: sarra.adiche@univ-tiaret.dz (Corresponding Author);
djilali.toumi@univ-tiaret.dz; mhamed.larbi@univ-tiaret.dz

Adiche S., Larbi M., Toumi D. Optimizing voltage control in AC microgrid systems with fuzzy logic strategies and performance
assessment. Electrical Engineering & Electromechanics, 2025, no. 3, pp. 11-17. doi: https://doi.org/10.20998/2074-272X.2025.3.02

Enexkmpomexnika i Enexmpomexanixa, 2025, Ne 3

17



UDC 621.3 https://doi.org/10.20998/2074-272X.2025.3.03

A. Bourouina, R. Taleb, G. Bachir, Z. Boujama, T. Bessaad, H. Saidi

Comparative analysis between classical and third-order sliding mode controllers
for maximum power extraction in wind turbine system

Introduction. Maximizing power extraction in wind energy conversion systems is crucial for efficiency but remains a challenge due to rapid
wind speed variations and the high inertia of the generator. Conventional controllers, such as the PI controller, struggle to maintain optimal
performance under such dynamic conditions, leading to suboptimal power capture and increased system oscillations. The goal of this study
is to enhance the efficiency of wind turbine systems by applying linear and nonlinear controllers in a maximum power point tracking
(MPPT) strategy. This approach focuses on improving generator speed regulation and power conversion performance. Methods. A
comparative analysis is conducted using three different control strategies: third-order sliding mode control (TO-SMC), classical sliding
mode control (SMC) and PI control. These controllers are implemented in the generator speed loop of a wind turbine system, and their
performance is evaluated through MATLAB/Simulink simulations. The assessment focuses on key performance metrics such as tracking
accuracy, total harmonic distortion (THD), response time, and system stability. Results. The simulation results confirm that all controllers
achieve MPPT, but with varying levels of effectiveness. The TO-SMC outperforms both SMC and PI controllers, offering higher efficiency,
reduced chattering, better disturbance rejection, and lower THD (reduced from 73 % in SMC to 68.09 %). Additionally, TO-SMC
significantly improves dynamic response, reducing overshoot and enhancing system stability. Originality. This study introduces a TO-SMC
for MPPT in wind turbine systems, demonstrating its superiority over conventional control techniques. The findings highlight its ability to
maintain optimal power extraction even under rapid wind variations, making it a promising solution for advanced wind energy systems.
Practical value. By improving power quality, reducing system oscillations, and enhancing overall wind turbine efficiency, the proposed TO-
SMC contributes to the reliable integration of wind energy into power grids. These advancements can benefit renewable energy operators,
power system engineers, and researchers seeking efficient and robust MPPT solutions for wind turbines. References 13, figures 11.

Key words: wind turbine, maximum power point tracking, third-order sliding mode control, variable speed wind turbines.

Bemyn. Maxcumizayisn 6i0bopy nomyscHocmi 8 CUCeMAax NepemseopeHHst eHepeii 6impy Mmae 8azome 3HaueHHs O eqeKmugHocmi, ane
3AMUAEMbCst NPOONEMOIO uepe3 WEUOKI 3MIHU WEUOKOCI 6impy ma GUCOKY THepyilo 2eHepamopa. 3euuaiini konmponepu, maxi sk I1l-
KOHMpONEp, 6adlCcKO NIOMPUMYIOMb ONMUMATLHY NPOOYKMUGHICIG 6 MAKUX OUHAMIYHUX YMOBAX, W0 NPU3600UMb 00 HEONMUMATLHO20
6i000py nomyaicHocmi i 30inbuienHs Konueans cucmemu. Memoro cmammi € nidguwjents epeKmusHOCmi CUCEM GIMPHUX MYPOTH WIAXOM
3aCMOCY8anHsL UHIUHUX MA HEIHIIHUX KOHMPOAEPI8 Y cmpamezii Gi0CmedlceHHs mouKku makcumanvhoi nomyosicnocmi (MPPT). Leit nioxio
@oKycyembCs Ha NOKPAWeHHi pe2yioBanHs WEUOKOCHI 2eHepamopa ma npooyKmusHocmi nepemsopetns enepeii. Memoou. ITlopisnsnohuii
aHantiz NPOBOOUMBCSL 3 BUKOPUCIAHHAM MPbOX PI3HUX CIpame2itl YNpasiHHa. Kepy8aHHs KOG3HUM pedicumom mpemvoeo nopaoky (TO-SMC),
Kiacuute kepysanhsi kogzuum pesicumom (SMC) ma Il-xepysanns. L]i konmponepu peanizoeami 6 KOHMYPL WEUOKOCHIE 2eHepamopa CUCmeMmu
simpsiHux mypoiH, a ix npoOyKmusHicmb OYIHIOEMbCsL 3a donomocoio mooemosantsi MATLAB/Simulink. Oyinka ghokycyembcs Ha K0OH08UxX
NOKA3HUKAX NPOOYKMUSHOCII, MAKUX AK TOYHICIb 8I0CMediceHHs, NnosHe 2apmoHiune cnomeoperts (THD), uac 6iozyky ma cmabinbHicmo
cucmemu. Pesynvmamu mooemosanis niomeepoxcyioms, wo yi konmponepu docsieaiomv MPPT, ane 3 pisnum pisnem epexmusrnocmi. TO-
SMC' nepesepuiye ax SMC, max i Ill-pecynsimopu, npononyiouu it 6UCOKY eeKmusHICIb, 3HUMCEHe KOMUBAMb, Kpauje 3MEHULyE
nepewkoou ma mae merwe THD (3uuscenuii 3 73 % y SMC 0o 68,09 %). Kpim mozo, TO-SMC 3uauno noxpawye ounamiunuii 8io2yx,
BMEHULYIOUU nepepecyIiosanis ma nioguwyouu cmabitbHicmes cucmemu. Opucinanvricms. 1le oocniosicenns npedcmasnsic TO-SMC MPPT 6
cucmemax 6iMpaHUx mypoin, OeMOHCIMPYIOUU 1020 nepeéazy Had MpaouyitiHuMu Memooamu ynpaeninus. Pesytemamu niokpecmiooms 11020
30amHicme NIOMpPUMY8AMU ONMUMATbHULL 8I00ID NOMYHCHOCI HAGIMb 30 UBUOKUX 3MIH GIMpY, WO pobUmb 1i020 NEPCREKMUBHUM DIUUEHHAM
oA cyuachux eimpoenepeemuynux cucmem. Ilpaxmuyuna yinnicms. 3a paxyHox nokpawenns aKocmi eleKmpoenepeii, 3HUNCEHHS KOTUSaHs
cucmemu ma nioguwenns 3a2anvhol eghexmusnocmi gimposux mypoin nponorosanuii TO-SMC cnpusie Haoiuiniti inmezpayii enepeii’ 6impy 6
enekmpomepedici. L]i 0ocsznents Modcyms npuHecmu KOpuchis Onepamopam iOHOGIIOBAHUX Odiceper enepeil, iHoicenepam enepocucmem ma
odocionukam, sKi wiykaioms eghexmueni ma naoivini pivenns MPPT ons eimposux mypoin. bion. 13, puc. 11.

Kniouosi crosa: BiTpsina TypOiHa, BiACTeskeHHS] TOUKH MAKCHMAJbHOI NOTYKHOCTIi, KepYBaHHS KOB3HUM Pe:KMMOM TPeThOro
NOPSIAKY, BITPsAHi TYpOiHM 3i 3MiHHOI0 IIBUAKICTIO.

Introduction. The use of renewable energies is
increasing day by day, all over the world to reduce
pollution and carbon dioxide emissions, and to reduce
climate change. Due to the significant rise in oil and gas
prices many countries have put within their strategies to
develop the electricity sector the exploitation of wind
energy as a priority because it is one of the cleanest and
most preferred sources of electricity generation [1]. Among
the most widely used wind energy conversion systems that
depend on the doubly fed induction generator (DFIG) [2,
3], its main advantage is that the rotor side converter, which
exceeds 30 % of the rated power and therefore the lowest
cost of the power converter, and their capacity to power at
constant voltage and frequency, whatever the speed of the
rotor rotation [4, 5]. There are modern methods developed
to control wind turbines in order to maximum power point
tracking (MPPT) [6, 7]. The principle of the method is
modeling turbine and the DFIG, and then a synthesis of the
different control strategies [8, 9]. We can cite some

strategies which are used. The vector control is the most
popular method used in the DFIG [10].

The goal of this paper is the enhancement of wind
turbine system performance through the application of a
third-order sliding mode control (TO-SMC) controller.
This controller improves performance by minimizing
overshoot, ensuring a more stable and controlled
response, reducing response time to enhance efficiency,
and eliminating the error between reference and
measured values. Additionally, addressing the chattering
problem is crucial, as it mitigates high-frequency
disturbances around the sliding mode surface, leading to
smoother operation and greater overall stability. This
controller can also reduce the mechanical stresses by
isolating the vibration between the rotor blades and
generator shaft. The TO-SMC controller is used to
perform the non-linear system compared to PID
controller which can only be used for linear system.
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Modeling of wind turbine. The main purpose of
wind turbines is to convert kinetic energy into
aerodynamic power through the blades. In order to model
a wind turbine, the following elements must be modeled:
Modeling of the wind speed, modeling of the
aerodynamic part and modeling of the mechanical system.

Modeling of wind speed. It is usually modeled by
complex and random variations with deterministic effects
and stochastic fluctuations due to turbulence:

V(t)=A0+zn:Ai sin-[z—m], (1)
i=1 T;
where 4, is the average wind value; 4; is the amplitude of
each turbulence; 24/7; is the pulsation of every
turbulence.

Modeling of the aerodynamic part. This model
represents the aecrodynamic power at the slow part level of
a turbine. In addition, it evaluates the aerodynamic torque
T, as a function of wind turbine angular speed @. In
general, the aerodynamic power available form a wind
turbine changes with wind speed and can be expressed as:

1
Py = PCp(2, BSV3, 2)

where P, is the aerodynamic power; p is the air density;
C, is the power coefficient; A is the tip-speed ratio; S is the
pitch angle; S is the blade surface; 7 is the wind speed.
Knowing the speed of the wind turbine, the
aerodynamic torque can be expressed as [5-8]:

_ L 3
Tar_zgt pcp(l’ﬁ)SV > (3)

where (), is the turbine speed.

Modeling of the mechanical system. In fact, the
mechanical system of wind turbines consists of many
elements, and therefore its entire representation is complex.
In this system, there are many models: 6 masses, 3 masses,
2 masses and 1 mass. It is hence essential to choose the
dynamics to represent and the typical values of their
characteristic parameters. In this work, the mechanical
system is represented by one mass model. In this model,
the inertia of the wind turbine on the slow shaft is
transferred to the fast shaft. The turbine speed (2 and
driving torque 7, in the fast shaft are given by:

2, =0Q,/N;
T,=T1, /N @
g ar >
where N is the gearbox ratio.
The generator speed £2, is given by:
d,
Jt_:Tg_Tem_ft-an (%)

dr
where

Ji=J, IN*+J, and f;=f,/N*+f,,

Jg is the inertia of the generator; J, is the inertia of the
wind turbine; J; is the total moment of inertia; f, is the
viscous friction coefficient of the generator rotor; £ is the
viscous friction coefficient of the turbine rotor; f; is the
total viscous friction coefficient.

To optimize the power generated, it is therefore
appropriate for the generator to have a power or
characteristic torque follows the maximum line C, . with

the angle of £ = 0°. Figure 1 shows an example of power
coefficient curves of a wind turbine, showing the evolution
of the power coefficient C, as a function of the tip-speed
ratio A for different values of the pitch angle £.

—n
q7 —B
0. —8,
—n
. ] —8
Bm
i —
“ ]

12

2 4 6 8 10 2 [ 16 ® »

Fig. 1. Power coefficient C, as a function of A and S

Figure 2 shows the block diagram of the aerodynamic
and mechanical modeling for the wind turbine.

Fig. 2. Modeling of the mechanical part of the wind turbine

Control of variable speed wind turbine below rated
power. The objective of variable speed wind turbine control,
when the wind speed is below the rated speed, is to
maximize the aerodynamic power by using the different
power maximization strategies. This power is maximized
through the electromagnetic torque control. At a wind speed
above the rated speed, the objective of the control is to limit
the aerodynamic power transmitted to the generator and to
keep the turbine within its operating limits by using the
different control strategies. Indeed, effective control of
variable speed wind turbines can improve the dynamic
characteristics, increase the turbine lifetime and reduce the
transient load on the drive shaft. Many techniques have been
proposed for the maximum extraction or limitation of
aerodynamic power from variable speed wind turbine in the
last decade. Generally, the control of wind turbine goes
through 3 different operating zones which depend on the
wind speed, the maximum allowable generator speed and the
desired power (Fig. 3) [8].

A
rA e
I j
= ! U
- I I
E | |
= I I
B | !
£ | Cutin i
g Speed ! :Raled Speed
| |
f >
i LowWind i HighWind | wWind Speedm/s
I Region I Region I

Fig. 3. Wind region classification

Zone 1. In this zone, the generator is stopped,
because the wind speed is not high enough to operate the
wind system, and therefore it does not produce any
electrical power P,

Enexkmpomexnika i Enexmpomexanixa, 2025, Ne 3

19



Py =0. ©

Zone I1. This area is characterized by operation at
wind speeds less than or equal to the nominal speed. For
this reason, we seek to maximize the aerodynamic power
in order to extract the maximum aerodynamic power.
With this strategy, we seek the maximum power point for
each wind speed, it is the MPPT. This area is called is
characterized by operation at partial load. In this case, it
should be noted that the orientation angle of the blades
must be constant and always equal to zero (£ = 0°), and
the relative speed of the turbine is at its optimum value
(Aops)- In this area:

Vinin <V <V,
3
Paer,max =0.5- Cp,maxpSV .

Zone I11. This zone is characterized by operation at
wind speeds higher than the nominal speed. It is called the
nominal load operating zone. In this zone, a control action
is used on the turbine blades to maintain the aerodynamic
power P, within its nominal power value P,, to ensure
the safety of the generator and to limit the mechanical
loads transmitted to the nacelle and the tower. If the wind
speed exceeds the maximum speed, the control system
adjusts the blade pitch angle to the value (£ = 90°) to stop
the generator. In this zone:

Vi <V <Viaxs
P, =P

aer n:

{V <Viins

(7

®)

The synthesis of this controller can be carried out in

3 successive steps [11, 12]:

o definition of the surface;

e choice of the Lyapunov’s function to ensure the
stability of the system;

e determination of the equivalent control law.

The purpose of the TO-SMC controller is to ensure
that the measured value follows the trajectory of the
reference value. The generator speed tracking error can be
defined as follows. To apply the SMC strategy a surface
must be defined. Equation (9) represents a sliding surface
for controlling the speed generator:

From (9) the derivative of the error is given by:
Sy =402y -2, + 02, -2, . (10)
Substituting (5) and the derivative of (5) into (10)
we obtain:

. . )
S =22 —J—[Tg e

g
1 an

+82 _J_[Tg ~Tem _fg'Qg]
g
For the stability study of the closed-loop system, we
will use the Lyapunov’s stability theorem. The
Lyapunov’s candidate stability function is defined by:
1 2
Vag =5 5(2)" (12)
The derivative of the Lyapunov’s function is defined
in the next expression:

Ve =S8(82,)-5(£2,)<0. (13)
The control law has to ensure the stability condition

and the convergence of the trajectories of the system on
the sliding surface S(¢2,) = 0 from:

e if §(¢2) < 0 and S(Qg) <0, therefore S(£2) will
increase to 0;
o if S(¢%) > 0 and S(£2,)<0, therefore S(£2) will
increase to 0.
In steady state, the equivalent control is calculated

by considering that the developed electromagnetic torque
and its reference are equal, so the control law becomes:

s (2, )|sign(S(.Qg))+ B[ sign(S(2,)lt . (14)

where @, and Bg, are the controller gains and must be

*

Tom =0y

positive.

Simulation results and discussion. In order to
highlight the performance of the MPPT control
algorithms applied to the one-mass wind turbine and the
objective a comparison of the control techniques that we
have presented, we will carry out a series of simulations
in MATLAB/Simulink environment (Fig. 4). All these
simulations will be carried out under the same conditions:

A4
31

d(.Q* —2,) o the wind speed profile by (1);
So. =A0Q" 10 48 78 9 o the blade orientation angle is maintained at its zero
2 g gt : ©) ) .
dt value (f = 0°). The wind turbine parameters are reported
in[12, 13].
o Tubine . ‘r" Multiplier © ,*~ Mechanical part .
i ] i
RQ, L0 :n ‘ :
pr.ﬁ) < ’ 4= Vvl N : 3 % 4: g: :
G l v, ‘|‘ o . 5
v, | R 2 ¢, i | Lo 1 12,
—» ! i G 1Cq I >
Cp= ? ‘ G [ .
|

\_._._.__.—/‘ \.\ -
Ear 2 N
Generatc.)r Reference Speed > @ g TOSMC H
Calculation Block @, i

cem_ref

)

N

Speed control device

;

Fig. 4. Block diagram of the TO-SMC
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Figures 5-10 illustrate wind turbine MPPT
performance as a function of wind speed using (1). From the
simulation results it is observed that for TO-SMC the power
extracted by the turbine follows the desired trajectory with
good efficiency. For the SMC and PI controllers the
variations of the wind speed cause significant oscillations of
the aerodynamic torque, which increases the mechanical
stress of the turbine and electromagnetic vibrations at the
generator level, which affects the quality of the electrical

350 ;

O radls| [ ]

300

200

150

100

50k -----— S N [E—

——Q (SMC)
—— 0 (TOSMC)

energy supplied to the electrical grid. From Fig. 5-10 it can
be seen that this proposed TO-SMC strategy has better
response characteristics in settling time and overshoot
compared with both SMC and PI.

Figures 11,a,b show harmonic spectral analysis,
which show the total harmonic distortion with the SMC
controller (THD = 73.2 %) are significantly attenuated
with the TO-SMC controller (THD = 68.09 %).
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Fig. 11. Total harmonic distortion
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Conclusions. In this study, the TO-SMC is used to
perform the tip speed ratio strategy in order to extract
maximum power from the wind energy. The results
obtained illustrate that non-linear controller TO-SMC can
improve the performance of wind turbine system by
accurately tracking the generator speed reference and
achieving the maximum power coefficient. A comparative
analysis of PI, SMC and TO-SMC controllers highlights
the superior effectiveness of TO-SMC controller.
Compared to the other controllers, TO-SMC generates
less chattering, provides better disturbance rejection, and
reduces mechanical stress on the transmission shaft. In
contrast, conventional PI-based direct speed control and
classic SMC exhibit lower efficiency, increased
oscillations, and diminished overall performance.

The practical significance of this work is evident in
the improved wind turbine efficiency, reflected by a
reduction in THD from 73 % to 68.09 %, along with
enhanced dynamic response, minimized overshoot, and
faster settling time. These improvements contribute to
more stable and higher-quality power generation,
supporting the seamless integration of wind energy into
electrical grids.
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H. Chaib, S. Hassaine, Y. Mihoub, S. Moreau

Intelligent power control strategy based on self-tuning fuzzy MPPT for grid-connected hybrid
system

Introduction. This paper investigates various methods for controlling the Maximum Power Point Tracking (MPPT) algorithm within the
framework of intelligent energy control for grid-connected Hybrid Renewable Energy Systems (HRESs). The purpose of the study is to
improve the efficiency and reliability of the power supply in the face of unpredictable weather conditions and diverse energy sources.
Intelligent control techniques are used to optimize the extraction of energy from available sources and effectively regulate energy
distribution throughout the system. Novelty study is employing intelligent control strategies for both energy optimization and control.
This research distinguishes itself from conventional approaches, particularly through the application of Self-Tuning Fuzzy Logic Control
(ST-FLC) and fuzzy tracking. Unlike conventional methods that rely on logical switches, this intelligent strategy utilizes fuzzy rules
adapted to different operating modes for more sophisticated energy control. The proposed control strategy minimizes static errors and
ripples in the direct current bus and challenges in meeting load demands. Methods of this research includes a comprehensive analysis of
several optimization techniques under varying weather scenarios. The proposed strategy generates three control signals that correspond
to selected energy sources based on solar irradiation, wind velocity and battery charging status. Practical value. ST-FLC technique
outperforms both conventional methods and standard Fuzzy Logic Controllers (FLCs). It consistently delivers superior performance
during set point and load disturbance phases. The simulation, conducted using MATLAB/Simulink. The results indicate that fiizzy
proposed solution enables the system to adapt effectively to various operational scenarios, displaying the practical applicability of the
proposed strategies. This study presents a thorough evaluation of intelligent control methods for MPPT in HRESs, emphasizing their
potential to optimize energy supply under varying conditions. References 27, tables 6, figures 18.

Key words: maximum power point tracking algorithm, hybrid renewable energy system, conventional controller, fuzzy logic
controller, self-tuning fuzzy logic control.

Bemyn. Y yiii cmammi 0ocniosicyiomuca pizHi Memoou KepyBans aneopummom CMedNCeH s 3a MOYKOI0 MAKCUMANLHOI NOMYICHOCI
(MPPT) 6 pamkax inmenekmyanbHo20 Kepy8anHsi eHepeicio OJis NIOKTIOUEHUX 00 Mepedici 2I0PUOHUX cucmem GIOHOBNII08AHOL eHepeemUKU
(HRESs). Memoto oOocniodicennss € niosuweHHs egpekmusHocmi ma HAOIHOCMI eleKmpOnOCMAa4ants 6 YMO8AX Henepe0dayy8anux
N0200HUX YMO8 Ma PISHOMAHIMHUX Odicepenl eHepeii. Inmenexmyanvui Memoou YnpaeniHHs GUKOPUCHOBYIOMbCA OISl ONMUMI3AYTT
6UO0OYMKY enepeii 3 00Cmynuux 0dicepen ma eQeKmugHo20 pe2yio8ants po3nodiny ewepeii no eciii cucmemi. Hosuszna oocnioscenns
NONAAE Y 3ACMOCYB8AHKI THMENEKMYATLHUX CIMPame2itl YAPAGIiHHA AK Ol ONMUMI3ayii, max i 07151 KOHmpoato eHepeii. Lle 0ocnioxcenns
BIOpI3HAEMbCA 6I0 MPAOUYILIHUX NiIOX0018, 30KpeMd, 3A60AKU 3ACHMOCYBAHHIO CAMOHACMPOIBAHO20 HEUIMKO20 NI02ITUHO20 Kepy8aHHs
(ST-FLC) ma mueuimkozo eiocmeosicenns. Ha eiominy 6i0 mpaouyitinux memoois, AKi NOKIAOAOMbCA HA JNO02IYHI nepemuxayi, ye
iHmenexmyanvHe YNPAGNIHHA BUKOPUCTNOBYE HEYIimKi Npasuind, aoanmosani 00 pIi3HUX pedcumie podoomu Ons Oinbld CKIAOHO20
YIPAGIIHHA eHepeielo. 3anponoroeana cmpamezis KepyeaHHs MIHIMIZYe CIMAmMuyHi NOXUOKY ma nyibcayii 6 WuHi ROCMIUHO20 CIMPYMY, d
makodc npobnemu 3 3a00601eHHAM nompeb Hasanmagicents. Memoou 00CniodceHHs 8KIOYaAIoNb KOMNAEKCHUL AHAN3 OeKilbKOX
Memooie onmumizayii 3a pisHUX NO20OHUX YMO8. 3anponoHo8and cmpamezis 2eHepye mpu CUSHANU KepPYBaHHs, SKIi 8i0nogioaromo
obpanum 0dicepenam enepeii Ha OCHO8I COHAUHO20 BUNPOMIHIOBANHS, WEUOKOCHI 6iMpy ma cmany 3apady akymyiamopie. Ilpakmuuna
yinnicmo. Texnonoein ST-FLC nepegepuiye ax mpaouyiiini memoou, max i cmanoapmui koumponepu Hewimkoi aociku (FLC). Boua
cmabineho 3abe3neyye UCOKY NPOOYKMUBHICMb NI0 yac (a3 3a0aHo2o 3Havenns ma 36ypenns nasawmadicenus. Modemosanns
nposoounocs 3a oonomozoro MATLAB/Simulink. Pe3ynbmamu noxasyiomoe, wo 3anpononosane Heuimxe piuleHHs 00380A€ CUCTEMI
eghekmusHO a0anmysamucs 00 pisHUX CYeHapiie pooomu, OeMOHCMPYIOUU NPAKMUYHY 3ACMOCOSHICHb 3aNPONOHO8aAHUX cmpameeiil. e
00CIONCEHHS NPeOCMABIAEC PEemebHY OYIHKY THmeleKmyanbHux memooie ynpaeninis ons MPPT ¢ HRES, niokpecmiotouu ix nomenyian
ons onmumizayii enepeonocmavanis 3a piznux ymos. bioim. 27, tadm. 6, puc. 18.

Kniouoei crosa: alirOpuTM CTeKEHHS 32 TOYKOK MaKCHMAJIbHOI NOTYKHOCTI, riOpUIHa cHCTeMa BiIHOB/IIOBAHOI eHePreTHKH,
TpaaMUiliHUi peryJsTop, pery/sitop HediTKol JOriku, CAMOHACTPOIOBAHMUIL PeryJsiTop He4iTKoI J1oriku.

Introduction. In light of the massive increase in A number of works has been reported to study
population, the demand for energy has increased, obliging ~ power control. Electrification and microgrids are treated
people to think about new non-traditional energy sources.  in [5, 6], smart grids — in [7]. Various configurations of
Conventional energy sources are exhaustible and not — HRESs often consist of energy sources (wind energy and
ecology friendly due to the carbon dioxide CO, solar energy), in addition to storage systems with the
emissions, in addition to this their market is not stable. ~ Possibility of connecting to the grid or standalone. Fuzzy
The trend is towards renewable energies in particular ~ Logic Control (FLC), Perturb and Observe (P&O), hill
solar, wind and hydrogen. Renewable energy has various ~ ¢limbing and incremental conductance have been most
advantages such as being free, sustainable and respecting used .for photovoltaic (PV) Maximum Power .Pomt
environment. In the other side, there is non-linearity and Tracking (MPPT) [8-11]. To extract the maximum

intermittence caused by climatic conditions. To overcome energy frgm Wind Turbmes (W.TS) the most used
this constraint, great achievement in power sector has configuration are realized by rectifier or by chopper.

b deloved. Wind and sol th ¢ loited Several studies have been developed using classic control

een :)Il) oyed. Wi 1 anThso arb.a;re fe hmos . dezp o1 il method (PI, PID, sliding mode control so on) or artificial
renewable resources [1]. The stability ol the grid depends intelligence (FLC, Self-Tuning Fuzzy Logic Control (ST-
on the equilibrium between consumption and production.

- X FLC), neural network and genetic algorithms) [12—16].
The widespread use of renewable energies must be In general, the energy control is still based on

supported by the use of additional electrical energy  checks and balances. A number of studies have proposed
storage devices. The Hybrid Renewable Energy Systems  different methods of power control [17-24].

(HRESs) that runs mostly on solar and wind energy is Literature review. The paper [25] discusses the use
commonly used. There are two configurations standalone  of a ST-FLC PID controller for MPPT in variable-speed
or grid connected [2—4].
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WTs. While the proposed controller enhances MPPT
performance, it still exhibits static errors and ripples at the
DC bus. In [26], energy control strategies for HRESs with
battery storage are examined. This hybrid system,
comprising PV panels, WTs and diesel generators, operates
without grid connection. A FLC is implemented to optimize
power allocation among the PV, WT, diesel and battery
systems. However, the established rules fail to effectively
manage power distribution among sources and battery
storage, leading to challenges in meeting load demands.
The study [27] presents a PI controller for energy control in
HRES. Despite its application, this conventional regulator
struggles with disturbances in the DC voltage. Additionally,
the mathematical models based on PI control calculate the
gains for a nonlinear system. This approach suffers from
static errors at the DC bus level and experiences significant
voltage spikes during system startup.

The goal of the article is to improve the energy
efficiency and reliability of the power supply in various
and unpredictable weather conditions. Intelligent (FLC
and ST-FLC) MPPT strategies are suggested and
compared to conventional (PI and P&O) MPPT. An
intelligent power control system based on fuzzy rules
adapted to different operating modes of a HRESs with
battery storage. The control also minimizes static errors
and ripples in the direct current bus.

The suggested algorithms are employed to regulate
the output voltage to a predefined value in order to
extract the maximum possible power from WT and PV
systems. A FLC is used to act on the HRES according to
the proposed intelligent strategy. The FLC has many
advantages over conventional strategies based mainly on
logical states. It is simple and very close to human
reasoning. The main advantage is that expert knowledge is
captured and used at any time to improve the existing
system by adding some rules or acting on the power
organization controller for accurate selection of the source
at the right time to feed the telecommunication loads and
manage the whole hybrid power system. The different
control strategies developed were implemented in the
MATLAB/Simulink environment. The obtained results
showed that the ST-FLC technique is superior to the
others, and the results confirm the superiority of FLC to
supervise the system according to the proposed strategy.

System description. The studied HRES is
connected to the grid and has two renewable energy
sources (PV and WT) with storage. The power tracking is
based on FLC. The purpose is to match the power
demand of the load and to keep the battery bank in a state
of charge in order to prevent power outages and to extend
the lifetime of the batteries independently of fluctuations
in solar irradiation and wind velocity. The design of the

presented system is shown in Fig. 1.
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Fig. 1. Hybrid power system

WT system model. The WT-derived mechanical
energy is detailed as follows:

Py =Y, prR?V e, (A, ). )
where P, is the power extracted from the WT; p is the
density of the air; R is the radius of the blade; V,, is the
wind velocity; C,(4, p) is the power coefficient, where A
is the tip speed ratio. The definition of the parameter / is:

A=w,R/V,, . 2)
The pitch angle f is maintained constant during
MPPT control (§ = 0), @, is the mechanical speed of the
WT. The input torque for the turbine is:
Ty =Py /@, . 3)
The generator is modelled by the following voltage
equations in d,-axis:

dg,
Via =Relsq + % + a)e¢sq > “)

dg,
Vsq = Rslsq + d_;q + Oey » (5)

where iy, iy, are the currents in the d-g reference frame;
R, is the stator resistance; w, is the electrical rotation
speed; ¢, along with g, indicate the stator flux linkages
along the d and g-axis are acquired through:

bsa =Laisq + O (6)

¢sq = _Lqisq 5 (7)

where L, L, are the inductances in the d-gq reference
frame; ¢,, is the rotor magnetic flux generated by the

generator.

The electromagnetic torque expression 7, is:

T, = %p(Ld - Lq)isdisq + ¢misq > (®)
where p is the number of pole pairs.

The mechanical equation connecting the generator
and WT is:

dwg
Jeq?:Te_"Tl_Bnga ©)
where J,, is the equivalent inertia moment of the system;
wg is the angular speed of the generator; 7, is the
electromagnetic torque produced by the generator; 7; is
the torque exerted by the turbine on the generator; B,, is
the viscous damping coefficient.

PV system model. Figure 2 shows the equivalent
circuit of a standalone solar cell, which includes a single
diode, and, using Kirchhoff's current law, the output
current /,,, of the solar PV cell can be expressed as:

Ipv:Iph_Id_Ish; (10)
v T
1y =T exp| 2= | -1} v, =L (11)
nV; q
Q(va + Rslpv) va + Rs[pv
I, .=1,—1y ex -1 |- , (12
pv ph 0( P|: kT Rsh ( )

where /, is the current through the diode; [, is the current
through the resistor Ry;; R;, Ry, are the series and shunt
resistances, respectively; [, is the saturation current; 1, is
the photocurrent; #n is the diode ideality factor; V; is the
thermal voltage of the diode; £ is the Boltzmann constant;
T is the operating temperature of the cell; ¢ is the electron
charge.
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Fig. 2. Equivalent circuit of solar cell

Storage modelling. It is based on the electrical
diagram (Fig. 3), containing 3 elements: a voltage
source, the internal resistance and the capacitor:

flbdz
Ubat :EO —K.

+Rb[b7 (13)

where E, is the open circuit voltage of the battery; K is
the battery-dependent constant; R, is the internal battery
resistance; /, is the discharging current; Oy is the battery

capacity; Q£II »dt indicates the battery discharge status.
0

EO | Rb | QO/K

Iy
Ubat
Fig. 3. Electrical model of the battery

Grid model. The dynamic grid connection model,
employing a reference frame that synchronously rotates
with the grid voltage space vector, is depicted as:

) Lodigy )
Uga =—Rgigq — ~WorLgigy +egq;  (14)
L,di
P g%y .
Ugq = Rgigg T4 Werlgigd (15)

where R, is the resistance and L, is the inductance of the
filter, with the latter positioned between the converter and
the grid; ug,, u,, are the inverter voltage components, while
Wy, stands for the electrical angular velocity of the grid.

FLC design. The FLC code comprises 3 sections:
pre-processing, the fuzzy and interface rule engine, and
post-processing. In the pre-processing phase, the fuzzy
control (FC) input variables are the rate error (e) and the
change in error (de). The gain factors for input scale and
error scale are denoted as Ge and G4e, respectively. The
final phase of the FLC system involves post-processing,
where the output signal 4/ is scaled by the factors du(?)

e(t)=5"(1)-S(t); (16)
Ael) - —e(’);;f; 0. (7
I'=I"¢-1)+du@), (18)

with Mamdani’s method, the input fuzzy variables are
converted into suitable linguistic values, then treated in
the region of the fuzzy set that includes the membership
function (MF) where a suitable fuzzy output is obtained
using fuzzy rules, and then the fuzzy output is
transformed into a crisp value in the defuzzification using
the method of centroid, also known as the method of
center of gravity given by:

n n
AU =Y ci+u; [ D, (19)
i=l i=1
where ¢; is the discrete element within an output fuzzy
set; u; is its membership function; » is the total number of
fuzzy rules. Upon converting the inputs into linguistic
variables, the FLC facilitates a controlled adjustment in
the voltage reference, aiming to achieve maximum
power, relying on the rules outlined in Table 1.

Table 1
Set of fuzzy rules
AE
du NB NS Z PS PB
NB NB NB NS NS Z
NS NB NS NS Z PS
E Z NS NS Z PS PS
PS NS Z PS PS PB
PB Y4 PS PS PB PB

Figure 4 represents the input and output variables’
MFs encompass triangular and trapezoidal shapes
denoted as Negative Big (NB), Negative Small (NS), Zero
(2), Positive Small (PS) and Positive Big (PB).

Ps PB

A m NS z
! \ /\ /\ /

o
\ 4

0.5 1 15

-0.5 o
Fig. 4. MFs of e, 4e and du

The proposed ST-FLC. Figure 5 shows the overall
structure of ST-FLC. The proposed ST-FLC uses a
straightforward algorithm that reduces the system
complexity and computational burden. The MFs for the 2
normalized inputs (e and 4e) and the output (du) of the
controller were given on the normalized common area
[-1.5, 1.5]. The following are the relationships between
the scaling factors (G., G4 and G,) and the ST-FLC input
and output variables:

e=G,xe; (20)
Ae=Gy,xde; (21)
Mu=(fxG,)x Au, (22)
where:
B= Kl(#+|Ae|) . (23)

The variable f is formulated based on the system’s
expert understanding, following this principle. If the
system approaches its desired operating point rapidly
(small Ae), the output action (Au) should be heightened
(decreasing G,) to prevent significant overshoot or
undershoot. Conversely, if the system deviates swiftly
from the target operating point (large Ae), the output
action (Au) must be increased (augmenting G,) to restrict
these deviations and expedite the system’s return to its
target operating point. Therefore, f is expressed using
this design by adding (Ae) to the fraction (1/m) to prevent
a lower gain multiplication (G,) when (Ae) is exceedingly
small. A lower gain multiplication could lead to
oscillations and non-steady state behavior during steady-
state operation. The value of m is set to be equal to the
number of fuzzy uniform input partitions (e and Ae) (MF
number). The value of K is selected to allow the
variation of f, set to 4 during the tuning process. The
other fuzzy settings remain unchanged, adhering to the
standard fixed parameter FLC.
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The proposed MPPT algorithm. Figure 6
represents the proposed MPPT algorithm for WT which
based on ST-FLC.

Tiw D
= == +
L 3
(-::]‘ S {} Ve
x -
Dode Rectifier
L D

ST-FLC

‘ontroller

Fig. 6. ST-FLC MPPT of WT control

The MPPT algorithm proposed for solar system is
based on ST-FLC is shown in Fig. 7.

j—

It relies on the Mamdani input controller. As per the
MPPT algorithm, the recommended approach utilizes the
error £ as input and modifies the output through a
distinctive ST algorithm. By taking £ = (Dp/Dy) for each
step and considering the sign of Dp and Dy, and modify
the output, which is the duty cycle dD.

if E<Othen D=D+A4D ; 24)
if E>0then D=D—-A4D; (25)
if E=0then D=D, (26)

where the integrator with forward Euler method (the
standard method) to obtain the duty cycle (D); where the
gain value k and the sample time 7 of the integrator were
respectively set to 1 and 0.01:

D(k)=D(k-1)+kTdD(k -1). 27

Power control with FC. The hybrid system control
strategy must satisfy load demand under various weather
conditions and control energy flow while keeping the
different energy sources operating efficiently. Figure 8
shows the global system configuration. The FLC inputs
are respectively solar irradiation G, wind velocity V,,
battery state of charge (SOC) and load demand. The

I
Tipy
@l NL{Y\ 2: | outputs are switches corresponding to the selected source
| | : + according to the proposed strategy, which will be
| | T explained in power control with FC section.
PV @ lC__ S‘; I'd —-l— L1y The scheme parameters are next. PV generator:
E : T T P rated power P,, = 2,7 kW. WT generator: power rating
| I P,, = 6 kW; power rating of the turbine P, = 8,5 kW;
. _! = radius of the turbine R,, = 3.24 m. Battery bank: rated
v voltage V., = 200 V; capacity C = 100 A-h. DC bus:
" ‘,[”" _>O<_ > Vi = 630 V. Load: minimum power P, = 1 kW;
|C ALCULATORP> maximum power Py, = 8 kW. Grid: effective voltage
ST-FLC El_’- value V, =220 V; maximum voltage value Vg, =381 V.
Fig. 7. ST-FLC MPPT of PV control
"\-J[f - _I N
|
Bl |AC DC ~ .
Cl I
WIND GENERATOR ﬁ :
K | = _
G o DC - B é o AC LOAD
2 DC g S -—
T I | .
L~ | pVGENERATOR I AC
2} i f ’ * (iRll)
BATTERY .‘T L]
|
|
|
|
|

Fig. 8. Power control with FC general structure

The proposed strategy uses the energy produced by
PV, WT and battery to satisfy the demands of the load.
The FLC principle is to generate 3 signals of control K,,,,
K, and K, from 3 inputs: G, V,, and SOC. K,,, K,,, and
K. are the switches that control the PV system, WT and
battery, respectively. Table 2 presents the rule table for

the fuzzy controller, where the inputs are fuzzy sets

representing SOC, V,, and G. The output indicates the
states of the 3 switches K,,,, K,y and Kj.

Table 2
Interval of fuzzy controller inputs
Low Medium High
SOC, % 0-20 20-95 95-100
V., m/s 0-2 2-9 9-12
G, W/m® 0-200 200-600 600-1000
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Depending on the (ON/OFF) states of the K,,, K,
and K, switches, with the power supplied to the load
expressed as:

Fload + Flost + Frar = Pt Kyor + vava , o (28)

where P,,, P,, are the power generated by the WT and the
PV system; P, is the battery power; P, is the power
consumed by the load; P, is the power lost in the
system; Py, > 0 — when the batteries are charged; Py, < 0
— when the batteries are discharged.

To guarantee the effective operation of the system
under all conditions, we developed a range of scenarios
based on system inputs (V,,, G and SOC) while considering
the load. The resulting set is displayed below.

Mode 1 (M1). WT and PV power supply the load,
the total energy is enough to power the load and the
excess used to charge the batteries. The battery is
charging.

Mode 2 (M2). WT and PV energy insufficient to
supply the load, in this case, power is supplied by the
battery to satisfy the demand. The battery is discharging.

Mode 3 (M3). PV power is the only source,
sufficient to satisfy the load and the excess used to charge
the batteries, this mode occurs during a sunny day
(summer). The battery is charging.

Mode 4 (M4). PV source is insufficient to supply
the load. Power is supplied by the battery to satisfy the
load demand, the battery is discharging.

Mode 5 (M5). WT energy is the only source,
sufficient to satisfy the load and the excess used to charge
the batteries, which is the situation on a winter day with
no solar radiation or at night with a good wind velocity.
The battery is charging.

Mode 6 (M6). WT power source is insufficient to
supply the load. Power is supplied by the battery to
satisfy the load. The battery is discharging.

Mode 7 (M7). Only the battery powered the load.
The battery is discharging.

Mode 8 (M8). No source available and the battery is
empty, so the grid therefore supplied the power needed to
satisfy the load demand.

Figure 9 shows the flowchart governing the energy
control system utilizing the fuzzy system. This fuzzy
system processes the inputs shown in Table 2, along with
the total energy sum represented in (28). The control
system evaluates 4 inputs to determine which mode, as
previously described, should be implemented.

Read voltages and currents

2
Calculate powers Calculate SOC
Pty Py Pras, Prows and Pioag
[

!

\ Poct=Prostt Ploat P v PP \

l I _bar=0 | I |li:|ltcr) charge I Grid | ‘Iiultcry‘ discharge
I I I I [
Fig. 9. Flowchart of the power control algorithm

Results simulation analysis. The simulation,
conducted in MATLAB/Simulink, assesses the energetic
efficiency and feasibility of the proposed strategy across
various potential climatic conditions, as depicted in Fig. 8.
The selected profiles include wind velocity (Fig. 10) and
solar irradiance (Fig. 11).

1o Ve T8 [ ‘ I [ ‘ ' [

A N I R B

6, .
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Fig. 10. Profile of the wind velocity
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Fig. 11. Profile of the solar irradiation

16 s

The speed control response of the ST-FLC exhibits
superior tracking characteristics compared to other controllers.
In time-critical situations where the speed supervision
controller operates, the permanent magnet synchronous
generator demonstrates very short speed response times, no

overshoot, and no steady-state error (Fig. 12).
7000 T T T T T T

,
P,W ——STFLC

6500
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5500
5000
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1500 |
1000
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o

L ) L I\
(o] 2 4 10 12 14 16 18

6 8
Fig. 12. Output power of the WT

Table 3 presents a comparison among 3 controllers.
It’s evident that the ST-FLC controller exhibits a shorter
response time and reduced overshoot when compared to
the other controllers. Additionally, the ST-FLC
demonstrates smaller rise time and settling time in
comparison to the other 2 controllers.

Table 3
MPPT WT performance metrics for PI, FLC and ST-FLC
Operation Measure PI FLC | ST-FLC
Setting time,s | 0.193 | 0.124 0.104
MPPT WT Rise time, s 0.123 | 0.102 0.077
Overshoot, % 0.909 | 0.405 0.315

The ST-FLC has better tracking characteristics than
other power control modules, the PV response time is
very short compared to other controllers (Fig. 13).
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Fig. 13. Output power of the PV

Table 4 displays the outcomes of comparing the
three controllers. The ST-FLC controller showcases
shorter rise time and settling time. Moreover, both the

ST-FLC and FLC controllers exhibit lesser overshoot
when compared to the P&O controller.

Table 4
MPPT PV performance metrics for P&O, FLC and ST-FLC
Operation Measure P&0O | FLC | ST-FLC
Setting time, s 0.273 | 0.221 0.177
MPPT PV Rise time, s 0.204 | 0.115 0.105
Overshoot, % 0.506 | 0.189 0.189

A more detailed analysis of the steady-state power
was carried out. A fast Fourier transform analysis has
been used to calculate the Total Harmonic Distortion
(THD) produced by the power. 20 cycles of the power
were selected, starting at 0.2 s, the frequency fundamental
and limited 50 Hz and 1000 Hz respectively to obtain a
clear view of the THD spectrum. Tables 5, 6 show the
power and THD spectrum for the 3 controllers.

Table 5
Phase a power THD of WT comparison
Controller P, W THD, %
PI 4395 3.94
FLC 4417 3.26
ST-FLC 4425 2.29
Table 6
Phase a power THD of PV comparison
Controller P,W THD, %
P&O 2559 7.21
FLC 2582 6.21
ST-FLC 2591 5.46

The performance evaluation of the proposed
strategy, encompassing control and optimization, utilized
the selected profiles: wind velocity (Fig. 10), solar
irradiance (Fig. 11), and load power (Fig. 14). Figures 15,
16 depict the voltage shape and SOC, respectively,
showcasing fluctuations of increase and decrease. When
the load power surpasses the power supplied by sources
(PV, WT), both the voltage and battery SOC decrease
(indicating battery discharge). Conversely, they increase
when the load power is lower, allowing the sources to
charge the battery. Figure 17 shows the maintenance of
Vs at the reference value. Moreover, the powers
generated by PV, WT, and batteries are presented in
Fig 18. The obtained results affirm the effectiveness of
the proposed FLC-based strategy, clearly demonstrating
the successful achievement of its objectives.
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Fig. 14. Profile of the load power
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Conclusions.

1. This study explores the modelling, optimization, and
control of a grid-connected HRES comprising two
renewable sources (PV and WT) along with a storage
system. The research conducts a comprehensive
evaluation, highlighting a comparison between
conventional and fuzzy-based approaches in controlling
the MPPT. The FLC demonstrates notably enhanced
performance compared to conventional methods,
particularly beneficial when the model lacks clear
definition, leveraging human experiential knowledge. The
primary objective of this investigation revolves around
assessing two advanced MPPT control strategies for WTs
and PV systems: FLC, which utilizes error and its change
to adjust control through fixed gain scaling factors, and
ST-FLC, where the output gain dynamically adapts
according to the prevailing system conditions.

2. The simulation outcomes demonstrate the superior
performance of FLC over a conventional controller in
terms of response speed and its capability to effectively
track the maximum WT power. The ST-FLC strategy,
employing a straightforward block design, exhibits robust
performance and showcases commendable results
compared to other utilized approaches.

28

Enexmpomexnixa i Enexmpomexanika, 2025, Ne 3



8000 —P’ W

6000 —

4000 (f

2000 -

—P i

-2000

-4000 [

-6000 l_

-8000 |- had

- *

| S—

M2 M4 M5 M6 M5 M7

=] 10 11 12 13 14 15 16 17 LS

Fig. 18. Power waveforms

3. The introduced intelligent control strategy allows for
diverse operating modes tailored to varying weather
conditions, enabling seamless and rapid power supply
from each source while considering the battery bank's
state of charge. FLC serves a pivotal role in providing
optimization and control within this framework.

4. These simulation findings unequivocally affirm the
effectiveness and practicality of the proposed control
strategy. The primary objectives, including substantial
power gains, reduced battery load, and intelligent control,
are successfully attained.

Conflict of interest. The authors declare that they
have no conflicts of interest.

REFERENCES
1. Renewables 2024. Global Status Report. Global Overview
2024. Available at: https:/www.ren21.net/gsr2024_GO_report
(Accessed: 02 July 2024).
2. Muthukaruppasamy S., Dharmaprakash R., Sendilkumar S.,
Parimalasundar E. Enhancing off-grid wind energy systems with
controlled inverter integration for improved power quality.
Electrical Engineering & Electromechanics, 2024, no. 5, pp. 41-
47. doi: https://doi.org/10.20998/2074-272X.2024.5.06.
3. Shivam K., Tzou J.-C., Wu S.-C. A multi-objective
predictive energy management strategy for residential grid-
connected PV-battery hybrid systems based on machine learning
technique. Energy Conversion and Management, 2021, vol. 237,
art. no. 114103. doi:
https://doi.org/10.1016/j.enconman.2021.114103.
4. Lamzouri F.E.Z., Boufounas E.-M., Amrani A.El. Efficient
energy management and robust power control of a stand-alone
wind-photovoltaic hybrid system with battery storage. Journal
of Energy Storage, 2021, vol. 42, art. no. 103044. doi:
https://doi.org/10.1016/j.est.2021.103044.
5. Benlahbib B., Bouarroudj N., Mekhilef S., Abdeldjalil D.,
Abdelkrim T., Bouchafaa F., Lakhdari A. Experimental
investigation of power management and control of a
PV/wind/fuel cell/battery hybrid energy system microgrid.
International Journal of Hydrogen Energy, 2020, vol. 45, no.
53, pp- 29110-29122. doi:
https://doi.org/10.1016/j.ijhydene.2020.07.251.
6. Laxman B., Annamraju A., Srikanth N.V. A grey wolf
optimized fuzzy logic based MPPT for shaded solar
photovoltaic systems in microgrids. International Journal of
Hydrogen Energy, 2021, vol. 46, no. 18, pp. 10653-10665. doi:
https://doi.org/10.1016/j.ijhydene.2020.12.158.
7. Suresh G., Prasad D., Gopila M. An efficient approach
based power flow management in smart grid system with hybrid

renewable energy sources. Renewable Energy Focus, 2021, vol.
39, pp. 110-122. doi: https://doi.org/10.1016/j.ref.2021.07.009.
8. Bounechba H., Boussaid A., Bouzid A. Experimental
validation of fuzzy logic controller based on voltage
perturbation algorithm in battery storage photovoltaic system.
Electrical Engineering & Electromechanics, 2024, no. 5, pp. 20-
27. doi: https://doi.org/10.20998/2074-272X.2024.5.03.

9. Zerzouri N., Ben Si Ali N., Benalia N. A maximum power
point tracking of a photovoltaic system connected to a three-
phase grid using a variable step size perturb and observe
algorithm. Electrical Engineering & Electromechanics, 2023,
no. 5, pp. 37-46. doi: https:/doi.org/10.20998/2074-
272X.2023.5.06.

10. Jately V., Azzopardi B., Joshi J., Venkateswaran V.B.,
Sharma A., Arora S. Experimental Analysis of hill-climbing
MPPT algorithms under low irradiance levels. Renewable and
Sustainable Energy Reviews, 2021, vol. 150, art. no. 111467.
doi: https://doi.org/10.1016/j.rser.2021.111467.

11. Louarem S., Kebbab F.Z., Salhi H., Nouri H. A comparative
study of maximum power point tracking techniques for a
photovoltaic grid-connected system. Electrical Engineering &
Electromechanics, 2022, mno. 4, pp. 27-33. doi:
https://doi.org/10.20998/2074-272X.2022.4.04.

12. Kaddache M., Drid S., Khemis A., Rahem D., Chrifi-Alaoui
L. Maximum power point tracking improvement using type-2
fuzzy controller for wind system based on the double fed
induction generator. Electrical Engineering &
Electromechanics, 2024, mno. 2, pp. 61-66. doi:
https://doi.org/10.20998/2074-272X.2024.2.09.

13. Mahgoun M.S., Badoud A.E. New design and comparative
study via two techniques for wind energy conversion system.
Electrical Engineering & Electromechanics, 2021, no. 3, pp. 18-
24. doi: https://doi.org/10.20998/2074-272X.2021.3.03.

14. Farah N., Talib M.H.N., Mohd Shah N.S., Abdullah Q.,
Ibrahim Z., Lazi J.B.M., Jidin A. A Novel Self-Tuning Fuzzy
Logic Controller Based Induction Motor Drive System: An
Experimental Approach. IEEE Access, 2019, no. 7, pp. 68172-
68184. doi: https://doi.org/10.1109/ACCESS.2019.2916087.

15. Marugan A.P., Marquez F.P.G., Perez J.M.P., Ruiz-
Hernandez D. A survey of artificial neural network in wind
energy systems. Applied Energy, 2018, vol. 228, pp. 1822-1836.
doi: https://doi.org/10.1016/j.apenergy.2018.07.084.

16. Mansouri M., Bey M., Hassaine S., Larbi M., Allaoui T.,
Denai M. Genetic algorithm optimized robust nonlinear
observer for a wind turbine system based on permanent magnet
synchronous generator. ISA Transactions, 2022, vol. 129, pp.
230-242. doi: https://doi.org/10.1016/].isatra.2022.02.004.

17. Guentri H., Allaoui T., Mekki M., Denai M. Power
management and control of a photovoltaic system with hybrid

Enexkmpomexnika i Enexmpomexanixa, 2025, Ne 3

29



battery-supercapacitor energy storage based on heuristics
methods. Journal of Energy Storage, 2021, vol. 39, art. no.
102578. doi: https://doi.org/10.1016/j.est.2021.102578.

18. Sabhi K., Talea M., Bahri H., Dani S. Integrating dual active
bridge DC-DC converters: a novel energy management
approach for hybrid renewable energy systems. Electrical
Engineering & Electromechanics, 2025, no. 2, pp. 39-47. doi:
https://doi.org/10.20998/2074-272X.2025.2.06.

19. Ayat Y., Badoud A.E., Mekhilef S., Gassab S. Energy
management based on a fuzzy controller of a photovoltaic/fuel
cell/Li-ion battery/supercapacitor for unpredictable, fluctuating,
high-dynamic three-phase AC load. Electrical Engineering &
Electromechanics, 2023, mno. 3, pp. 66-75. doi:
https://doi.org/10.20998/2074-272X.2023.3.10.

20. Sharma R.K., Mudaliyar S., Mishra S. A DC Droop-Based
Optimal Dispatch Control and Power Management of Hybrid
Photovoltaic-Battery and Diesel Generator Standalone AC/DC
System. IEEE Systems Journal, 2021, vol. 15, no. 2, pp. 3012-
3023. doi: https://doi.org/10.1109/JSYST.2020.3032887.

21. Kamel A.A., Rezk H., Abdelkareem M.A. Enhancing the
operation of fuel cell-photovoltaic-battery-supercapacitor renewable
system through a hybrid energy management strategy. International
Journal of Hydrogen Energy, 2021, vol. 46, no. 8, pp. 6061-6075.
doi: https://doi.org/10.1016/j.ijhydene.2020.06.052.

22. Ali Moussa M., Derrouazin A., Latroch M., Aillerie M. A
hybrid renewable energy production system using a smart
controller based on fuzzy logic. Electrical Engineering &
Electromechanics, 2022, mno. 3, pp. 46-50. doi:
https://doi.org/10.20998/2074-272X.2022.3.07.

23. Toghani Holari Y., Taher S.A., Mechrasa M. Power
management using robust control strategy in hybrid microgrid
for both grid-connected and islanding modes. Journal of Energy
Storage, 2021, vol. 39, art. no. 102600. doi:
https://doi.org/10.1016/j.est.2021.102600.

24. Charrouf O., Betka A., Abdeddaim S., Ghamri A. Artificial
Neural Network power manager for hybrid PV-wind

How to cite this article:

desalination system. Mathematics and Computers in Simulation,
2020, vol. 167, pp. 443-460. doi:
https://doi.org/10.1016/j.matcom.2019.09.005.

25. Taghdisi M., Balochian S. Maximum Power Point Tracking
of Variable-Speed Wind Turbines Using Self-Tuning Fuzzy
PID. Technology and Economics of Smart Grids and
Sustainable FEnergy, 2020, vol. 5, no. 1, art. no. 13. doi:
https://doi.org/10.1007/s40866-020-00087-3.

26. Roumila Z., Rekioua D., Rekioua T. Energy management
based fuzzy logic controller of hybrid system
wind/photovoltaic/diesel with storage battery. International
Journal of Hydrogen Energy, 2017, vol. 42, no. 30, pp. 19525-
19535. doi: https://doi.org/10.1016/j.ijhydene.2017.06.006.

27. Singh P., Lather J.S. Power management and control of a
grid-independent DC microgrid with hybrid energy storage
system. Sustainable Energy Technologies and Assessments,
2021, vol. 43, art. no. 100924. doi:
https://doi.org/10.1016/j.seta.2020.100924.

Received 10.11.2024
Accepted 08.01.2025
Published 02.05.2025

H. Chaib', PhD Student,

S. Hassaine', PhD, Professor,

Y. Mihoubl, PhD, Associate Professor,

S. Moreauz, PhD, Associate Professor,

!Laboratory of Energy Engineering and Computer Engineering,
University of Tiaret, Algeria,

e-mail: housseyn.chaib@univ-tiaret.dz (Corresponding Author);
said.hassaine@univ-tiaret.dz; youcef.mihoub@univ-tiaret.dz
% Laboratory of Informatics and Automatic Systems (LIAS),
Poitiers University, France,

e-mail: sandrine.moreau@univ-poitiers.fr

Chaib H., Hassaine S., Mihoub Y., Moreau S. Intelligent power control strategy based on self-tuning fuzzy MPPT for grid-connected
hybrid system. Electrical Engineering & Electromechanics, 2025, no. 3, pp. 23-30. doi: https://doi.org/10.20998/2074-

272X.2025.3.04

30

Enexmpomexnixa i Enexmpomexanika, 2025, Ne 3



UDC 621.3 https://doi.org/10.20998/2074-272X.2025.3.05
L. Djafer, R. Taleb, F. Mehedi, A. Aissa Bokhtache, T. Bessaad, F. Chabni, H. Saidi

Electric drive vehicle based on sliding mode control technique
using a 21-level asymmetrical inverter under different operating conditions

Introduction. Electric vehicles (EVs) have drawn increased attention as a possible remedy for the energy crisis and environmental issues.
These days, EVs can be propelled by an extensive range of power electronics to produce the energy required for the motor and operate
efficiently at high voltage levels. Multilevel inverters (MLIs) were designed to address the challenges and limitations of traditional
converters .The novelty of the research that is being presented a 21-asymmetric MLI with reduced switching using pulse width modulation
technique for powering electric propulsion system of EVs, with the proposed topology delivering notable enhancements in both performance
and cost-efficiency compared to conventional asymmetric designs. Purpose. Improving EV performance by utilizing sliding mode control
(SMC) technique for controlling a permanent magnet synchronous motor (PMSM) powered by a 21-level reduced switching inverter
topology. Methods. This study focuses on assessing the feasibility of a 21-asymmetric MLI with reduced switching. This inverter utilize
different input voltage levels for various components and modules, enabling the combination and subtraction of these voltages to create
multiple voltage levels for use in the traction system of electric vehicles, designed to power a PMSM. The motor’s operation is controlled
using SMC technique with three distinct surfaces, with consideration for the vehicle’s dynamic behavior. Results. Proved that, using a 21-
asymmetric MLI to optimize the quality of the output voltage for improving the performance of the EV. The proposed topology offers a cost-
effective and simple system that is easy to maintain. Practical value. To assess the effectiveness and resilience of the suggested control
system, we conducted simulations using MATLAB/Simulink. Notably, the target speed adheres to the urban driving schedule in Europe,
specifically the ECE-15 cycle. References 21, tables 2, figures 10.

Key words: asymmetric multilevel inverter, electric vehicle, permanent magnet synchronous motor, sliding mode control.

Bcemyn. Enexmpomo6ini (EVs) npuseprynu niosuwjery yeazy sik MOXCIUSUIL 3aciO 6I0 eHepeemuyHol Kpu3u ma ekono2iunux npobrem. Y
Hawi OHI EVS Mmodcymb pyxamucs wupokum CReKmpom CUNO8oi eleKmpoHiKu Ol 6UpOOIeHHs eHepeli, HeoOXIOHOL Onsl OsucyHa, i
npayosamu egheKmueHo npu GuUcokux pieHax manpyeu. Bazamopisnesi insepmopu (MLI) 6ynu pospobneni ona eupiwtenns npobrem ma
obmedcerv  mpaouyitinux nepemesoprosavie. Hoeusna Oocnioscenns, sxe npeocmasneno, 21-acumempuynuii MLI 30 3menwienum
NEPEMUKAHHAM, WO BUKOPUCTNOBYE MEMOO WUPOMHO-IMIYIbCHOT MOOYIAYIT ONA JiCU6leHHA enaekmpuyHoi pyxoeoi cucmemu EVs, 3
3anponoHoBaHoI0 MONOIORIEI0, Wo 3abe3newye noMimue NOKpaujents K nPOOYKMUGHOCHE, MAK i eKOHOMIUHOT egheKMUGHOCI NOPIGHAHO 3
mpaouyitinumu  acumempuynumu Koncmpykyiavu. Mema. Ioninwenna npooyxmuenocmi EVs 3a paxynox euxopucmanms memooy
Kepysants kogzuum pexcumom (SMC) ona xepysannsi cumxponnum O0gucynom 3 nocmitimumu macwimamu (PMSM), wo npayioe 6io
mononoeii 21-piene6oeo ineepmopa 3i smeruenum nepemurxansim. Memoou. Lle docnioicentst 30cepeddiceno Ha oyinyi 30iichennocmi 21-
acumempuunoeo MLI 3i smenwienum nepemuxannsm. Lleti ineepmop sukopucmogye pisni pieHi 6Xionoi Hanpyau Oisl Pi3HUX KOMHOHEHMIE Ma
MOOYNi8, WO 00380151€ KOMOIHY8amu ma GiOHiMamu yio Hanpyzy 0N CMEOPEHHA KINbKOX DIGHI6 Hanpyeu ONid GUKOPUCIMAHHA 8 MA208Il
cucmemi enekmpomooinis, npusnaueroi ons xeuenenns PMSM. Poboma osueyna konmpontoemoca 3a donomozoio mextiku SMC i3 mpvoma
PDIBHUMU NOBEPXHAMU 3 YPAXYBAHHAM OUHAMIUHOI nosedinku agmomobina. Pesynomamu. Jlosedeno, wjo suxopucmanns 2 1-acumempuunozo
MLI ona onmumizayii skocmi 6uxioHoi Hanpyeu nokpaugye npooykmusHicms EV. 3anpononosana mononozis nponoHye ekoHoMmiyHy ma
npocmy cucmemy, AKy neeko oociyeogysamu. Ilpakmuuna yinnicms. [a oyinku ecpekmusnocmi ma cmiiikocmi 3anponoHosanoi cucmemu
YRpagninHa Mu 30iticHunu mooemosants 3 sukopucmannam MATLAB/Simulink. 3oxpema yinvosa wsuoxicmo gionogioac micokomy epapixy
600inns 6 €sponi, 30kpema yuxny ECE-15. bion. 21, tabn. 2, puc. 10.

Kniouosi cnosa: acumerpuyHuii 6aratopiBHeBuii iHBepTOp, €J1eKTPOMOOiIb, CHHXPOHHUI JABHUIYH 3 NOCTiHHMMH MarHitamu,
KepYBaHHSI KOB3HUM PeKHMOM.

Introduction. The growing challenge of global
warming and air emissions from transportation in urban
areas has led to the development of various alternative
mobility solutions, such as electric vehicles (EV), car
sharing, and e-bikes [1]. EV presents multiple benefits:
electric energy is more affordable and environmentally
friendly compared to oil, electric motors are more
efficient than internal combustion engines, EV operate
more quietly, and they can be charged at home [2].
Consequently, this remains essential for the research
community to prioritize clean, renewable, and
environmentally friendly energy sources and to encourage
policy and economic leaders to take decisive action to
tackle this issue and facilitate the shift to renewable
energy. In this situation, the growing presence of EV in a
fiercely competitive market drives car manufacturers to
create more fuel-efficient automobiles at lower expenses.
Key performance criteria for EV encompass reliability,
resilience, energy control, battery charging rate, and
especially the electric drive system [3].

The fuel cell serves as the primary source of energy
in the EV power supply, nevertheless, in low-load

situations, the fuel cell may prove inadequate, making it
necessary to use a battery as a backup source to prevent a
limited range of driving distance and extend the lifespan
of the fuel cell [4]. Consequently, energy management is
optimized to enable energy distribution among the
propulsion system components, along with the
appropriate selection of the motor.

A permanent magnet synchronous motor (PMSM) is
widely used in EV energy propulsion systems because of
its numerous advantages, such as its efficient compact
structure, high air-gap flux density, high energy density,
favorable torque-to-inertia ratio, and excellent performance
effectiveness [5]. PMSM necessitates an effective
management strategy, meaning it demands a rapid and
precise response, swift recovery from disturbances, and
robustness against variations in parameters. As a result,
numerous contemporary control techniques, including
sliding mode control (SMC), have been advocated to
enhance the performance of the PMSM [6].

SMC technique is a popular technique because it
effectively rejects internal parameter changes and outside
disruptions. SMC has discovered vast application in
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electrical power systems and electrical devices for
machines [7, 8]. As a result, it has been effectively
utilized for controlling the position and speed of PMSMs.

EV typically utilizes large electric motors that
necessitate a significant quantity of batteries and
sophisticated electronic power converters to supply the
necessary high-level electrical power they require. The
structure of multilevel inverters (MLIs) enables the synthesis
of high-quality, high-voltage waveforms, making them ideal
for high-power drive systems. In [9], the authors proposed
the effectiveness of drive control using a MLI. The suggested
method combines the use of sand cat swarm optimization
and spiking neural networks. According to the findings, the
suggested approach can outperform current methods based
on torque ripple, energy efficiency, and speed tracking [10].

MLIs are capable of operating at both the fundamental
switching frequency and a high rate of pulse-width
modulation (PWM) switching [11]. It is well known that
these inverters can produce low harmonic waveforms for
high-voltage signals. However, adding more switching
devices results in a system that becomes more complex and
expensive, resulting in maintenance challenges [12].
Asymmetric MLIs are viewed as an effective solution for
overcoming the limitations of traditional MLIs.

The goal of the paper is introduces a 21-asymmetric
MLI with reduced switching for powering electric
propulsion system of EV, with the proposed topology
delivering notable enhancements in both performance and
cost-efficiency compared to conventional asymmetric
designs. The new aspect is that the article [13] addressed
the 21-level inverter topology in an open loop and it used
artificial neural networks for selective harmonic
elimination PWM (SHE-ANN) modulation. This article is
a continuation of the first, where we used the 21-level
inverter within the electric EV’s traction system (closed
loop) using sinusoidal PWM (SPWM) modulation.

Subject of investigations. This paper presents a 21-
hybrid asymmetric MLI reduced switching inverter within
the EV’s traction system for powering a PMSM with a
nominal power of approximately 50 kW and a maximum
torque of 255 N-m. Our traction system requires control laws
that remain unaffected by disturbances, parameter changes,
and nonlinearities. This study will employ a variable
structure control approach, commonly referred to as SMC.

The proposed topology used to optimize the quality of
the output voltage for improving the performance of the EV
while minimizing the number of switching devices. It offers
a cost-effective and simple system that is easy to maintain.

Electric propulsion system. Dynamics analysis. The
propulsion system must produce enough traction effort at the
wheel to counteract the combined forces of aerodynamic
drag, rolling resistance, road inclination, and the force
necessary to accelerate the vehicle. This section outlines the
primary forces that enable a vehicle’s operation. Figure 1
illustrates the main forces acting on the EV.

The force needed to drive the EV at the wheels is
defined by the following equation [14, 15]:

FT:Fr0+Fad+Fcr+sta (1)

where Fr is the traction force; F,, is the force of rolling
resistance; F,, is the force of aerodynamic resistance; F.,
is the climbing resistance force; Fy is the force of Stokes
or viscous drag.

I . L
Ly Moving direction

Fig. 1. Fundamental forces acting on an EV

The force of rolling resistance is:
F,,=C ;mgcosa . 2)

The force that resists rolling F,, is influenced by the
vehicle’s mass m acceleration due to gravity g, and the
wheel’s coefficient of rolling resistance C,. In practice,
with contemporary tires engineered for reduced tire
resistance, a rolling resistance coefficient C, is around
0.01 (and approximately 0.015 for conventional tires).
The variation in this coefficient depends on the tire’s
width and the kind of road surface [16, 17].

The force of aerodynamic resistance

F, = %PCfAerz = %PCfAf(V +7,Y ()

is proportional to the air density P, the square of the
vehicle’s speed V, the wind speed V,, the vehicle’s
frontal surface area 4 the relative speed of the vehicle V.,
and its drag coefficient C;, which varies between 0.25-0.5
depending on the shape of the vehicle body.

Climbing resistance force is:

F, =tmgsina, “)
where m is the vehicle mass, g is the gravitational
acceleration constant; a is the grade angle.

The gravitational force acting on a vehicle driving
on an inclined road depends on the road’s slope. As
shown in Fig. 1, this exerted force is positive while the
automobile is climbing and negative while descending.

The force of Stokes or viscous drag is:

st =K.V, (%)

where K, is the Stokes coefficient.
In [18] authors occasionally use the EV’s acceleration
force F, in place of the viscous friction force Fyas:

av, i2\dv,
F=m/t—’=m+EJ— L, 6
“ de (r]dt ©)

where A is the mass factor, which varies with the engaged
gear, ranges from 1.06 to 1.34; J is the moment of inertia
at the circumference of the driving wheel; i is the gearbox
ratio;  is the wheel radius.

The electric motor produces the traction force
required for an EV to counteract the road resistance.
Thus, the motion equation is expressed as:

dv
KmmE:Ft}’_FT’ (7)

where F,. is the traction force of tires; K,, is the rotational
inertia coefficient. The net force F,. — Fy accelerates the
vehicle or decelerates it if Fr exceeds Fj,.

The work 4 is given by the following expression:

A= ijlFidx . (8)
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When the work is differentiated with respect to time,
the resulting expression for mechanical power is:
d4 dx
PmechzazFEQPmecth‘V‘ )
Description of the system. Figure 2 presents a
diagram of the components of an EV powered by a system
of electric traction. The main objective of the suggested
design is to achieve speed control through SMC technique.
The electric propulsion system comprises a DC voltage
source, a 21-level reduced switching MLI, and a induction
motor with a nominal power of approximately 50 kW and a
maximum torque of 255 N-m.

L | Proposed 21-Level Inverter

Tttt

/

f Sliding Mode Control Ve
wrref LN

wr Tiq‘f id ©

v |

== |||

Park
7 Position Sensor
Vehicle Dynamics

Fig. 2. The components of the traction system

Park Inverse

The proposed 21-level inverter topology. Figure 3
shows the circuit model of the proposed 21-level inverter,
designed with fewer switching devices. This inverter
comprises 2 series-connected cells. The top cell consists of a
basic H-bridge, constructed using switches S; — S, as well as
2 bidirectional switches, S5 and Ss, along with 3-DC sources
of equal voltage. The bidirectional switches Ss, S¢ manage
the connection of the DC sources to produce the required
staircase output voltage waveform. The lower cell contains
an additional H-bridge, made up of switches S, — S, which
is connected to an isolated DC source [13].

B o
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Vdd =
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|
- .
» »

o "
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AvVol
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/ ded ™

50 ﬂs

Fig. 3. The suggested 21-level inverter configuration [13]

Table 1 shows the allowed switching configurations for

Table 1
Output voltage levels (p.u.) with their respective conducting
switches for the suggested 21-level inverter [13]

Switches Switches
Voltage, p.u. in ON state Voltage, p.u. in ON state
10 St Sas Sp15 Spa —-10 S5, 82, Sp2, S
9 S4, Ss, Sp1, Spa -9 S5, S6, Sp2s S
8 Sa> S6> Sp1s Spa -8 Ss, S35 Sy Spa
7 85, Say Sp1s Spa -7 85, Sa, Sp2, Sp3
6 S3> SS» Spl» Sp4 —6 S()s S4» SpZ» SD3
5 S3, Sﬁ, Spl’ Sp4 *5 S5, S4, sz, Sp3
4 S5, S35 Sp1s Spa -4 St, S4> Sy Spa
3 St Sa> Sy Spa -3 S5, S35 Sy Spa
2 Sa, S5, Spos Spa -2 83, Se> Spos Spa
1 S45 Ses Sp2s Spa —1 S5, S5, Sp2s Spa
0 82, Sy Spay Spa 0 82, Say Spay Spa

SMC strategy of the PMSM. The mathematical
model of the PMSM in the stationary d-g coordinates
system is [19, 20]:

R Lq 1
iy =——ig+—pw,i, +—Vy;
d Ld d I Py B d
lq=——1q+—dpa)rld— po,+—V,; (12)
Ld q q d
3p( . o) 1 S
=—J(¢)flq+(Ld—Lq)ldlq)——cr—ja)r,

where R is the stator resistance; L, L, are the stator
inductances; ¢y is the flux linkage of the permanent
magnet; iy, i, are the stator currents; V, V, are the stator
voltages; @, is the mechanical speed; J is the inertia
moment; f'is the viscous friction coefficient, p is the poles
pairs number; C, is the load torque.

Our traction system requires control laws that remain
unaffected by disturbances, parameter changes, and
nonlinearities. This study will employ a variable structure
control approach, commonly referred to as SMC.

The system represented by the state space equation
given bellow is taken into consideration [21]:

[x]= 4lx]+ B[U]. (13)
where the state vector is represented by [X]eR", the
control input vector by [U]eR", and the system parameter
matrices by [4] and [B].

Selecting the quantity of switching surface s(x) is the
initial stage of the control design. This number typically
equals the control vector’s [B] dimension. To guarantee
the variable x convergence to its reference x,,; the authors
[17] suggests the following general purpose for the
switching surface:

d n—1
S(x) :(—+/1j e(x), (14)
dr
where # is the relative degree; A is the positive coefficient;
and the vector of tracking errors is e(x) = x,, — x.

The second step is to identify the control law that
satisfies the requirements necessary for a sliding mode
like to exist and be reachable [17]:

every possible combination. It is important to note that these S(x)-S (x ) <0. (15)
combinations are only applicable under next conditions: There are two parts to the control law:

Vaer = Va2 =Vacs s (10) U=Uy+Uy; (16)

Viea =1V - (11) U, :szign(S(x)), 17

Enexmpomexunixa i Enexmpomexanixa, 2025, Ne 3 33



where U, is the correction factor; U,, is the equivalent
control vector; U is the control vector. U, should be
computed to satisfy the stability requirements for the
selected control [17]; K, is the constant.

In this study, the following sliding surfaces are
selected as follows:

S(i ):idref —iy;
s(i, )= gy i’ (18)
S(a),): Oy yof = Op-

The first order derivate of (18), gives:
S(i ):l:dref_l:d;
Slig )= g, ~iys (19)
$(0,)= dy g~

The control vectors Ve, Vyeq and iy, are obtained
by imposing S'(x)zO, consequently, the following
relation provides the corresponding control components:

( : . .
Vdeq = Ldldref +Rld —a)rL 1

q>

q
quq = Ldiqref' +Riq —w,Lyiy +0,Qr; (20)
< Jd)"ref + pC, + fo,

lyeq =

NET

L pP((Lg —Ly)ig +\/;(Pf)
When substituting (17) and (20) into (16), the
following control vector is applied in order to get good

performances, dynamics, and commutations around the
surfaces:

Va= Vdeq +Kisign(S(iy));

V, =V 4eq + Kosign(S(i,)); Q1)

lq
where K; — K3 are all positive constants.

Discussion of simulation results. Simulations were
performed to characterize the vehicle traction system’s
behavior, using the model presented in Fig. 2. The
simulations illustrate vehicle speed control with SMC
technique driven by a novel 21-level inverter topology.
The test cycle is the urban ECE-15 cycle (Fig. 4).

w1 Vehicle speed, km/h

= iqeq + K3sign(S(w,.)),

| ‘ | | ‘ | ‘
fs

Fig. 4. European urban driving cycle ECE-15

To verify the suggested topology’s effectiveness a
comparative study has been done to demonstrate the
merits of the proposed topology over of 2-level inverter
topology. Total harmonic distortion (THD) was chosen as
a quality index to evaluate the quality of the generated
output voltage:

50
ZH,le
n=3

THD = -100% .

Figure 5,a shows the voltage wave forms generated
by 2-level inverter topology. The spectra of the output
voltage waveforms are shown in Fig. 5,b. THD is 73.39 %.

, Fund '(50Hz)=242.9,THQ=73.39%

100
300 -
90
200 - __ eof
8
S 70
4 [
100 E
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g g
g° £ sof
£ b
o )
2100 L R 40t
i=2)
S sof
-200 L
20f
-300 b ook
olu L L -
0 005 0.1 015 02 0 5 10 15 20
Time (sec) Harmonic order
a b

Fig. 5. Voltage waveform produced by 2-level inverter along
with its corresponding FFT analysis

Figure 6,a shows the voltage wave forms generated
by a 21-level reduced switching inverter topology. The
spectra of the output voltage waveforms are shown in
Fig. 6,b. THD is 6.19 %.

Fund | (50Hz) = 333.6 , THD= 6.19%
100 -

90 -

1. Voltage(V) _, N
o
o o

Mag (% of Fundamental)
w Py 0 [¢2] ~ o]
o o o o o o

IN)
=]

-300 1

o

‘ ‘ A
0.05 01 0 10 . 20 30
Time (sec) Harmonic order

a b
Fig. 6. Voltage signal produced by the suggested 21-level
inverter along with its corresponding FFT analysis

o

Reference tracking test. It is worth mentioning that
the simulation was conducted using Europe’s ECE-15
urban driving cycle. Within this cycle, 3 speed requests
were applied in a trapezoidal form (30 rad/s, 65 rad/s,
100 rad/s). Additionally, a 10 % slope was applied
between 16 and 23 s. This simulation’s objective is to
verify whether our method of control can be implemented
in real-time and to track the behavior of the vehicle in the
different modes under study.

Figures 7, 8 show the vehicle speed response in
SMC technique. We observe that the rotation speed of the
motor can rapidly track the reference rotation speed, a
good tracking dynamics are observed. This command
switches very quickly within its limits which impacts the
overall command of the vehicle.
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Figure 9 shows the variation of electromagnetic torque
as load torque changes. Figure 10 presents the results for the
direct and quadrature currents. As outlined in the control
strategy description, this method clearly maintains the direct
current constant at zero, allowing only the quadrature
component to respond to torque disturbances. This
demonstrates the controller’s excellent tracking capability
(izrer= 0). Furthermore, the 7, current and the electromagnetic
torque exhibit identical profiles, confirming that decoupling
has been successfully achieved.

Torque, N-m

—— electromagnetic
w0 — load

T T T i T
0 2 © S ® 100 I 0 160 w 68

Fig. 9. Electromagnetic and load torques
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Fig. 10. Direct and quadratic currents

Conclusions. This paper aims to enhance EV
performance by utilizing SMC technique for controlling a
PMSM powered by a 21-level reduced switching inverter
topology. The suggested SMC technique is reliable in
situations where there are variations in the desired output
due to fluctuations in the propulsion system’s load.

Using MATLAB/Simulink proved that, using a
21-asymmetric MLI helps reduce harmonics contributing to
optimize the quality of the output voltage, the THD was
found to be 6.19 %, for improving the performance of the
EV. The proposed topology delivering notable enhancements
in both performance and cost-efficiency compared to
conventional asymmetric designs. Future studies will
propose a new control method that reduce chattering
phenomenon of SMC method, to improve the performance
of the controller system.
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Improvement teaching-learning-based optimization algorithm for solar cell parameter
extraction in photovoltaic systems

Introduction. This study investigates parameter extraction methods for solar cell analytical models, which are crucial for accurate
photovoltaic (PV) system design and performance. Problem. Traditional single-diode models, while widely used, often lack precision,
leading to inefficiencies in parameter extraction essential for reliable PV systems. Goal. The work aims to improve the Teaching-Learning-
Based Optimization (TLBO) algorithm to enhance the accuracy of parameter extraction in PV models. Methodology. We adopt an
enhanced single-diode model, integrating modifications into the TLBO algorithm, including dynamic teaching factor adjustment, refined
partner selection, and targeted local searches with the fmincon function. Comparative analysis with experimental data from four PV
systems validates the model’s accuracy. Results. The enhanced TLBO algorithm achieves superior convergence and reliability in
parameter extraction, as evidenced by 500 independent runs. Originality. Key contributions include methodological improvements such as
dynamic adjustment of the teaching factor and a new approach to partner selection, which significantly optimizes the algorithm’s
performance. Practical value. This research provides a robust framework for solar cell parameter extraction, offering practical benefits
for PV system designers and researchers in improving model accuracy and efficiency. References 35, table 1, figures 15.

Key words: photovoltaic system, teaching-learning-based optimization, Newton-Raphson method, parameter optimization.

Bemyn. 'V yvomy 0ocriooicenni gusuaiomscs Memoou ompumanis napamempie O0ia aHAMMU4HUX mooenell COHAYHUX eNeMenmie, AKi
Maiomy upiwaneHe 3HaYeHHs O MoyHo2o npockmysauus gomoenekmpuynux (PV) cucmem i ix npooyxmusnocmi. Ilpobnema.
Tpaouyitini modeni 3 0OHUM 0i00OM, XOY [ WUPOKO BGUKOPUCHOBYIOMbCS, HACMO He O0CMAMHbO MOYHI, WO HPU3600UmMb 00
HeepekmueHOCmi BULYUeHHs napamempis, HeoOXioHo2o O Haoitinux PV cucmem. Mema. Poboma cnpamosana ma noxkpaujeHHs
anzopummy onmumizayii na ocnosi nasuanns (TLBO) ons niosuwenns mounocmi eunyuenns napamempig y PV mooensix. Memoodonozia.
Mu npuiimacmo 60ockonaneny mooens 3 00HUM 0io0om, thmeepyrouu moougixayii do areopummy TLBO, exmouarouu ounamiuhe
KOpU2y8auHsa KoeqiyicHma HaguaHHs, YmouHeHutl ubip napmuepa ma yiibo8uil JOKAIbHULL NOWYK 3 (pyHryiero finincon. Ilopienanvruil
ananiz 3 eKCnepuMeHmanbHuMu oanumu i3 yomupvox PV cucmem niomeepodcye mounicmo mooeni. Pesynomamu. Yoockonanenuii
aneopumm TLBO 0ocsieae 3naunoi 30idicHocmi ma HaditiHocmi npu GUIYYEeHHI napamempis, npo wjo ceéiowams 500 He3anexdcHux 3anycKis.
Opucinanvricms. Ochosni 6KIAOU BKIIOUAIOMb MeEMOOONO0IYHI YOOCKOHAICHHS, MAKi 5K OUHAMIYHEe KOpucyeamHs Koegiyienma
HAGYaHHs ma HOGUll NiOXi0 00 6ubOPY NApmHepd, Wo 3HAYHO ONMUMIZye npodykmugnicme areopummy. Ipakmuuna yinnicme. Lle
oocniodcents 3abesneuye HAOIHY OCHOBY OISl OMPUMAHHS NAPAMEMPIE COHAYHUX eleMeHmMi8, NPONOHYIOU NPAKMUYHI nepesazu OJis
PO3POOHUKIE ma docnionukie PV cucmem y naani niosuwenns mounocmi ma egpexmugnocmi mooeneil. bion. 35, tabn. 1, puc. 15.

Kniouoei cnosa: (oroeneKTpuYHA CHCTEMAa, ONTHMi3aLisi HA OCHOBI BHK/IaJiaHHs-HaB4YaHH#A, Merod Hbiorona-Padcona,

onruMizaunis napamerpis.

1. Introduction. Optimizing solar cell parameters
across varying operating conditions is crucial for generating
the voltage current curve of photovoltaic (PV) systems and
accurately estimating their power output. The accuracy of
these parameters is essential for the effective analysis of PV
systems, and the choice of parameter extraction method is
fundamental to addressing this challenge. Over the years, a
range of techniques have been utilized for extracting
parameters from solar cells, which can be broadly classified
into three types. The first one is analytical methods, which are
appreciated for their simplicity and computational speed but
may suffer from precision issues because of specific
presumptions. Notably, reference [1] gives a detailed analysis
of the extraction of solar PV system parameters through the
application of optimization techniques based on one- and
two-diode models. The second one includes deterministic
methods, which necessitate differentiability and convexity
and can be sensitive to initial conditions. Examples of such
methods include intrinsic proprieties of solar cells [2], the
Newton approach [3], the Newton-Raphson method [4], and
the nonlinear algorithm method [5]. The third, metaheuristic
methods have emerged as viable options for parameter
extraction in PV models, aiming to overcome the limitations
of previous approaches. These techniques don’t require strict
conditions and are simple to use.

Current research on metaheuristic algorithms have
demonstrated their value in improving accuracy in a
number of engineering domains, including microarray
data-based cancer classification [6], picture segmentation
[7], and identification of faces [8]. Current researches on
PV model parameters have been estimated using a variety
of metaheuristic techniques. Obviously, these include
techniques such as the improved algorithm, namely

Genetic Algorithm based on Non-Uniform Mutation
(GAMNU) [9], Particle Swarm Optimization (PSO) and
Newton—Raphson method [10], nonlinear least squares
fitting algorithm [11], and the supply-demand-based
optimization algorithm [12]. Other approaches, like
chaotic optimization approach [13], adaptive differential
evolution [14], symbiotic organic search [15], and
Improved Shuffled Complex Evolution algorithm (ISCE)
[16] have also been employed. Moreover, an Enhanced
Hybrid JAYA and Rao-1 algorithm, called (EHRJAYA)
[17], as well as the integration novel hybrid Algorithm
based on Rat Swarm optimization with Pattern Search
(hARS-PS) [18], have shown significant effectiveness.
Similarly, the Improved Gaining-Sharing Knowledge
(IGSK) algorithm [19] has also demonstrated success.
Other techniques, including chaos game optimization
algorithm for estimating the unknown parameters of the
three-diode PV model [20], Self-adaptive Ensemble-based
Differential Evolution (SEDE) algorithm [21], bio-
inspired algorithm called sooty tern optimization
algorithm [22], and hybridized interior search algorithm
[23] have been successfully implemented. Further
methods include an enhanced Spherical Evolution
algorithm (SE) based on a novel Dynamic Sine-Cosine
mechanism (DSCSE) [24], combined analytical and
numerical approaches [25], and newer algorithms like the
gorilla troops optimization [26]. The robust approach
based on Stochastic Fractal Search (SFS) optimization
algorithm is introduced to estimate accurate and reliable
values of solar PV parameters for its precise modeling
[27] and Supply-Demand Optimization (SDO) algorithm
[28] are also part of this diverse toolkit.

© H. Khaterchi, M.H. Moulahi, A. Jeridi, R. Ben Messaoud, A. Zaafouri

Enexkmpomexnika i Enexmpomexanixa, 2025, Ne 3

37



Recent studies have explored advanced optimization
techniques to improve solar PV systems, including
opposition-based on PSO algorithm for Maximum Power
Point Tracking (MPPT) [30]. Moreover, a plant-
propagation-inspired method for partial shading conditions
[31], and a beta-based MPPT controller for efficient power
tracking [32]. Other studies have focused on improving
power quality with modular inverter structures [33].
Furthermore, authors [34] proposed work enhances system
performance by using hysteresis modulation with a Z-
source inverter and improves power quality through the
inclusion of a shunt active harmonic filter, and designing
optimal energy grids with dynamic programming and PSO
[35]. These studies offer valuable insights into optimizing
solar PV systems and can complement the enhancement of
Teaching-Learning-Based Optimization (TLBO)
algorithms for solar cell parameter extraction.

In this paper our motivation and contributions, it is
as follows, we introduce an enhanced version of the
TLBO metaheuristic method. This enhancement includes
various modifications aimed at improving the TLBO’s
performance. The key advancements in this work center
around several innovative modifications to the standard
TLBO algorithm, significantly enhancing its performance.
One of the primary improvements is the dynamic
adjustment of the Teaching Factor (TF), which evolves
with each generation, allowing the algorithm to better
adapt and converge efficiently over time. Additionally,
we introduce a new partner selection strategy, designed to
improve solution diversity and ensure a more thorough
exploration of the search space. An optional mutation step
is also incorporated to reduce the likelihood of premature
convergence by introducing variability at critical stages of
the search. Finally, we embed a local search mechanism
using the fmincon function, which refines solutions and
drives the algorithm toward more precise global optima.
These enhancements collectively represent a substantial
contribution to the efficiency, accuracy, and robustness of
the TLBO algorithm in solving complex optimization
problems. Furthermore, we propose an improvement to
the SDM by expressing the conventional diode model as
two composite functions. To extract the unknown
parameters from the modified model, particularly we
employ the TLBO method. To validate our novel
approach, we compare the results obtained using our
proposed model with other recent results and well-
established works in the literature that employ the
classical model and new metaheuristic algorithms.

2. Methods analysis. This section analyzes the
mathematical framework of the electrical model for both
the SDM and the PV model of a PV system, depicted in
Fig. 1, 2, respectively. We also propose a new variant, the
Modified Single-Diode Model (MSDM).

The mathematical SDM gives an analytical current
output /,,, which is expressed as:

Iy = ph_ID_IRsh» (1)
where /,, is the SDM output analytical current; I, is the
photogenerated current; I, is the diode current; /g, is the
shunt resistor current.

Equations (2), (3) define the diode current /, and the
shunt resistor current /x,:

. I{I{MH @

n,

Viw + R
IRsh — LexR stex : (3)
sh
Vi=kT/q, 4)

where V., is the output voltage; I, is the saturation current;
1, is the experimental current data; R is the series resistance;
Ry, is the shunt resistance; 7 is the diode ideality factor; V; is
the thermal voltage of the diode; £ is the Boltzmann constant;
q is the electron charge; 7'is the cell temperature.

—_—
Io lrsh + Rs exp
Iph
<T> D "

||

Fig. 1. Equivalent circuit of SDM model
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Fig. 2. Equivalent circuit of PV model
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According to (1), (2) the 5 unknown parameters to
be determined in the SDM are: I, /s, 1, Ry and R;,. The
goal of our contribution is to ensure that the analytical
current /,, closely matches the experimental current Z,,.

Obviously, the experimental current data of a solar
mathematical PV module is given as:

q(VLex +%)
_ p
Iex_[thp_]stp ex AN AT -1|-
(5)
Vier + NyRyl,y
_ )4
Rsh &
Np

where N, N, are the number of cells in parallel and series,
and as the solar cells are largely connected in series, for
this reason we assume that N, = 1. The resultant output
current of the PV module will be presented as:

Lo =1pp—1Isq {exp[ 9V Lex ]J\FZJZST Ryley ] - 1} -
s (6)

_ VLex + NSRslex )
RshN s
2.1. Modified Single-Diode Model (MSDM). The
previously derived equations including (1), (2) form the
basis for the MSDM. By applying these equations, the
following expression is obtained:

v R.I
Lo =1, _ISd{eXP(LVsexj_l} _
" ™

_ VLex + Rslex )
Rsh
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The output current is represented by the term /7,
which was first introduced in (7) and is further described
in (8). Typically, the analytical current 7, is calculated
from the experimental values of V., and [, The
proposed modification involves calculating 7, using I,
which is determined by (7). This modification enhances
the convergence of the TLBO estimation algorithm and
minimizes the Root Means Square Error (RMSE):

Iy = ph —Igq| ex Viex* Rlou -1]-
",
(®)

_ VLex + Rslout )
Rsh

Finally, (8) defines the MSDM. According to (7), (8)
the parameters that must be determined for the MSDM
include 7,4, I, n, Ry, and Ry, Note that, an objective
function is using based on experimental values, by
comparing the analytical current values with the
experimental values that minimizes the RMSE. The goal
is to minimize the objective function F with respect to the
parameter set. In theory, F should be zero when the
parameters are precisely determined [3]:

2

N
min Lz (f(VLex (), ]ex (1), X)) . 9
i=1

Xe[lbub]\| N =

F:

The f'() expressions is:
f(VLepIexﬂX):[ex_Ian; (10)

Viex+ R,
f(VLex’Iex’X):Iex_(lph_Isd expl —Le——sout |1 |-
" (1)

_ VLex + Rslout)

Ry
where X = [L, L4, Ry, R, 1] is the vector of unknown
parameters; N is the number of data points; [/b, ub] are the
lower and upper bounds on parameter vector X.

2.2. Teaching-learning-based optimization
(TLBO). The TLBO algorithm, developed authors in
[29], draws inspiration from the educational process,
modeling the interactions and influence between teachers
and students within a classroom to optimize solutions.
The operation of TLBO is based on two phases, the
«Teaching Phase» and the «Learning Phase». The
operation of the two phases is explained below.

Initialization phase. The TLBO algorithm begins
with the initialization of a population of solutions
(learners). Each learner represents a potential solution to
the optimization problem, the population size is denoted
by N,q, and the problem dimension is denoted by D,
learners are initialized randomly within the predefined
lower (/b) and upper (ub) bounds of the problem [28].

Teaching phase. During the teaching phase, the
algorithm attempts to improve the quality of solutions
based on the knowledge of the best solution (Teacher). The
best solution in the population is considered the Teacher,
the mean (Mean) of the population in each dimension is
calculated, each learner’s solution is updated as:

NewSol. = pop; +rand(l, D)[Teacher—TF,,.Mean), (12)

where TF,,. is the static teaching factor, typically set to 1
or 2; rand(1, D) is a vector of random numbers in [0, 1]:
TEctatic =rand ( [1’2]’ 1’ 1) . (13)

Solutions are bounded within the [/b, ub] limits.

Learning phase. It allows learners to learn from
each other. Each learner i is updated by interacting with
another randomly chosen learner j. If learner j has a better
performance, learner i attempts to learn:

NewSol; = pop; + "

rand(1, D) pop; — pop, )sign[obi(/) — obj()l, )
where obj(i), obj(j) are the objective values of the
solutions of learners i and j, respectively; solutions are
bounded within the the [/b, ub] limits.

Iterative process phase. The teaching and learning
phases are repeated for a predefined number of generations
or until a convergence criterion is met, the best solution at
the end of the iterations is considered the optimal solution.
The standard TLBO algorithm is an effective method for
solving optimization problems by mimicking the teaching
and learning process in a classroom setting. Its simplicity
and lack of hyper-parameters make it a robust choice for
various applications.

2.3. Modified TLBO using dynamic teaching
factor. In this work we will examine the modifications
made to the standard TLBO algorithm that can improve
the estimation of PV model parameters.

Dynamic teaching factor. One of the main features
of our improvement is the dynamic adjustment of the TF
based on the current generation number. This adaptation
enables TLBO to more effectively adjust to the changing
landscape of optimization over successive generations,
hence optimizing the search for optimal solutions. The
following equation characterizes this factor:

Tdenamic =TF,

current +

current generation

. 15)
+ - >
maximun number of generation

where TF,,.,.. is the teaching factor for the current
generation; TF amic 1S the actual student position of the
dynamic teaching factor.

Different partner selection procedure. An
alternative partner selection approach was introduced by
the algorithm’s improved version. This change aims to
diversify potential partners, which may help prevent the
algorithm from stagnating in local optimal:

NewSol; = pop; +
+rand(l, D) -[Teacher — TF g,4pic - Mean).

2.4. Improved TLBO using dynamic factor with
mutation rate. In the first case, this method is based on
mutation facultative step. However, this mutation makes
it possible to introduce diversity into the individual
population, which may be essential for exploring new
areas of the research domain. The facultative mutation
gives the algorithm additional flexibility to adapt to
different kinds of problems.

Note that each student makes mutation with
probability P,. Using a function rand, we apply the
mutation rate as follows:

When P,, > rand

(16)

SolMut; = NewSol; + Mut,,;,,[ub—IbJrand ; (17)
When P,, < rand
SolMut; = NewSol; , (18)

where Sol/Mut; is the solution mutation; Mut,,. is the
mutation rate, which is the factor determining the
mutation magnitude.
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In a second case, we aim to optimize the TLBO
algorithm obliviously, we combined the previews
modification using local search based on MATLAB
function denoted fimincon. The updated version includes a
local search step that uses the fimincon function. This step
enables the candidate solutions to be refined using more
sophisticated local search techniques. This could have a
major impact on raising the caliber of solutions produced
by the evolutionary algorithm.

The following representation of the local search step
equation is as follows:

Optimized o0y =

(19)

= fmincon(F , Current g p,1i0m » Constraints),

where F is the objective function given by (9);
Currentyyion 1 the solution mutation given by (17);
Constraints [/b, ub] for each parameter. However, the
solution that has been optimized with the help of the
fmincon function is denoted by the term «Optimized
Solution» in this equation. The function fmincon takes
into account the function to minimize, the initial solution,
and all requirements that must be met. It conducts local
research to find an improved solution within the
constraints of the available data. This step allows the
quality of the solutions generated by the evolutionary
algorithm to be improved by affining them through local
optimization (Fig. 3).

1 : function: Improved TLBO

2 s initialTF = 5 % Initial value of TF

3 : for each generation gen=1to T do

4 Calculate TF = initialTF / (1 + gen)

5 Find [best_obj, best_idx] = min(obj) (minimum objective value and its index)
6 best_student = pop(best_idx, :) (select best solution)

7 for each population member i = 1: NPop do

8 Calculate teach _factor =rand * (best_student - mean(pop))

9 : Generate NewSol = pop(i, :) + rand(1, D) .* teach_factor

10 Bound the solution: NewSol = max(min(ub, NewSol), Ib)

11 : Evaluate NewSolObj = FITNESSFCN(NewSol)

12 if (NewSolObj < obj(i)) then

13 Update population: pop(i, :) = NewSol

14 Update objective value: obj(i) = NewSolObj

15 : end if

16 : end for

17 : for each population member i = 1:NPop do

18 Select partner_idx = randi([1, NPop])

19 While partner_idx ==1do

20 Re-select partner_idx = randi([1, NPop])

21 : end while

22 if (0bj(i) < obj(partner_idx)) then

23 Generate NewSol = pop(i, :) + rand(1, D) .* (pop(i, :) - pop(partner_idx, :))
24 else:

25 Generate NewSol = pop(i, :) + rand(1, D) .* (pop(partner_idx, :) - pop(i, :))
26 end if

27 Bound the solution: NewSol = max(min(ub, NewSol), Ib)

28 Evaluate NewSolObj = FITNESSFCN(NewSol)

29 if (NewSolObj < obj(i)) then

30 Update population: pop(i, :) = NewSol

31 : Update objective value: obj(i) = NewSolObj

32 end if

33  : end for

34 . for each population member i = 1: NPop do

35 if (rand() < 0.05) then % Adjust mutation probability as needed

36 Generate mutation_factor = rand(1, D) .* (ub - Ib) (random mutation)
37 Generate NewSol = pop(i, :) + mutation_factor

38 Bound the solution: NewSol = max(min(ub, NewSol), Ib)
39 Evaluate NewSolObj = FITNESSFCN(NewSol)

40 if (NewSolObj < obj(i)) then

41 Update population: pop(i, :) = NewSol

42 Update objective value: obj(i) = NewSolObj

43 : end if

44 end if

45 : end for

46  : Store best objective value for each generation: [BestFVALIter(gen), ~] = min(obyj)
47  :end for

48  : At the end of all generations:

49  :Find the best solution: [~, ind] = min(obj)
50  : X =pop(ind, :) (best individual)

51 : FVAL = obj(ind) (best objective value)

52 : Set optimization options: options = optimset('Display’, 'off")

53  :Refine solution using finincon : [X, FVAL] = f mincon (FITNESSFCN, X, Ib, ub, options)
54 : Store final best objective value: [BestFVALIter(end), ~] = min(FITNESSFCN(X))

55 : end function

Fig. 3. Improved TLBO algorithm
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3. Simulation results and discussion. In this study,
we delve into the analysis of parameters derived from the
TLBO algorithm. The study compares the traditional
SDM for PV systems with an enhanced model using the
TLBO algorithm. The data set for this analysis comprises
a variety of PV devices, including the RTC solar cell from
France, the Photowatt-PWP201, STM 6-40/36, and STP6-
120/36 PV panels. The performance evaluation is carried
out using the RMSE as a benchmark to compare the
results from the traditional model and the enhanced model
that employs the TLBO algorithm.

Additionally, an assessment of the suggested model
and the TLBO algorithm in comparison to a number of
accepted techniques, which presented in [17], [19], [23],
[24] and SDO [28] are some of these.

To obtain more comprehensive information on solar
cell parameter extraction and to illustrate the validity of the
new method we carried out several simulation results.
Obviously, we execute 30 separate runs to determine the
robustness of our suggested model. The TLBO algorithm
uses 30 runs, and each run has 500 iterations. The lower limit
values (/b) of the 5 characteristic parameters /,,(A), L{nA),
n, R(Q) and R(Q) are the same (0, 0, 1, 0, 0) for the 4 PV
devices. The upper limit values (ub) of the 5 parameters are
respectively (1, 1, 2, 0.5, 100) for the RTC France cell,
(2, 5, 2, 1, 2000) for the PWP201, (5, 3, 2, 1, 2000) for
STM 6-40/36 and (10, 3, 2, 1, 2000) for STP6-120/36.

3.1. Comparison between the classic SDM and the
MSDM. In this study, the simulation results considered
for 4 PV devices are analyzed and the modified model is
compared with the traditional SDM. However, to find the
unknown parameters of the PV systems, the TLBO
method is employed. Obviously, for this comparative
analysis we perform 30 independent runs presented in
Fig. 4-7. The optimal run is selected based on 2
evaluation criteria. The first criterion is the real-time
absolute error, denoted as |Iex - 1, |, where the
experimentally measured current is [, and the
analytically computed current is /,,. RMSE’s decimal
logarithm serves as the basis for the second criterion. The
absolute errors for the suggested and classical models
| I1,.—1, | between the calculated and experimental current
values are shown in Fig. 4-7. Obviously, Fig. 4 shows the
absolute error for the STM6-40/36 panel, the performance
of both models is comparable, though the proposed model
exhibits a slight advantage. The absolute inaccuracy for
the STP6-120/36 module is shown in Fig. 5, where the
proposed model’s error ranges from 0 to 0.05, while the
inaccuracy of the conventional model varies from 0 to
0.15, highlighting the enhanced functionality of the
suggested model. Figure 6 shows the absolute error for
the RTC France solar cell, where the proposed model
exhibits better convergence towards zero, indicating
improved accuracy over the classical model. Additionally,
Fig. 7 illustrates the absolute error for the Photowatt-
PWP201 module, where the proposed model also
achieves more stable and precise results. A thorough
comparison of absolute errors between different PV
systems is shown in Fig. 4-7, which also emphasizes how
much better the suggested model is at precision and
convergence than the conventional model.
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Fig. 4. The absolute error of classical and proposed model
for the solar panel STM 6-40/36
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Fig. 5. The absolute error of classical and proposed model
for the solar panel STP6-120/36
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Fig. 6. The absolute error of classical and proposed model
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Fig. 7. The absolute error of classical and proposed model
for the solar panel Photowatt-PWP201

Figures 8-11 show the evolution of the decimal log
of the RMSE for the 4 PV devices. In comparison to the
classical model, the suggested model exhibits better
convergence over the course of the simulation, as
presented in Fig. 811. In the initial iterations, the
classical model demonstrates better convergence, as
indicated by the RMSE evolution for the STM6-40/36
panel shown in Fig. 8. Still, the suggested model performs
better at convergence starting with iteration 300. A
detailed examination of the convergence behavior for
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both models during the simulation results are shown in

Fig. 8-11, which show that the suggested model
outperforms the traditional model in terms of convergence
and accuracy, especially in the later phases.

| log(RMSE)

—— Proposed model
107 === Classic model

1072

0 100 200 00 200 Iteration

Fig. 8. The decimal log of the best RMSE for the solar panel
STM6-40/36
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Fig. 9. The decimal log of the best RMSE for the solar panel
STP6-120/36
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Fig. 10. The decimal log of the best RMSE for the solar cell RTC France
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Fig. 11. The decimal log of the best RMSE for the solar panel
Photowatt-PWP201

3.2. Statistical analysis and comparison of
parameter estimation algorithms. To evaluate the
robustness of the proposed model, we conduct several
iterations corresponding to the tables of values from the
available measurements. This section compares the
robustness of the classical model against the modified
model. The robustness curves for the suggested model,
which is based on the TLBO method, and the classical
model, over 30 different runs, are shown in Fig. 12—-15. In
terms of forecasting the behavior of the 4 PV devices, the
analysis of Fig. 12—15 makes it abundantly evident that

the suggested model routinely outperforms the traditional
models. The evaluation relies on RMSE, a metric that
reflects model accuracy, with lower RMSE values
signifying better performance. For each of the four PV
devices, the suggested model continuously outperforms
the conventional models in terms of RMSE values
throughout the course of 30 independent runs. This
implies that the predicted values of the proposed model
are consistently closer to the actual values of the PV
devices than those of the classical models.
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Fig. 12. The different RMSEs for the 30 iterations for the solar
cell RTC France
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Fig. 13. The different RMSEs for the 30 iterations for the solar
panel Photowatt-PWP201
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Fig. 14. The different RMSEs for the 30 iterations for the solar
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Fig. 15. The different RMSEs for the 30 iterations for the solar
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Table 1 presents a performance comparison between
the proposed method and other recent works in the
literature. This table shows the estimated parameters and
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RMSE values for the proposed model and other classic
models. The proposed model’s RMSE is better than that of
classic models across all studied PV systems. This indicates

that the proposed model demonstrates higher precision or
predictive performance compared to the classic model used
in the other works for the analyzed PV systems.

Table 1
Comparing the proposed model with traditional algorithms
Solar cell RTC France
Algorithm Ly, A L, A n Ry, Q Ry, Q RMSE
Improved - TLBO 0,76079 3,11945.107 1,47737 0,03621 52,35576 7,89611-104
GAMNU [9] 0,76077 3,25595-107 1,4821 0,03634 53,89686 9861810
ISCE [16] 0,76078 3,23021-107 1,48118 0,03638 53,71853 9,86022:10*
EHRJAYA [17] 0,76078 3,23021-107 1,48118 0.03638 53,71853 9,86022:10*
hARS-PS [18] 0,7608 323107 1,481 0,0364 53,714 9,84-10°
IGSK [19] 0,76078 323107 1,48118 0,03638 53,71853 9,86022-10°*
SEDE [21] 0,76078 3,23021-107 1,48118 0,03638 53,71852 9,86022-107*
DSCSE [24] 0,76078 3,23021-107 1,48118 0,03638 53,7185 9,86022-10°*
SFS[27] 0,7609 3,167-10 1,47918 0,03648 53,2805 7,931-10°"
Solar panel Photowatt-PWP201
Algorithm L, A L, A n R, Q Ry, Q RMSE
Improved - TLBO 1,03235 1,79802:10°° 134714 0,03571 19,65356 1,72569-10°
GAMNU [9] 1,03077 3,01623-10°° 48,09755 1,21912 906,27545 2,38242-10°°
ISCE [16] 1,03051 3,48226-10°° 48,64284 1,20127 981,98228 2,42508-10°°
EHRJAYA [17] 1,03051 3,48226-10°° 48,64283 1,20127 981,98222 2,42507-10°°
hARS-PS [18] 1,0305 3,4822:10°° 48,6428 1,20120 981,9823 242107
IGSK [19] 1,03051 3,4823-10 ° 48,64283 1,20127 981,9823 2,42507-10°°
SEDE [21] 1,03051 3,48226-10°° 48,64284 1,20127 981,98223 2,42507-10°
DSCSE [24] 1,03051 3,48226-10°° 48,6428 1,20127 981,982 2,42507-10°°
SDO[28] 1,03051 3,48-10°° 1,35119 0,03337 27,27729 2,425.107
Solar panel STM6-40/36
Algorithm L, A L, A n Ry, Q Ry, Q RMSE
Improved - TLBO 3,47128 1,19181:10° 1,19871 0,0157 27,38766 1,58288-10°
ISCE [16] 1,6639 1,73866-10°° 1,5203 0.00427 15,92829 1,72981-107°
EHRJAYA [17] 1,6639 1,73866-10°° 1,5203 0.00427 15,92829 1,72981-10°
hARS-PS [18] 1,0305 3,4822-10° 48,6428 1,2012 981,9823 2,42:10°
IGSK [19] 1,6639 1,7387-10°° 1,5203 0,00427 15,92829 1,72981-10°°
SDO[28] 1,66391 1,74-10° 1,5203 0,00427 15,92829 1,73-10°
Solar panel STP6-120/36
Algorithm Ly, A La, A n R, Q Ry, Q RMSE
Improved - TLBO 7,47482 1,46407-10°° 1,23924 0,005 14,70737 1,29713-10
GAMNU [9] 7,469 2,739-10°° 45,84837 0,16269 1468,618 1,6735-10°2
ISCE [16] 7,47253 2,335-10°° 1,2601 0,00459 22,21991 1,66006-10°
EHRJAYA [17] 7,47253 2,335-10°° 1,2601 0,00446 222,19907 1,66-10
IGSK [19] 7,47253 2,335-10°° 1,2601 0,00459 22,21989 1,66-10
SFS[27] 7,4757 3,01-10°° 1,2816 0,16 827,5815 1,59-10°
SDO[28] 7,47253 2,33-10°° 1,2601 0,0046 22,21991 1,6601-10*

4. Conclusions. This research underscores the
significance of precise solar cell modeling to ensure that
PV systems are designed effectively. It highlights that in
order to improve modeling precision, precise parameter
estimate is essential for simple models. In this work, we
suggest improving the single-diode model analytically to
improve its performance. This improvement incorporates
the optimization of unknown parameters and performance
evaluation of the model through the application of the
TLBO algorithm. When compared to other well-known
studies in the field, our findings show that the suggested
model outperforms the traditional approach in terms of
accuracy and dependability. The application of the TLBO
algorithm enables the proposed model to yield more precise
and robust results, demonstrating higher rates of
convergence. Looking ahead, our future research will
explore the use of other metaheuristic algorithms for
parameter extraction from single, double and triple diode
models. This investigation could offer additional insights
and further refine the modeling process. The MPPT issue,
which is crucial for maximizing solar power output, will
also be covered in our research. To further develop the field

of solar cell modeling and PV system design, our future
research plan includes investigating alternate metaheuristic
algorithms and tackling the MPPT problem.
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Adaptive finite-time synergetic control for flexible-joint robot manipulator with disturbance
inputs

Introduction. In this paper, the adaptive finite time controller is designed for flexible-joint manipulator (FJM) to stabilize oscillations
and track the desired trajectory based on synergetic control theory (SCT) under disturbance inputs. The problem of the proposed work
consists in the development of a mathematical model of the flexible joint while ignoring the nonlinear components of the actuator and
synthesizing the control law that ensures the system stability within a settling time. The aim of this study is to use finite-time synergetic
controller to ensure the reduction of system tracking error, avoid vibration and achieve steady state in a certain time period. An adaptive
synergetic law is developed to solve the problem of uncertainty in the mathematical model of the actuator of FJM and input
disturbances. Methodology. First, based on SCT the finite-time controller is constructed via the functional equation of the first manifold.
The control law is designed to ensure the movement of the closed-loop system from an arbitrary initial state into the vicinity of the
desired attractive invariant manifold, that is, the target attracting manifold. Secondly, to adjust the control law online, an adaptive law is
developed to estimate the disturbance acting on the input. Then, the Lyapunov function is used to prove that the system can be stabilized
in a sufficiently small neighborhood of the origin within finite time under input disturbances. Novelty. The implemented controller is
effective in ensuring stability over a given time, minimizing the jitter problem while maintaining tracking accuracy and system
robustness in the presence of input noise. Results. Numerical simulation and experimental results are presented to illustrate the
effectiveness of the proposed method. The research directions of the model were determined for the subsequent implementation of the
results in experimental samples. References 25, table 1, figures 7.

Key words: flexible-joint manipulator, synergetic control theory, finite-time control, Lyapunov function, adaptive control.

Bemyn. Y pobomi pospobreno adanmueHuil KiHyeuil pecyisimop 4acy Olisi 2HyUKo20 wiapHipHozo mawinyismopa (FJM) ons cmabinizayii
KOMUSAHb Ma GIOCMENCEHHs Oaxicanoi mpaekmopii Ha ocHosi cunepeemuynoi meopii ynpaeninnus (SCT) npu exionux 30ypennsx. 3asoanis
NpONoHO8anoi pobomu noiacac 'y po3pooyi MamemMamuiHoi Mooemi SHyuK020 WapHIpa 3 i2HOPYBAHHAM HENIHIUHUX CKIa008ux npusooy ma
cunmes 3aKOHYy YNpAaGliHHA, WO 3abe3neyye CMILKICMb cucmemu npomsazom udacy ecmanoenenus. Memoro Oanozo Oocniodicenns €
BUKOPUCIAHHA KIHYEB0UACHO20 CUHEPLeMUYHO20 peyliamopa Ol 3a0e3nedeH st 3HUNCCHHS. NOMUIKU GIOCIEICEHHs. CUCIEMU, GUKTIOYEHHS
8iOpayii ma O00CACHeHHA CMIIKO20 CMAHY 3a Ne6HULl NPOMIdCOK uacy. Po3pobieHo adanmueHull cuHepeemudHull 3aKOH Olsl GUDIUEHH
npobnemu HesusHaveHoCi 8 MamemamuuHit mooeni npueody FJM ma exionux 30ypenv. Memoodonozin. Ilo-nepwe, na ochosi SCT 6yoyemucs
KiHyesull pezyisamop 4acy 3a OONOMO2010 (DYHKYIOHATLHO2O PIGHAHHA NEPUio20 PISHOMAHIMMA. 3aKOoH YnpaguiHHA po3pobneHuil ons
3abe3neyents nepemiujerHs 3aMKHymoi cucmemu 3 008UIbHO20 NOYAMKOB020 CIAHY 6 0ONACHb OaNCAH020 NPUMAZYIOYO20 THEAPIAHMHOZO
piBHOMaHimmsL, mobmo yinboso2o pisomarnimms. Ilo-Opyee, O HANQUIMYBAHHS 3AKOHY VAPAGTIHHA 6 PEXCUMI OHIALH PO3POOIIEMbCS
aoanmueHuil 3aKoH OJis OYyiHKu 00ypennsi, wo Oie Ha exoodi. [lomim 3a donomozoro Gyrnryii JanyHosea 00600umbCs, Wo cucmema modice Gymu
cmabinizoeana y 00Cums Manoi OKOMUYi NOYamKy KoopouHam 3a Kinyesuil yac npu exionux 36ypennsx. Hoeusna. Peanizosanuii pezynamop
epexmuenuil 0151 3a0e3neyeH s CMIIKOCII NPOMALOM 3A0AHO20 YACY, MIHIMIZYIOUU NPOOeMY KOMUEAaHD, 30epiearouu MOYHICIb 6I0CIEeHCeHHs
ma Haditinicms cucmemu 3a HasagHocmi 6xionoz2o uiymy. Pesynomamu. Haseoeno uucenste Mooentosants ma eKchepumMeHmansHi pesyiiemanmu
ons Lmocmpayii epeKmusHOCmi 3anpPoONOHOBAH020 Memody. BusHaueno nanpsmu 0ociiodxcenb Mooeii 0l NOOAbUol peanizayii pe3yibmamis y
excnepumenmanshux 3paskax. biom. 25, taon. 1, puc. 7.

Kniouogi cnosa: rHyYKO-IAPHiIPpHUIT MAHINYJISATOP, CHHEPreTHYHA Teopis yNpaBJliHHA, KiHIEeBUH Yac ynpaBiaiHHsA, GpyHKkuis
JlsimyHoBa, ajanTUBHE YHPaBJIiHHA.

1. Introduction. Nowadays, robotic technology has
developed strongly, flexible-joint manipulator (FJM) have
been widely used in mechatronic systems. Compared to
traditional robot joint drive systems, FJM has smaller
structures and lighter weights. FJMs are typical
representatives of nonlinear coupling systems, which have
complex dynamic relationships between rigid links and
flexible joints. In these systems, the joints are often driven by
elastic mechanisms such as speed reducers or cables [1], and
joints with torsional stiffness are known as flexible joints. The
existence of joint flexibility causes oscillations in the output
of the system. Reducing output oscillation and improving
control quality of flexible joints has become a topical issue of
interest to many researchers [2].

To achieve high quality control of servo systems,
most control methods require establishing an accurate
dynamic model. The modeling and control of single
disturbances in flexible joint robot controllers have been
extensively studied in many researches [3—11]. In [3] the
influence of friction force on the control moment of the
FIM system is considered. In [4] the dynamic modeling
and analytical modeling for robot manipulators with rigid
links and flexible joints are presented. Dynamic equations
of flexible-joints are firstly developed using the

Lagrangian formulation in minimal joint and motor
coordinates. In [6] presents a way to derive a low-order
model for multi-space serial arms. Due to the low number
of degrees of freedom, this model can be used in real-time
systems for control and estimation. To build a more
accurate dynamic model, work [7] considers the
flexibility of the load. Many researches indicate that small
power motors are always prioritized as joint actuators to
make the mechanical structure compact enough in the
design of robot controllers. Consequently, this leads to the
fact that joint actuators cannot provide arbitrarily large
torque as required by the unconstrained control laws
proposed in most previous controllers. In [8, 9] the
presence of actuator dynamics is not considered in
controller calculations, assuming motor torque is
proportional to the voltage supplied to the actuator,
simplifying the mathematical model in the synthesis of
control laws. In many real-world situations, flexible joint
controllers do not account for motor dynamics and input
disturbances. If these impacts on torque are ignored in the
control method design, the performance of the FIM
controller system will decrease, which can lead to a
reduction in the system’s control quality. Therefore,
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practical problems require considering motor dynamic
uncertainties and input disturbances when designing
controllers for FIM.

In recent years, many researches have presented
control laws have been designed to improve the control
quality performance of FJM systems, such as PID
controller [10], fuzzy logic controller (FLC) [11-13],
sliding mode control [8, 14, 15], backstepping control [9,
16, 17], robust control [18], intelligent control [19],
synergetic controller [20, 21] and adaptive control [22].
For example, in [10] the authors designed a PID
controller, similar to a rigid robot for the flexible joint
robot system, and its effectiveness was demonstrated
through simulation. In [12], the authors proposed an
adaptive FLC using the backstepping approach and
dynamic surface method. In [8], an adaptive SMC was
proposed, which improves tracking quality under
disturbances and is implemented on a real system. In [15],
a finite-time sliding mode controller is designed in
combination with a disturbance observer to enhance
control quality. A novel hybrid control strategy for single-
link flexible articulated robot manipulators, addressing
the inherent uncertainties and nonlinear dynamics. By
integrating nonlinear reduced-order active disturbance
rejection control with backstepping control is presented in
the paper [16]. In [18], a robust model predictive
controller scheme for flexible joint robots modeled as
nonlinear Lipschitz systems with unknown bounded
perturbations is designed. In [19], a neural network
control method was presented for the flexible joint
controller system under disturbance conditions. In
research [20], synergetic control theory (SCT) was applied
with the proposed sliding manifolds. This research show
the control system has high robustness, but they do not
consider stabilization time and input disturbances. The
research on flexible joint controllers that account for input
disturbances and stabilization time are still limited. In [22],
a generalized adaptive saturated controller based on
backstepping control, singular perturbation separation, and
neural networks was designed to achieve tracking control
with limited torque inputs.

Purpose and objectives of the article. With the
requirement of ensuring the stability of the FIM system in
a given time and overcoming the effects of input
disturbances and actuator uncertainties. This work
proposes a adaptive finite-time synergetic controller to
overcome the effects of external disturbances and ensure
the stability time, the adaptive control law compensates
the disturbance observed at the system input. The main
contribution of this study is to develop a controller by
constructing manifolds that satisfy the functional
equations that ensure a predetermined convergence time,
while simultaneously resisting disturbances and reducing
static errors, with the best performance and chattering
reducing. In addition, the adaptive control law has been
used in the ensemble controller to identify input
disturbances and actuator uncertainties. The main
objective of this work is to evaluate the effectiveness of
the proposed control law for the FIM system. Second,
deploy and validate the control law on a real system. The
Lyapunov method is used to prove the stability, with the
contributions of the work highlighted by:

1) The manifold design using regression and
functional equations ensures the finite-time stable system
to improve the control accuracy, finite-time convergence
and fast transient response.

2) The stability analysis is proven according to the
Lyapunov criterion, in which the adaptive law is generated.

3) The control law is realized on an embedded system
to verify the effectiveness of the proposed control law.

2. Methods.

2.1. Concept of finite-time control.

There is a nonlinear system that can be described as:

x(1) = f(x(1),u), x(0) = xp, D
where xeR" is the state variable vector and f0, 0) = 0,
ueR’ is the control signal; f{x, 0) = 0 is the continuously
nonlinear function in an open neighborhood near the origin.
If the convergence time is limited by a function 7(x,), the
system without input impact is considered finite-time
stable. In other words, the system can achieve convergence
with certain predetermined time constants denoted by 7.y,
where T, 1S a constant satisfying 7(xp) < Tipax.

Lemma 1 [25]. Consider the system (1), when u =0
and suppose there exist a Lyapunov function V(x), ¢>0,
k>0 and 0 < < 1 such that

V(x)+cV % (x)+kV(x)<0 )

holds. Then, the equilibrium is finite-time stable and the
convergence time is given by
l-a
T.(x) < ln(l +(k/c)V (xo)) . 3)
k(l-a)

Similarly, the origin U = D = R" and V(x) is globally
finite-time stable if and only if and is radially unbounded.

2.2. Synergetic control law design process. The
main steps of the STC controller synthesis process can be
summarized as follows [19, 23, 24]. Assume the
controlled system is described by the nonlinear
differential equation system in the form (3). First, by
defining a manifold as a function y;(x), the control law is
designed to force the system to move to the manifold
wi(x) = 0. The designer can select the manifold type with
characteristics according to the desired control quality
criteria. In specific cases, the manifold may be a simple
linear combination of the state variables.

When the system has not reached technological
maturity, continue the same process, defining m manifolds
(with p < n—1) sequentially in a decreasing order. The
synthesized controller will ensure the system converges to
the next manifold y5 and then to ,. On the final manifold,
the system will ensure movement along y;, towards the
origin. These manifolds will have dynamic characteristics
satisfying the equation of the form:

Tyj; + Fi(w) = 0,T; >0, 4)
where 7; is the parameter that affects the rate of
convergence to the manifold specified by the macro
variable. Simultaneously, the functions F( ;) must satisfy
the following conditions: F;(0) = 0 and Fy(y;)(y;) for all
w; = 0, meaning equation (4) is globally asymptotically
stable. Additionally, the functions Fy(y;) are chosen in
such a way that they satisfy the requirements of the
control problem.
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The process of designing the control law for system
(1) with p = 1 is performed as follows: First, take the
derivative of the manifold yi(x) = 0 and substitute it into
(4) combined with system (1) to obtain:

0
Tl%fl(x,u)m(m):o. 5)

Solving (5) we find the control law u. With such a
control law, the system enters the first manifold, leading to
system (1) being partitioned into a subsystem of a lower
order than the original system. Continue the steps above
with the partitioned subsystems until the final manifold is
reached to obtain the complete control law of the system.

In this design process, each manifold introduces a
new constraint in the state space and reduces the order of
the control system, operating towards global stability. The
quality of the system can be determined through the form
of the functional equation and the form of the manifold. As
presented above, the settling time can be predetermined
through the choices of functional equation forms. The
process summarized here can be easily implemented as a
computer program for automatic control law synthesis or
can be manually executed for simple systems, such as the
synthesis of control for a two-degree-of-freedom FIM.

2.3. Platform introduction and operating
principle. In this paper, the flexible joint system built in
the laboratory is taken as the research object (Fig. 1), and
the nominal parameters of the system are approximately
determined, with the model of the DC motor not fully
identified. The motor is considered as a proportional link
between the output torque and the input voltage. The
prototype of the FIM system and the experimental setup
are shown in Fig. 1. The system includes a FMJ system,
an OMRON E6B2-CWZ6C 1000 (P/R) rotary encoder
sensor, a 385-P16 Hall magnet encoder sensor, a BTS
7960 motor control power amplifier circuit, a 775
planetary gear reducer motor, and power supply circuits
of3.3Vand 12 V.

Magnet Encoer Q

T FIM

-

Sear Reducer Mo-
tor 775 Planetary

R

pc BTS7960 Motor
Embedded board Driver
STM32F411 DIS.

Omron E6B2
Encoder

Fig. 1. FIM: a — block diagram; b — schematic diagram

The STM32F411 embedded board is used as the main
board of the real-time control model system. This
embedded board has a system frequency of up to 100 MHz
and a high-performance 32-bit CPU. The embedded board
is the core of the experimental platform and is used to
implement real-time algorithms. A large number of

peripheral interfaces make the STM32F411 not only
capable of good data processing but also facilitate the
design of digital systems. The control program is written
in C language on the STM32CubelDE software.
Experimental data readings are displayed on MATLAB
software through UART communication with a baud rate
of 9600 bit/s. The rotational angle data of the link and
motor shaft are collected through 2 encoders and read
through the interrupt pins of the embedded board. The
control algorithm is implemented in embedded software.
The control signal is modulated in pulse-width
modulation from the general-purpose input/output pins of
the embedded board to the voltage amplifier and then to
the motor and actuate the link of the FIM.

2.4. Mathematical model of the FJM. This section
refers to works [8, 14]. The basis of the controller
determines the angular position of the flexible link
controlled by a direct current motor with an encoder,
while the flexible link will respond based on the action of
the motor shaft. The deviation of the soft link response is
determined by the stiffness of the joint. Due to unknown
motor parameters, it is assumed that the output torque is
proportional to the voltage applied to the motor, and its
joint can only deform when rotating in the vertical plane
in the direction of the joint’s rotation. Assuming that the
frictional force between the links is very small and can be
neglected and the states can be measured, the dynamic
equation of the FIM takes the form [9, 21]:

{Iiil +mglsin(qy) + k(g1 —q2) = 0;

JG k(g —gq2)=7+d,
where ¢, ¢, are the rotation angles of the 2 links of the
FIM in Fig. 1. The coefficient k is the stiffness of the
flexible joint controller model. The larger the elastic
stiffness k, the larger the elastic stiffness and the smaller
the flexibility of the flexible joint, and ¢, is closer to g,,.
The smaller the £, the smaller the elastic stiffness of the
flexible joint, the greater the flexibility, and the easier it is
to bend the soft arm. 7 and J are the moments of inertia of
the flexible link and the motor rotor; m is the mass of the
flexible link; / is the distance from the center of the
flexible link to the flexible — joints; g is the gravitational
acceleration; 7 is the control torque generated by the
motor. In this research, the motor model is not used in the
synthesis of the control law, assuming 7 is proportional to
the voltage supplied to the motor, meaning 7 = N-u, in
there u is the voltage supplied to the motor and N is the
coefficient; d is the control torque disturbance and the
uncertainty of the motor model.

We define x| =qy; X3 =q1; X3 =q3;%4 =qp. The

(6)

system of equations of FIM (6) is rewritten as:

X =X
Xy = —%xl —Tsinxl +§x3;
X3 = X4; @
Xy =£(x1—x3)+ﬁu+i.
J J J

Assumption 1. The unmeasurable factor d is

bounded: |d | =D where D,y i positive constant.

max >
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Assumption 2. If x;, = 0; x, = 0 and x, > 0 then

x3— 0.

The model above shows that the system is complex
and non-linear. Importantly, the state vector elements are
connected to each other through a chained integration
procedure and the last state variable can be obtained by
integrating the control input u. The objective of the FIM
control problem is that the angle ¢; of link rotates
correctly according to the desired signal, the setting time
is within the given time # and while maintaining control
quality under input disturbance d.

2.5. Synthesis of finite-time control law based on
SCT without input disturbance. In this section, the FJ]M
control problem is to ensure that link ¢; moves according
to the desired trajectory x,, by adjusting the voltage u
supplied to the motor to create a torque acting on link ¢,.
Under the effect of the motor torque acting on link ¢, to
bring the system to the desired point in a finite time and
keep the system stable at that position. First, the control
law is designed when there is no disturbance, which
means d = 0. From the perspective of SCT, this means
that it is necessary to synthesize the control signal u(x).
The action of the control law will move the links through
the joints from the initial position following a given signal
or stabilize at the desired position when there is a
disturbance to ensure control quality.

From the requirement of FIM control problem to
follow the desired value, based on SCT for engineering
systems, we propose the first technological invariant
corresponding to the control objective:

X = Xgpe ()

In the first step, based on the purpose of controlling
and reducing the order of the system model according to
SCT, the first manifold selected has the form:

Wi = x4 — @1(x1, X2, X3). )

In the manifold (9) contains the function ¢y(xy, x,, x3),
which determines the desired properties of the link
velocity x4 at the intersection with the invariant manifold
w1 = 0. The function ¢,(x), x,, x3) is calculated in the next
steps, to ensure that it satisfies the technological invariant
(8). According to SCT, to ensure that the manifold y; =0
and satisfies the finite-time condition, the macro variable
w1 1s chosen as the solution of the functional equation of
the following form:

. 1
v +cp sgn(v)v +hky =0, (10)
In there ¢;>0, k>0 and 0.5 < £ < 1. Substituting (9) into
(10) we have:

pe-

k=0, (1)

Substituting x4 in the system of equations (7) when

d
5(954 — o)+ sgn(y)w,

d=0into (11), we obtain the control signal u as follows:

3 a¢1 dxi
—k(xl—x3)+.]§ et
U= i=1 8xl' dt

24-1
_J(ngn(‘//l)|l//l| / +k1l//1)

With the synthesis of the control law u as described,
after some time, the manifold y; will change and
asymptotically stabilize to 0 (i.e., x4 becomes ¢). At this

IN.  (12)

point, the dynamics of the initial system will become the
dynamics of the following system:

).Cl:XZ;

. k mgl . k

Xy =——x; ——=sin(xy) +—Xx3; 13
25770 (x1) JRE (13)
X3 =g

In the following steps, the synthesis process is
carried out sequentially to determine the internal control
signals @, @(x;, x;) and the technological invariant (8).
The manifolds are chosen sequentially to ensure system
stability and convergence to the following manifolds:
W, = X3 — @, Y53 =X, — K(x; — x,,). These manifolds satisfy
the following functional equations:

hy,+y,=0;
Ty +y3 =0,
where 7>, T; are the positive constants.

With the synthesis steps as described above, the
system will move to the final manifold ys;. When the
system reaches the final manifold, it means that:

V3 =O:>XZ —K(x1 —xsp)=0.

(14)
1s)

(16)
The condition for (15) to be stable about x,, is K<0.
From equations (15) and (16), we find the internal

control signals ¢, and ¢,:

:ZZ opy ﬁ_x3_¢2 . (17)
! i=1 5x,~ dt T2 ’
02 = in(ey) 4 + 2 () -

, I k (18)
_E<X2—K(x1_xsp))

From (12), (17) and (18), we find the control law u
for the FIM. To analyze the stability of system (7) with
control law (12) and prove the stability time of the control
system, we choose the Lyapunov function of the form:

1
V= El//f . (19)
Derivative of function (19) gets:
. . 28-1
V=ywy = —l/fl(cl sgn(y w7 + kll//l) =
(20)
_ 2 2 aup ki
el it —n g
1W1 11 Y >

According to the Lyapunov method, y;—0 as t—0.
Combined with SCT =0, w—>0 and x,—9x,,.
Therefore, the system is asymptotically stable. From (20)
and according to Lemma 1, the settling time to the first
manifold from the initial position is calculated using (3).

2.6 Adaptive synergetic control design. In practice,
control systems can be subject to model uncertainties and
input disturbances. As presented in the mathematical model
of the FIM above, the component of the actuating motor is
not fully modeled. For this reason, the finite-time controller
must be designed to counteract these input disturbances. A
common approach is to design an adaptive control law,
incorporating estimated values of uncertainties into the
control law. In this section, an adaptive control law is
designed to estimate the input disturbance d. The proposed
adaptive controller is as follows:
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3 O dy
i=1 6xl~ dr

251
—J(CSgn(l//1)|¥/1| ’ +k1‘//1j

—k(x—x3)—d+J Y.

U= /N, (1)

where d is the estimated value of d.

Consider the Lyapunov function as in (19). The
derivative of function (19) with the controller (21) applied
to the system (7) when the system enters the first
manifold is given by:

. 241
V= (— ey seny - kl‘//lj i, (22

where d =d-d is the error between the input
disturbance and the observed disturbance. The Lyapunov

function for designing adaptive controller has the
following form:

Vaa =V 42, (23)
where yis the positive constant.
The derivative of function (23), we have:
. ~ 28-1 ~ A
Vaa :—(d + ¢y sgn(y v s +k1‘//1j‘//1 +ydd =
(24)

-t
=——VF ——V+d| -y, |
Y 2 =y

The adaptive controller is determined based on ¥,
being negative:

d=yy. (25)
The function (25) becomes:
o=y Ky (26)

2# 2
According to the Lyapunov method and SCT, the
controller (21) with the adaptive law (25) ensures that the

system (7) is asymptotically stable. The block diagram of
the control system with the finite-time adaptive controller

for the FJM is shown in Fig. 2.

-1 e A | X0 X2, X3, X
Ox, Ot | 2y

-J (q sign(y) [ + k.w.)

T

~ 3 Op, Ox,
1 —k(x,—x)—d+J Yy '—J

l .
o =%sm(x|)+x‘ + Ix, -X |

2 0p, Ox, K, o
LD e A
. . 1 .
X% -0,(x,x) ’kTs(Xf’K(""""))
L

Fig. 2. Control system diagram of FIM

3. Results and discussion. In this section, to verify the
effectiveness of the SCT law for flexible joints in the
presence of input disturbances, different cases are conducted
on numerical simulations and on the experimental model.

3.1 Simulation results. In the simulation, the FIM
system is controlled according to the adaptive synergetic
controller (21) implemented in MATLAB software. The
model parameter values used in the simulation include:
m = 0.25 kg; k=20 N-m/rad; J =1 kg-mz; 1=0.2 kg-mz;
g=9.81 m/s’; [=0.35 m; N =30 N-m/V. The parameters
of the proposed control law (23) are as follows: K = -90;

7,=0.12; T3 =0.12; ¢, = 100; f=0.9; k; = 100; y=0.01.
The input disturbance d = 50 N-m. The simulation process
of implementing the proposed finite-time adaptive
synergetic control law is carried out with 2 cases: the first
case, where the initial state of the system is at the origin
x1 = 0; x, = 0; x3 = 0; x4 = 0 moving to position x;_g, = 7/2;
Xo-gp = 05 X35 = 72; X4 = 0 in the first 5 s, and in the next
5 s, it moves to position x|y, = —/2; X5 g, = 0; x3.5, =772;
X4 = 0. The second case, where the initial position of the
system is x; = 0; x, = 0; x3 = 0; x4 = 0 and then the link ¢,
tracks the desired trajectory signal in the form x,_g, = cosart
with the angular frequency @ = 1 rad/s. The maximum
voltage applied to the motor is 12 V.

In the first case, the results indicate that the angle
response of link ¢;(x;_,) and gx(x3_,,) compared to the set
value (x,_y,) are shown in Fig. 3. From the graph, we see
that the response of link ¢, stabilizes to the desired value
with times of 0.495 s and 0.509 s, respectively (Table 1).
The response of link ¢, shows oscillations during the
transient process. This indicates that the actuator control
signal adjusts quickly to ensure the system is stable within
the given time according to Lemma 1. The difference in
angle response between the two links and the set value is
due to input disturbances and the flexible connection
between the two links. The angular velocity response of
link g»(x4 ) 18 faster than link g(x,,,) to reduce the
oscillation of link ¢;. The control signal is clearly changing
during the transient process to ensure the tracking
performance of link ¢;. The control signal does not return
to zero because of the existence of the input disturbance d.

2

Apbeo-

| S T P —

0 2 4
Fig. 3. Stability results in the first case with input disturbance:

a — angle response; b — angular velocity response;
¢ — control input
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Table 1
Control system performance indicators

Time 0-5, s Time 5-10, s
x| Ty P.O.,% | ey, rad T, s P.O.,% | ey, rad
0,495 0 0 0.509 0.8 0

*T, is the settling time; P.O. is the percent overshoot; e is the
steady-state error.

In the second case, the results indicate that the angle
response of link g; tracking the setpoint signal and the
angle of ¢, are shown in Fig. 4. From the graph, we can
see that the response of link ¢, tracks the desired
trajectory after 0.52 s. The response of link ¢, shows
oscillations during the transient process, but eventually
tracks the setpoint angle. During the transient process, the
angular response oscillations indicate a change in the
rotation direction of link ¢, to cancel out the oscillations
in link ¢g;. The control signal with oscillations during the
transient process and then following the periodic value of
the setpoint signal once tracking is achieved.

X, X, rad.i i i
1 - -ro- - -0~ T T T T T .
| | |
s\ N\
| | |
ol N\ o
| | |
| |
0.5F------ NS
l ‘ l
Alp---- - - ST T
0 2 4 6
Xy x,rad/s - -1 __ 1 ____]
10 274 ! x2—pr0.

0 2 4 6 8 10
Fig. 4. Stability results in the second case with input disturbance:
a — angle response; b — angular velocity response;
¢ — control input

3.2 Experimental verification. To confirm the
effectiveness of the proposed controller, experiments
were conducted on the experimental model described in
section 2 (Fig. 5). The control algorithms were
implemented on STM32 cube IDE using C language with
a sampling time of 2.5 ms. The experimental results of the
proposed controller demonstrate the effectiveness of the
proposed method without explicitly modeling the motor
and input disturbances. In this case, model errors
including of the motor and the controller, are inherent in

the model. In the simulation section, these errors are
considered as disturbance d. The dynamic parameters of
the controller and the cases conducted are the same as in
the simulation section.

7
7

Fig. 5. Expefimental platform FIM

The results presented in Fig. 6 show that the angle
response of the FIM with the angle feedback of link ¢,
stabilizes to the desired value. The angle response stabilizes
to zero when the system is stable at the set value. The control
signal supplied to the motor. Clearly, when stabilized at the
balanced position, the voltage does not completely return to
0. This is due to various sources of disturbance such as
friction, backlash in the gearbox, and joints, leading to the
above errors. This also leads to the systems response not
completely matching the simulation part.

0 2 4 6 8 10

Fig. 6. Experimental results in the first case: a — angle response;
b — angular velocity response; ¢ — control input
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The tracking performance on the experimental
model is shown in Fig. 7. From the results, the angle of
link g, tracks quite well. Besides, for the set-point signal
in the form of an evaluation quantity, the response on the
actual system is greatly affected by the motor with a
gearbox. However, its results also show the possibility of
realizing the controller appearing on real objects.

1

— X

1-sp

5 o A
0l il PP |
sp e R
| | Ls
'100 5 10 15

Fig. 7. Experimental results in the second case: a — angle
response; b — angular velocity response; ¢ — control input

4. Conclusions. The article presents the synthesis
method of the finite-time adaptive synergetic control law
for flexible joint systems. The synthesized control law
ensures small system tracking errors and avoids
oscillations. The finite-time characteristic is established
based on the choice of the function equation. The
developed adaptive law has well solved the problem of
uncertainty in the mathematical model of the actuator and
input disturbances. The stability of the system with the
proposed control law is proven by the Lyapunov function.
The simulation results of the proposed -controller
demonstrate its effectiveness. With two different tracking
signal forms, the results show stability and tracking
performance within a specified time. The results show
that the system response has no oscillation and no
overshoot. The proposed control law has been applied on
the experimental model. Experimental results demonstrate
the above tracking capability of the developed control
method in the presence of input disturbances and without
taking into account the mathematical model of the motor.

Although the results on the actual system have limitations
due to equipment quality and model uncertainty FJM,
they also affirm the practical applicability of the control
law. Finally, future researches will consider the effects of
strong nonlinear disturbances from the actuator. It will
also incorporate some modern theories such as fuzzy
logic, neural networks, and nature-inspired optimization
algorithms to fine-tune controller parameters and design
the adaptive law.
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Design and control of a DC-DC buck converter using discrete Takagi-Sugeno fuzzy models

Introduction. A DC-DC buck converter plays a crucial role in industrial applications by efficiently stepping down voltage levels to
power various electronic components and systems. However, controlling a buck converter is challenging due to its inherently nonlinear
behavior. This paper presents a novel fuzzy tracking control approach for the buck converter, based on the combination of time-discrete
Takagi-Sugeno (T-S) fuzzy models and the concept of virtual desired variables (VDVs). Originality. This paper introduces an innovative
fuzzy tracking control that integrates time-discrete T-S models and VDVs concept to develop an efficient digital controller. Goal. The
proposed fuzzy control strategy aims to regulate the output voltage regardless of sudden change in setpoint, load variation and change
in input voltage. Methodology. The proposed control strategy aims to regulate the output voltage of a DC-DC buck converter. The
design starts with a discrete T-S fuzzy controller based on the nonlinear model of the buck converter. A nonlinear tracking controller is
developed using a virtual reference model that incorporates the VDVs concept. System stability is analyzed via Lyapunov’s method and
expressed through linear matrix inequalities. Results. Simulation tests under varying conditions validate the accuracy and effectiveness
of the controller in achieving superior voltage tracking performance. Comparative analysis with a conventional PID controller
highlights faster dynamic response and better tracking, showcasing the advantages of the proposed approach. Practical value. The
practical value of this research lies in the development of a robust voltage control strategy for DC-DC buck converters and the
establishment of reliable and efficient electrical systems using discrete-time fuzzy T-S control. This work also opens up the prospect for
future implementation in experimental prototypes. References 30, table 2, figures 7.

Key words: discrete-time Takagi—Sugeno fuzzy models, DC-DC buck converter, linear matrix inequalities.

Bemyn. Towuicyiouuii DC-DC nepemsopiosay 6idigpac 8axciugy poib y RPOMUCTIO80CHI, eeKmMUEHO SHUNCYIOUU DIGHI Hanpyeu HCUGTIeHHs.
Pi3HUX eNeKmpOHHUX Komnonenmig i cucmem. OOHAK YNpaeninHA NOHUICYIOUUM NEPemeoplosaveM € CKIaOHUM 3a60aHHAM uepe3 U020
NOYAMKOBULl HeHIHULL Xapakmep. Y cmammi npedcmaeneno Hosuil nioxio 00 YNpaGiHHA HeYimKUM GIOCMENCEHHAM Ol NOHUNCYIOU020
nepemeoprosayd, 3ACHO8AHULL HA NOEOHAHHI OUCKpemuux 3a yacom Hewimkux mooenei Taxaei-Cyeeno (T-S) ma romyenyii badicanux
sipmyanvhux sminnux (VDV). Opueinansuicme. Y cmammi nagedeno inHoayitinuil nioxio 00 ynpasuiHHsA HeimKum 6i0CmedicenHsM, KUl
noeonye ouckpemni 3a uacom mooeni T-S ma konyenyiro VDV ona pospobxu eghexmusnozo yugposoco konmponepa. Mema. 3anpononosana
cmpamezisi. HewimKkoeo YNPAGNiHHA CHPSIMOBAHA HA PeyIO8AHHS. GUXIOHOI HANPYeU HE3ANeHCHO 6i0 PAnmoeoi 3MIHU YCMAGKU, 3MIHU
HABAHMAICEHHS. Ma 3MiHU 8XIOHOT Hanpyeu. Memodonozisa. 3anpononosana cmpamezisi YRpagiHHg CHPSIMOBAHA HA Pe2yTIIOBAHHSL GUXIOHOT
nanpyeu nouudicyrouoeo DC-DC nepemeoprogaua. IIpoexmyeanns nouunacmucs 3 OUCKpemnoz2o Heuimkoeo Koumponepa T-S na ocnogi
HeNHIIHOI MOoOeni 3HUXMCY8anbHO20 nepemeoprosaud. Heninitinuili konmponep 6iocmedicentss po3pooneHo 3 GUKOPUCAHHAM GipHYanbHOT
emanionHoi Mooeri, wo exmoyae Konyenyito VDV. Cmitikicms cucmemu ananizyemvcs 3a 00NoMo2ot0 Memoody JIAnyHosa ma upaicacmcs
uepes JiHIUHI Mampuyni Hepignocmi. Pesynemamu. Tecmu MOOemo8ants 6 pisHUX yMO8AX NIOMBEPON’CYIOMb MOYHICHb Ma eeKmueHicmy
KOHMpORepa y O0CSCHEHHI UCOKOI NpodykmusHocmi eiocmedicenns Hanpyeu. [lopiensibnuil ananiz i3 mpaduyitinum PID-pezynsimopom
nioKpecnioe wieuOuy OUHAMINHY pearyilo ma Kpawje siocmedicenHsi, OeMOHCIPYIOUU nepesazu 3anpononosanoeo nioxooy. Ilpakmuuna
WIHHICHb Yb020 DOCTIOMNCEHHSL NONIA2AE Y Po3pobyi HAOIHOT cmpamezii ynpaeninis Hanpyeoro o nonudicyiouux DC-DC nepemesopiosauie ma
CMEOpenHs HAOIIHUX MA eeKMUBHUX eNeKMPUYHUX CUCTEM 3 6UKOPUCIAHHAM OUCKPEMHO20 Yacy nedimkozo ynpaeninms T-S. Lfa poboma
MAaKooIc GIOKPUBAE NEPCNEKMUSU MalOymHboi peanizayii' y excnepumenmanshux npomomunax. bion. 30, tadn. 2, puc. 7.

Knrouosi cnosa: nuckpetHi HewiTki Mmogesti Takagi-Sugeno, nonm:xyrounii DC-DC neperBoproBady, JiHiiiHi MaTpin4Hi HepiBHOCTI.

Introduction. A DC-DC buck converter is an power to a constant load. This strong controller does not

electrical device designed to reduce a DC voltage level to a
lower one. It plays a crucial role in contemporary
electronics, facilitating effective power control and voltage
regulation in many applications. Because of its user-friendly
nature, exceptional effectiveness, and adaptability, as well
as its ability to work independently and interact
harmoniously with energy storage and renewable energy
systems, it is used in a diverse array of fields, such as
providing power for industrial and residential settings [1-5].

The DC-DC buck converter exhibits considerable
nonlinearity and varies structurally throughout each
switching period. These characteristics can pose challenges
when designing the controller, rendering conventional linear
control approaches such as P, PI and PID inadequate for
ensuring satisfactory performance across a broad operational
spectrum [6, 7]. To tackle this problem, several advanced
nonlinear control design strategies have been suggested.

The authors in [8] suggest an active damping method
to provide a virtual resistance, thereby modulating the buck
converter’s output voltage. Active damping offers system
stability and results without further power loss, but it comes
at the cost of lower output voltage. In [9], a nonlinear
feedback linearization technique is introduced to control the
buck converter’s output voltage of a system that provides

require a disturbance sensor. However, this approach has
disadvantages, such as low precision and slow processing
speed. The sliding mode controller’s design simplicity and
adaptability have established it as the most widely utilized
controller [10] and [11]. Nevertheless, the benefits of these
improvements are counteracted by an undesired occurrence
referred to as «chattering», which involves oscillations with
a specific frequency and amplitude. This phenomenon is
widely recognized as the primary hindrance to achieving
real-time implementation [12, 13].

The use of fuzzy logic control solved the
shortcomings of the previous methods [14-17].
Nevertheless, this method sometimes lacks precision
because it heavily depends on assumptions. Creating
fuzzy rules and membership functions presents a tough
task [18]. The authors in [19, 20] describe developing and
implementing a robust fuzzy logic control for a DC-DC
buck converter. This controller is designed to utilize
measurements of the inductor current and output voltage
but requires an additional sensor, which inevitably
increases the cost and reduces the system’s reliability.
Several methods were proposed to address this problem
based on Takagi-Sugeno (T-S) fuzzy models [21, 22].
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T-S fuzzy model employs a collection of fuzzy rules
to represent a nonlinear system by utilizing a series of
local linear models seamlessly linked together by fuzzy
membership functions. T-S fuzzy model has gained
significant popularity due to its utilization of an affine
dynamic model in its consequence section instead of a
fuzzy set. It possesses the subsequent benefits:

1) Numerous established robust tools, such as the
Lyapunov’s method, can be employed for stability
analysis and controller synthesis;

2) T-S fuzzy model is less affected by the problem
of high dimensionality compared to other fuzzy models;

3) The structure of the model and the properties of
local models can be readily linked to the physical
characteristics of the system [23-25].

The accuracy of the mathematical model is crucial for
designing a robust controller for the DC-DC buck converter.
Thus, accurate modelling of switching DC-DC converters is
needed to predict stability and design a suitable controller
with enhanced stability and performance. There is currently a
revived interest in discrete-time analysis and modeling to aid
the implementation of practical digital control for high-
frequency DC-DC converters on microcontroller boards.
This is driven by the desire to eliminate delay effects in
averaged models.

Goal. This paper deals with the design of a new
controller for a buck converter system using T-S fuzzy
models. The proposed fuzzy control strategy aims to
regulate the output voltage, despite changes in reference
voltage, load variations, and changes in input voltage.
Many simulation tests were conducted under various load
and input voltage situations to validate the precision and
efficiency of the suggested controller in operating the DC-
DC buck converter to drive the desired reference voltage.

Developed fuzzy control scheme. The objective of
this work is to construct a T-S fuzzy controller capable of
efficiently controlling buck converter states x = [i, v,]” to
track a specific trajectory x = [irg voq]'. At first, we
construct a digital fuzzy controller utilizing the discrete-
time T-S fuzzy model of a buck converter system.
Afterward, we create a virtual reference model and a
nonlinear controller that drives the considered system to
track the desired voltage. The proposed control scheme is
illustrated in Fig 1.

" iL
Buck X
Converter

Vret| Reference | Xd €

TS Fuzzy Y
Model ]

Controller

Fig. 1. Proposed fuzzy tracking control scheme

Nonlinear state space system model. Figure 2
depicts the buck converter’s schematic, illustrating the
components such as the input voltage V;,, electronic
switch (MOSFET), diode D, capacitor C, load resistor R
and inductor L.

Rm M L R

D L /
PWM Signal

Vin

Fig. 2. Schematic representation of a DC-DC buck converter

To represent the buck converter, we use the
nonlinear state space system form shown below [21]:

{fc(t):f(x(r))x(t>+g(x<t>)u<f>+5; (1
()= p(x(t)),

where
ir (1) " lv- +vp —Rysi; (t)
x(t){ }5= L | gx(@)=|p "D TMLET,
Vo(?) 0 0
1 RR R
- RL+—C}L<r)——vo<r>
L R+R L(R+R
£ = R (ReRe) =,

(awmfo-{ama o

RR. ). R

where R; is the inductor’s winding resistance; Vp is the
diode’s threshold voltage; R is the filter capacitor’s
equivalent series resistance; R, is the transistor’s
resistance (MOSFET). Current flowing through the
inductance, voltage at the output, and duty ratio are
represented by the variables i;, v, and u, correspondingly.

Discreet-time T-S fuzzy model. The creation of the
suggested T-S fuzzy controller necessitated the
conversion of the nonlinear model into a fuzzy model,
utilizing the current of inductance i, as the decision
variable. The nonlinear state space of the buck converter
is expressed in a nonlinear manner:

{x:Acx(t)+Bc(iL)u(t)+Ec; (2)
() =v, =C.x(2),
where
- RL+ RRC - R VD
Lz R+R, LR+R) | p _|—|.
. = s e — L >
R 1 0
C(R+R,) C(R+R,)
1 .
Co=| 2 kg (i =| LV D~ Ryl
R+R. R+R, 0

The suggested control strategy necessitates a discrete-
time model, which can be obtained from the nonlinear model
of the system. This is done assuming that the switching
period is significantly less than the time constants of the buck
converter circuit. The forward Euler approximation is used to
derive the following discrete-time model:

Xk +1) = (1+ T, A)x(k) + T, Bou(k) + T, E,
y(k) = Tchx(k)~

The T-S discrete-time state-space model of the buck
converter can be derived based on this assumption:

{x(k +1) = Ayx(k)+ Byu(k)+ Ey;

3)

4
(k) = Cyx(k), @

where

i (k _ILiVp
x(k) = BL Ek))} E;=|""7 |
0 0
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Ty

" C(R+R.)

RT,
I RL+ C JTY _ S
R+RC L(R+R,)
R+R
T
L

B k
0 R+R. R+R

Suppose the premise variable z(k)

Vin+Vp - RMzL(k))] - {TRRC TR}

= i;(k) has borders
as: iy <i; <iy . In addition, by using the sector

nonlinearity transformation [26], the nonlinear system
given by (1) can be accurately indicated by a discrete T-S
fuzzy model with the inclusion of the subsequent two If-
Then rules:

Rule 1:1F i; is F{1 THEN
{x(k +1) = Ajx(k) + Biu(k) + Ey;
y=Cpx(k).

5
Rule 2:IF iy is Fj, THEN ®)
{x(k +1) = Ayx(k) + Byu(k) + Ey;
y = Cyx(k).

The membership functions £, and F), are obtained by:

ir(k)—ig .
=== Fal)=1-F.  (©)

lL — li

The ultimate result of the fuzzy model is deduced in
the following manner:
r
x(k+1)=Y" h(z(k))(4;x(k) + Bu(k) + E);
o (M)
-
(k) =3 i (k) Cix(k),

i=1

where
l—i[RL+ RR, jTS __RE
Ay = dy = L R+R. L(R+R.) |
RT, __TIq
C(R+R,) C(R+R,)
(m+VD_RMa); (m+VD_RMi£) 5
0 0
-1,V
T,RR T,R s” D
C=Cy=|—— ——L[E=E= [ |;
R+R. R+R, 0

h(z) = w(z)/Za)(z) w;(z)= H

Jj=1

for all k >0, h;(z) >0 and Zh[(z) =1.
i=1

Control design and stability analysis. The
following requirements must be met to design T-S fuzzy
control:

x(k)—x (k) >0ask—> o, (8)

where x,(k) is the desired trajectory variable.

Let us establish the tracking error as:

T (k) = x(k) — x4 (k) .

Subsequently, its equivalent discrete-time derivative
can be expressed as:
Xtk+D)=x(k+1)—x;(k+1). )
By replacing (7) with (9) and including the term:
,
21 (2) 4, (k) = xg (k).

i=1
The first equation of (7) becomes:

(10)

Xk +1)= B (2) (AT (k) + Bu(k) + Axg (k) + E;) —x (k+1) -(11)
i=l
Let’s select a new control variable for (11) that
meets the requirements listed below:

r r
D hiBiAG) = D i (2)(Apxq (k) + Bu(k) + Ep) = x4 (K +1)-(12)
i=1 i=1
By employing (12), the discrete derivative of the
tracking error, as expressed in (11), can be reformulated
in a following manner:
r
F(k+1) = Y i ()AFR) + BAK) . (13)
i=1
The fuzzy tracking control problem is addressed by
the novel controllers, which are designed to:
- Controller rule 1: If i is F}; Then A(k) = K|x(k);

- Controller rule 2: If i; is Fj, Then A(k) = K,X (k).
The final output of the fuzzy controller is as follows:

.
M) = by (kDK F(K) -
i=1
The closed-loop system is represented as follows by
substituting (14) into (13):

r r
X(k+1)=>"> hi(2)h;(2)(4; — BK ;)% (k).
i=1 j=1
By permitting G; = (4; — B,K;), equation (15) can be
restated in the following manner:

r r
Xk+1)=)" > hi(2)h;(2)Gyx(k) .

i=l j=I
Stability analysis. The process of acquiring the
fuzzy controller involves identifying the gains that meet

the conditions stated in the subsequent theorem [27]:

Theorem 1. The system represented by (16) achieves
global asymptotic stability if there exist matrices

x=x">o0,8,=8ks.=sk

>~y ]’l’

(14)
(15)

(16)

verifying the following

linear matrix inequalities: Vi, je {1, ....... r} :

{—X+S,-,- (17

A X + B;Y; -X

T T pT
x47 + !B }o;
—2X+S;+8; x4" +v] Bl +x4] +YBY
* ~2X
Sii Sz Sy

Sz S - Sy

:|<01<] ;(18)

>0. (19)
Slr S2r Srr
The gains of the control law are: K; = V. X~ L
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Virtual desired variables and control law. The
virtual desired variables and tracking control law for the
buck converter system may be determined by (12), which
can be expressed in the following manner:

r r r
DBy (a(k) = AK)) = =3y Apxg (k) = 3 Iy E; + xg (k +1) -(20)
i=1 i=1 i=1
Let’s define aggregated matrices as follows:

r r r
B=Y h(2)B;, A=Y hj(2) 4, E =Y h(2)E; .
i=1 i=1 i=1
Subsequently, equation (20) can be restated in a
concise manner as:
Bu(k)—A(k))=—Axz(k)—E+xz(k+1). (22)
By applying (22) to the buck converter model, we
obtain the following matrix form:

e2y)

T :
I(Vin +Vp — Ryyiy (k) [ua(k)— A](k)=

0
1 RR, ___REL
_ : L(R”RHJTS LR+R) |1a®) |
RT, T vea®
C(R+R.) C(R+R,)
I | Tip e+
1o Tl k1|

From (23) it can be extracted the reference inductor
current as:

]vod (k) +Vod (k + 1)

__RT,
C(R+R¢)

Also from (23) it can be extracted the tracking
control law as:

Tol g, + REc |y, _RE,_

[L(RL+R+RCJ 1}Ld(k)+ LR+ R Voa (k)
T +
TV tVp = Rysii ()

L
C(R+R()

irg (k)= (24)

u(k) =
(25)

+ T + A(k).
fs(Vm +Vp = Rygir (k)

Simulation results. Several simulation tests were
carried out at different load and input voltage conditions to
prove the accuracy of the suggested controller for a DC-DC
buck converter. The used parameters are shown in Table 1.

Table 1
Buck converter parameters
Parameter Values
MOSFET resistance R,,, Q 0.1
Threshold voltage of the diode Vjp, V 0.8
Output capacitor C, uF 270
Output capacitor resistance R, Q 0.18
Inductor L, pH 180
Winding resistance of inductor R, Q 0.1
Resistance load R, Q 25
Input voltage V;,, V 12
Switching frequency f, kHz 31

The first test used a constant reference voltage of 6 V.
The output voltage, inductor current, duty ratio and PWM
signal responses are depicted in Fig. 3,a—d, respectively.

A
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4115 ]
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0 0.02 0.04 0.06 0.08 0.1
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i T [
< T 3
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PWM
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05f

0O s 0.001
Fig. 3. Simulation results for a fix reference voltage:
a — output voltage; b — inductor current voltage;
¢ — duty ratio; d — PWM signal

These results show that the output voltage precisely
follows the wished trajectory. Additionally, it has been
demonstrated that the time necessary for the system to
respond to the reference model is brief, specifically 0.4 ms.

In the second test, a variable reference voltage was
used. The output voltage, inductor current, and duty ratio
responses are depicted in Fig. 4,a—c, respectively. From
these results, we notice that despite the random change in
the chosen voltage, the output voltage always follows the
desired voltage with a minimal response time and
limitation of overshoot.
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Fig. 4. Simulation results for variable reference voltages:
a — output voltage; b — inductor current voltage; ¢ — duty ratio

In the third test, another scenario is used to prove the
effectiveness of the proposed controller. A variable voltage is
applied to the input of the buck converter, and observing of
the response of the output voltage. Figure 5 shows the output
voltage response under input voltage variations. Initially, the
input voltage was set to 12 V, and the desired output voltage
was set to a constant 8 V at # = 15 ms. These results show
that the output voltage matches the chosen level quickly and
remains constant even when the input voltage changes.

v,V .

8

8.15

8.1

4 8.05
8

2 7.95

00154 o

0.015

0 L 1
0 0.01 0.02 0.03 004 LS
Fig. 5. Responses of the output voltage for input voltage variable

In the fourth test, we randomly changed the load
resistance value and noted the output voltage response
and how well it followed the desired voltage (Fig. 6).

8177V j:

6
8.1

4 8.05

2 — V|4
8 Vi
00245 0.025 00255 0.026

0 . . . .

0 0.01 0.02 0.03 004 S

Fig. 6. Responses for resistor load variable

In the next scenario, the reference voltage is kept at 8 V.
At time ¢t = 0 s, the converter functions with a load
resistance of 25 Q. Then, at time ¢ = 2.5 ms, the load
resistance is modified to 30 Q. The overshoot in a transient
condition is observed to be brief. Subsequently, the output
voltage remains constant at 8 V. The results produced by
the T-S fuzzy controller, in the last test, are compared to
those obtained by the PID controller [28-30] (Fig. 7).

8 =
I
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0 . . :
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Fig. 7. Performances comparison between PID and T-S controllers

Table 2 presents the comparison results. The
performances of the both controllers are evaluate based on
the specified parameters of overshoot (efficiency), settling
time (accuracy and stability), and rise time (speed).

Table 2
Results of the comparison and evaluation between
T-S fuzzy and PID controllers

Method PID controller | Proposed method
Overshoot, % 0 0
Settling time, ms 4 25
Rise time, ms 28 2

The comparison results indicate that the developed
controller provides superior performance and a faster
response compared to the conventional PID controller,
which has numerous drawbacks, such as a slow response
to accurately track the required voltage and significant
oscillations around the desired voltage, particularly during
variations in the resistor load and input voltage.

Conclusions. This paper presents the control of the
output voltage of a DC-DC buck converter. A discrete-time
T-S fuzzy model is used to represent the considered
system’s dynamic and then employed to develop a fuzzy
controller. The concept of virtual desired variables is used
to extract the desired reference model and nonlinear control
law. Sufficient conditions for stability are derived from
Lyapunov’s method, and then they are converted into linear
matrix inequalities to find the controller gains. The
simulation results show that the proposed control can drive
the output voltage to track its reference exactly with a
shorter response time and without any overshooting. A
comparison of the suggested controller with the
conventional PID shows its superiority in terms of time
response and tracking. Exploring practical application and
robustness challenges will take center stage in an upcoming
research endeavor.
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Single-phase power shunt active filter design using photovoltaic as reactive power compensator

Introduction. The rapid production of electronic equipment circulating and used by the public has resulted in a decline in the power quality
in the power system. The goal of the article is to build a parallel active filter for reactive power compensation in a single-phase power
system using photovoltaic (PV) as the input DC link voltage for the inverter through simulation modeling using MATLAB/Simulink.
Methods. The method used is to design a parallel active filter modeling for a single-phase electrical network that serves loads in the form of
AC DC converters with inductive recessive and capacitive recessive loads using MATLAB/Simulink. Results. The simulation results show
that the total harmonic distortion (THD) value of the system before being screened is 37.93 % for inductive resistive loads and 18.77 % for
capacitive resistive loads, and after going through screening the THD value can drop significantly by 0.35 % for inductive resistive loads
and 1.45 % for resistive capacitive loads. Practical value. PV systems can be used as power generators to provide a voltage of 800 V on a
single-phase parallel active power filter using a voltage source inverter. References 30, table 2, figures 11.

Key words: active shunt filter, compensator, photovoltaic, reactive power, voltage source inverter.

Bcemyn. lsuoke 8upoOHuymeo enekmponHo20 001a0HAHHA, AKe BUKOPUCHIOBYEMbCS HACENCHHAM, NPU36EN0 00 3HUJICEHHS AKOCHI
enexmpoenepzii 6 enepeocucmemi. Memoro cmammi € nobyo0osa napanerbHo2o0 AKMUSHO20 Ginempa Onsi KOMheHcayii peakmusHol
NOMYJHCHOCMI 6 0OHOQA3ZHIN eHepeocucmeMi 3 UKOpUcmanuam gomoenekmpuunux (PV) enemenmie sx 6xionoi nanpyeu nocmitinoo
cmpymy 02151 iH8epmopa 3a O0ONOMO2010 iMimayilino2o moodentosarntsa 3 suxopucmanuam MATLAB/Simulink. Memoou. Buxopucmogyganuii
Memoo nonsieac 'y po3pobyi MOOETO8aHHs NAPATETbHO2O AKMUBHO20 (itbmpa 0151 00HODA3ZHOT eneKMPUUHOT Mepedici, aKa 0bCny2o8ye
HABAHMAICEHHS Y 8ULTIA0T NePemBOPIO6Ai8 3MIHHO20 CIMPYMY V ROCIUHUL 3 THOYKIMUSHUMU DEYECUSHUMU | PEMICUBHUMU EMHICHUMU
nasanmadicennamu 3 suxopucmannim MATLAB/Simulink. Pezynemamu mooenio8anms nokazyioms, wjo 3Ha4eHHs NOGHO20 2APMOHITIHO20
cnomsopenns (THD) cucmemu neped exparnysannam cmanosums 37,93 % 0as inOykmusnux pesucmuenux nasanmasicens i 18,77 % ons
EMHICHUX Pe3UCTUBHUX HABAHMANCEHb, A NICISL NPOXOONCEHHS. eKpanysanns suauenns THD mooce 3nauno suusumucsa na 0,35 % ons
iHOYKMuUGHUX pe3ucmueHux nasanmagicens i 1,45 % ona pesucmuenux emuicnux naganmadgicenv. Ipaxmuuna yinnicmo. PV cucmemu
MOACYMb BUKOPUCIMOBYBAMUCS SIK 2eHepamopu enepeii ons 3abe3neuenns nanpyeu 800 B na oonogasznomy napanensHomy axmu@HOMYy
Ginempi nomyscrnocmi 3 6uKopucmanHAM ingepmopa Hanpyeu. bion. 30, tabn. 2, puc. 11.

Kniouogi cnosa: akTHBHUI IIYHTYI0UHI (QiIbTP, KOMIEHCaTOP, (POTOBO/ILTAIKA, pEAKTHBHA NMOTYKHICTh, iIHBEpPTOP HANPYTH.

Introduction. The rapid production of electronic
equipment circulating and used by the public, such as
computer equipment, power converters, and variable
frequency drive systems for electric motors or devices
based on power electronics, has resulted in a decline in the
quality of power in the power system. Because of its
nature, this load falls under the category of nonlinear loads.
In power systems, the current has high wave distortion,
leading to a large total harmonic distortion (THD). Excess
heat generated by harmonics can cause power losses and
reduce the efficiency of power equipment [1-3].

Various methods for reducing the presence of these
harmonics include the use of filters. According to the
configuration, there are 3 types of filters: passive, active,
and hybrid (a combination of passive and active filters) [4,
5]. The harmonics of this power system occur in odd orders
such as 150 Hz, 250 Hz and 350 Hz. Passive filters can be
in the form of capacitive receptive (RC) or inductive
receptive (RL) elements and are generally used to reduce
the highest harmonic distortion at selected frequencies or
tune at frequencies that are more dominantly disturbing,
and the THD value can be reduced significantly [6, 7].

An active filter is a series of filters that use passive
and active electronic elements originating from electronic
devices such as operational amplifiers, MOSFETs and
transistors in the form of inverters that produce reverse
current or anti-harmonics [4]. The output of the inverter is
controlled through ignition pulses, one of which uses
hysterical current control [8]. Shunt active power filters
(SAPFs) offer greater benefits than typical filter solutions
because of their ability to map the injection currents more
accurately, resulting in economic advantages [9, 10].
Hybrid filters, on the other hand, are a combination of
passive and active filters that are commonly utilized in
aluminum smelting plants to manage harmonic
attenuation [11]. This filter is classified into 2 types,

series active filters and parallel active filters, based on
their configuration. Series active filters were used to
eliminate current harmonics, whereas parallel active
filters were used to reduce voltage harmonics.

The efficiency of active filters is determined by
various factors such as the control system, filter reactor,
DC link capacitor parameters, and electrical system. To
achieve improved power quality, three components are
necessary: power compensation for current and voltage
waveform distortions, reactive power compensation, and
compensation for load imbalance [12]. Solar energy is
increasingly being used to compensate for the reactive
power in electric power systems. In particular, the use of
renewable energy, such as solar energy, has been
developed for various applications. One such application is
the use of SAPF technology. Compared to a thyristor
bridge on a voltage source inverter (VSI) with an input
reactor inductance equal to or smaller than the input reactor
inductance of the SAPF, the SAPF is more efficient in
terms of reactive power and harmonic attenuation [13].

Photovoltaic (PV) is practically an endless energy
resource, which has made it highly essential recently,
especially for electrical power applications in high-
luminosity countries [14]. PV technology is a renewable
way of converting solar energy into electrical energy. It can
be used to address the current harmonics in power systems
with parallel active filters [15, 16]. There are 2 varieties of
PV systems: grid-connected and stand-alone. Because of its
easy energy conversion process and modular scaling, grid-
connected PV systems have been used extensively in the
commercial sector [17]. When a stand-alone PV system is
connected to the grid, it produces fluctuations in the output
voltage owing to changes in temperature and irradiation.
This makes it necessary to control the voltage and power
quality, particularly when unbalanced load conditions
occur. This control helps minimize the ripples on the DC
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link [18, 19]. The use of PV solar energy is essential to the
shift to a low-carbon economy [20].

The goal of the paper is to build a parallel active
filter for reactive power compensation in a single-phase
power system using PV as the input DC link voltage for
the inverter through simulation modeling using the
MATLAB/Simulink.

Subject of investigations. This study involved the
development of a simulation of the compensation current
Ic injected into a single-phase power system with a linear
load. Basic concept of parallel SAPF is shown in Fig. 1.

I, _. L
@ Y Y Y\ 7YY Y\ *

Power source

Nonlinear load
Ie T

Shunt active power filter

S

Fig. 1. Basic concept of parallel SAPF

The compensation of the harmonic currents is
performed using a closed-loop controlled active power
filter. This filter injects a compensation current /¢ into the
power system mesh whenever the load changes. Based on
Fig. 1, the source current /g can be represented as:

is=1i;—ic, (1
where ig is the source current; i; is the load current; ic is
the compensation current.

The modeling design of the parallel active filter

circuit is shown in Fig. 2.
=0

Discrete ISl
1e-06s.

Impedanzs

+ ImpedanZ.

ACVoltage 220V

Non Linier

Couping

AT

Gutput

]

o]

IﬂT ;

Fig. 2. Single-phase parallel active filter design
using PV as a compensator

This circuit involves a single-phase voltage source
connected to a nonlinear load, and is equipped with a parallel
active filter. The filter comprises a series of low-pass filters
and multiple active semiconductor components that
collaborate to regulate the shape of the harmonic interference
at every frequency order. The compensation current is
generated by causing anti-harmonics in the current, which
are affected by harmonics. Subsequently, this compensation
current is introduced into the circuit. Schematic block of the
overall model circuit shown in Fig. 3.
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Fig. 3. Schematic block of the overall model circuit

The system has a complete design that includes 3 main
parts: a DC power source PV system, a SAPF and a single-
phase power system with a nonlinear load. The PV system is
a DC power generator that produces 29.3 V voltage and a
maximum short circuit current of 7.97 A. To meet the
voltage requirements of the VSI, the voltage is increased
through a booster circuit to 800 V [21-24]. The filtering
process in an electrical system requires a battery module to
store energy. The power filter, also known as an active shunt
filter, generates a reference current ... This process involved
multiple stages. In the first stage, a voltage sensor and
current sensor measured the magnitudes of the source current
and source voltage, respectively. In this study, a single-phase
voltage system was used. However, the power quality (PQ)
theory is more suitable for 3-phase systems. Therefore, a
virtual voltage and current source were created to obtain the
parameters V,, Vp, Ve, s ip, and i. After obtaining these
parameters, the next step is to transform them into o—f
coordinates. This transformation is known as Clark
transformation and is essential for obtaining the i,.r quantity.

Results. Static calculations. This section discusses the
results presented in the form of pictures, graphs, tables, etc.
to make it easier for readers to understand them.

Clark transformation. Mathematical transformation
calculations were performed to obtain the single-phase
reference current. The reference current generation flow was
based on the PQ theory discovered by Akagi in 1983. This
theory was presented in [25]. PQ theory is best suited for
3-phase systems. To apply it to single-phase systems or to
obtain the other 2-phases, virtual voltages and currents must
be created for phases B and C that are 120° apart from phase
A. The virtual voltages and currents for phases B and C can
be derived from the voltage and current of phase 4 by
shifting them 120° and —120°, respectively:

vy = V,sin(ax);
vg = V,sin(ax + 120°); (@)
ve=V,sin(ax — 120°),
where v, v, v¢ are the voltages of phases 4, B, C.

Reference signal generation algorithm. Once the
virtual voltage and current parameters were obtained from
the measurement results of a single-phase power system, the
parameter values were converted into single-phase voltage
system coordinates. This conversion involves transforming
the absolute coordinates of the voltage and current to o—f
coordinates using the PQ theory. This transformation is also
known as Clark transformation [26, 27]. Reference current
generation algorithm is shown in Fig. 4.
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Fig. 4. Reference current generation algorithm

Shown in Fig. 4 is the flow for getting the voltage
and current parameters vy, Vg, ig, ig Vo, o

HRH
R A L

The voltages and currents in reference frames a and
p are:

12 } "4
VB

_3) 3)

2

1 1
gVA—ﬁVB—EVC; (5)
Vg :%VB —%vc; (6)

l

3 \/— lB \/— lC > (7)
l,B \/_ —=ip— \/— —=lc- (®)

The next step is to determine or calculate the values
of the active p and the reactive ¢ powers:

HESE
q —vg —Vu ||ig

Equation (9) shows that the instantaneous active
power p is equal to the sum of p =v,i, +vzig= P+p,
which can be broken down into 2 components: the p
component (DC component value) and the p component
is the

instantaneous average power transferred from the source
to the load, whereas the p component is the average

(AC component value). The p component

power exchanged between the source and load via ABC
coordinates. However, the p component does not

transfer energy from the source to the load; therefore, it
must be removed with a filter:

ica B 1 Vy Vﬁ |: Ap:|
lep v§+vz> Vg Va q

where i.,, i.s are the compensation currents in reference
frames a and B; p is the alternating active power

(10)

component; Ap is the total direct active power

component; ¢ is the reactive power component.

After obtaining the p components, a reverse
transformation is carried out to obtain the reference
current value [28]:

lea 21 Va ~VB |:px:|’ (11)
Lﬁ Vg +Vﬂ vﬁ Vo qx

py=p—Ap and Ap=py then gq.,=qg=qg+q , where

px 1s the unwanted active power component; g, is the

unwanted reactive power component; p, is the active power

zero sequence component; ¢ is the direct reactive power

component; ¢ is the alternating reactive power component.
The single-phase reference current can be defined as:

aTVp
where i is the zero sequence current.

Parameter values of the modeling system are
presented in Table 1.

Table 1
Parameter values of the modeling system
Parameter Value Parameter Value
Single-phase AC input 220V Frequency 50Hz
voltage
Input R=0.5Q; |Load R=20Q,
impedance L=35mH |impedance L=5mH
Coupling impedance R~=1Q; |DC link C=C=400V,
(smoothing) L~=3.5mH |capacitor 50 nF
RL (R=50Q,
Bridge rectifier |Rectifier L=15mH;
AC-DC converter diode  |load RC(R=50Q,
C=15nF
K, 3 K 1
PV max power 218.87 W Open circuit 366V
voltage
Max power point 293V Cprrf;nt short 797 A
voltage circuit

A boost converter regulator was used to increase the DC
input voltage from the battery without the need for a
transformer. Figure 5 shows the operation of the boost
converter circuit, which can be divided into 2 modes. Mode 1
begins when switch S is turned ON at ¢t = 0. The input
current increases, the inductor is formed by a magnetic
dip e
e’ dt
the current increases with a constant slope. This state is
Vpc = V;. Mode 2 begins when switch S is turned OFF at
t = 1. The current flows through L, the diode D and C.
The inductor current decreases until switch S is turned on

again during the next cycle.

field with a voltage of V; = +% =0 and

o+
Foe — TO
Fig. 5. Boost converter circuit
When switch S is in the OFF mode, V=V, + V¢, the

voltage across the circuit is the sum of the voltages across the

inductor and capacitor. This implies that del =Vpc— Ve,
t
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diy _Vpc-Vc
dr L

decreases, eventually reaching the same level as that
when the switch is ON. During the gate switch switching
on current, the output current wave pattern increases by
Loax — Imin = Vpc - k / L, where k is the duty cycle.
Similarly, when the switch is turned OFF, the current

where . In this situation, the current

Vhe =V,
decreases t0 Lnin — Imax = %(l —k), where

V
VO:chﬁ. (13)

To increase the input voltage, multiple stages of the
boost converter can be arranged, resulting in a conversion
ratio that is always higher than that of a single boost
converter. This type of converter can be used in various
applications, such as Microgrid systems, electric trains,
UPS, inverters and wireless energy transfer [24].

PI controller. When an active filter injects a current
into the power system, it must always be greater than the
current flowing from the source to the load. To achieve
this, the voltage of the VSI must be greater than the wire-
to-wire voltage of the single-phase source and must be
kept constant. PI controller was used to regulate the DC
voltage by adjusting the K, and K; values [29]. PI

controller block is shown in Fig. 6.
Vocret 4

Low-Pass Filter p| P! limiter and » Voc
control

A

Fig. 6. PI controller block

Voltage source inverter (VSI) is a powerful power
conditioner used in active filters. One of the reasons to
consider using a VSI over the current source inverter is that
it is easier to control the current compared to current source
inverter. A VSI uses capacitors for DC energy storage. The
single-phase VSI circuit comprises 2 electronic switches
that can be in the form of a MOSFET or power transistor
placed in parallel with a capacitor bank. MOSFETs are
generally preferred for fast switching and low-frequency
applications [30]. Table 2 provides information on the
relationship between the switch conditions and VSI output
voltage. Figure 7 shows the single-phase inverter.

4 S+On

Vi/2 5 vz | O
+
e o S+ 4RpIoDE

-
+ ——
V) vi 0
C? Vi N Vo 0
o
\ _
w - fo S— Zprope
Vi/2 Vi/2 o1+ Off
S-On

Fig. 7. Single-phase inverter
Table 2
Operation of switches on the inverter
No. Condition Vo Active components
S+ ON and S— OFF vi/2 S+ if ip>0; D+ if i;<0
S+ OFF and S— ON /2 D- if ip>0; S—if ip<0
S+ and S—- OFF  |-v/2 and v;/2|D— if ix>0; D+ if i;<0

WIN|—

The S+ and S— switches must not operate at the
same time, as this can cause a short circuit. The ON and
OFF states of the S+ and S— switches are controlled using

a modulation technique, specifically pulse width
modulation (PWM). The PWM principle in this circuit
compares the modulation signal V¢ (in this case the
expected output alternating voltage) with a carrier signal
with a saw waveform (V). Practically, if V- > V, then the
S+ switch will be ON and the S— switch will be OFF, and
if Vo < Va, then the S+ switch will be OFF and the S—
switch will be ON.

RC load observation. Observations and tests were
conducted on nonlinear, RC and RL loads to observe the
sinusoidal current waveform patterns before and after
filtering. Display of load current, compensation current
and source current with non-linear and RC loads is shown
in Fig. 8, which shows the distorted capacitive load current
waveform. The waveform was no longer a pure sinusoidal
pattern and appeared uneven. The middle image represents
the compensation current waveform injected into the power
line. Finally, the last image displays the current waveform
that has been compensated for by the injected current, and its
shape now returns to a sinusoidal pattern.

IL = Load Current

Ic = Compensation

1s =Source Current

Fig. 8. Display of load current, compensation current and source
current with non-linear and RC loads

THD measurement for RC loads using fast Fourier
transform (FFT) is shown in Fig. 9.
‘ FIJI"‘J “ | (50‘Hz) = 1‘4.668 ,‘THD= ‘18.77"/‘::

0.8

0.7

Harmonic order
I R U | IS I
0 2 4 6 8 10 12 14 16 18 20

Fund. tal (50Hz) = 5.142, THD= 1.45%

0.06 -

0.05 -

0.04 -

Mag
=
N

0.02 -

0.01 |
0 |

2 4 6 8 10 12 14 16 18 20

0
Fig 9. THD measurement for RC loads using FFT

Harmonic order
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Figure 9,a shows odd-order harmonic interference at
250, 350, 550, 850 and 950 Hz. Index THD before
compensation indicating a value of 18,77 %. The 5th order
harmonic was the largest at 250 Hz. Figure 9,6 shows that
the compensation current reduces the THD to 1.45 %.

RL load observation. Display of load current,
compensation current and source current with non-linear
and RL loads is shown in Fig. 10, which shows 3 different
current waveforms. The first image depicts a distorted
waveform that appears almost square, caused by nonlinear
and RL loads. The middle image shows the compensation
current waveform, whereas the bottom image shows the
source-current waveform after the compensation current
is applied.

IL = Load Current

Ic = Compensation
Current

Is = Source Current

Fig. 10. Display of load current, compensation current
and source current with non-linear and RL loads

Figure 11 shows the THD measurement at RL load
using FFT. Figure 11,a shows a graph of the THD index
before compensation, indicating a value of 36.93 %.
Meanwhile, Figure 11,6 displays a THD index of 0.48 %
after filtering.

Funfiamen'tal (SOHZ) = ?.597 ,'THD= '36.93°/'o

T T

08 1

0.7

0.1+ 1
| | Harmonic order
0 2 4 6 8 10 12 14 16 18 20
><1(|J'3 __Fundamental (50Hz) = 2.715, THD= 0.48%

0

Harmonic order|

0 2 4 6
Fig. 11. THD measurement at RL load using FFT

8 10 12 14 16 18 20

Conclusions. The PV systems can be used as a power
generator to provide a voltage of 800 V on a single-phase
parallel active power filter using a voltage source inverter.

This voltage value is achieved by increasing the DC voltage
from the boost converter circuit. The PV power can also be
used as a reactive power compensator to prevent the presence
of harmonics in single-phase power systems. The DC link
capacitor functions as a compensation current pattern
generator. The instantaneous power theory, which is
commonly used in 3-phase power systems, can also be
applied to single-phase systems by adding two virtual voltage
sources that resemble a 3-phase voltage source. The
compensation current has a waveform that is similar to the
reference current, and it is obtained through mathematical
calculations of the Clark transformation. Test results have
shown that this parallel active filter can reduce the THD from
18.77 % to 1.45 % on capacitive loads, and it can reduce the
THD value from 37.97 % to 0.48 % on inductive loads.
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B.I. Kuznetsov, T.B. Nikitina, I.V. Bovdui, K.V. Chunikhin, V.V. Kolomiets, I.V. Nefodova

Simplified method for analytically determining the external magnetostatic field of uncertain
extended technical objects based on near-field measurements

Introduction. An important scientific and technical problem of magnetism of uncertain extended energy-saturated objects - such as naval
vessels and submarines is implementation of strict requirements for magnetic silence based on mathematical modeling of magnetic field,
adequate to its real measurements. The purpose of the work is to develop a simplified analytical method for determining the external
magnetostatic field of extended technical objects with uncertain magnetic field sources based on near-field measurement data using spherical
and spheroidal sources in a Cartesian coordinate system. Methodology. Forward problems of magnetostatics solved based on developed
method of analytical calculation of magnetostatic field induction of spherical and spheroidal sources in Cartesian coordinate system based on
near-field measurements. Geometric inverse problems of magnetostatics for solving prediction and control problems of magnetic silence of
technical object calculated based on vector games solution. Both vector games payoff calculated as forward problems solutions Wolfram
Mathematica software package used. Results. The results of prediction of magnetic field magnitude in far zone of extended technical objects
based on designed multispheroidal magnetic field model in form of spatial elongated spheroidal harmonics in prolate spheroidal coordinate
system and in form of multispherical magnetic field model in form of spatial spherical harmonics in spherical coordinate system using
measurements near field and taking into account magnetic characteristics uncertainty of extracted technical objects. Originality. For the first
time, a method of simplifying the mathematical modeling of the magnetic field of an uncertain long energy- saturated object developed based
on development and application of method of analytical calculation of induction of magnetostatic fields of spherical and spheroidal sources in
the Cartesian coordinate system. Unlike known methods developed method allows modeling magnetic field directly in Cartesian coordinate
system based on near-field measurements without finding magnetic induction projection in prolate spheroidal coordinate system and in
spherical coordinate system without their translation from prolate spheroidal coordinate system and in spherical coordinate system in
Cartesian coordinate system and vice versa. Practical value. The possibility of a more than 10 times calculation time reduction of magnetic
field induction of magnetic field elongated spheroidal sources and the possibility of a more than 4 times calculation time reduction of magnetic
field induction of magnetic field spherical sources when magnetic field calculating of uncertain extended energy-saturated object based on
development and application of analytical calculation method of magnetostatic field induction of spherical and spheroidal sources in the
Cartesian coordinate system based on near-field measurements shown. References 50, tables 2, figures 4.

Key words: energy-saturated extended technical objects, magnetic field, multispheroidal model, magnetic silencing, extended
spheroidal coordinate system, spatial extended spheroidal harmonics.

IIpobnema. Badcnugoio HAYKOBO-MEXHIUHOIO NPOOIEMOI0 MASHEMUIMY HEGUSHAYEHUX NPOMAICHUX eHEP2OHACUYEHUX 00 €KMi6 makux K
BIUICHKOBO-MOPCHKI CYOHA M NIOBOOHE YOBHU € Peani3ayisi HCOPCMKUX GUMOS «KMASHIMHOL MULi» HA OCHOBL MAMEMAMUYHO20 MOOETIO8AHHSL
MAZHIMHO20 NOJA, A0EKEAMHO20 U020 peanbHuM SuUMIpIosanHaM. Memolo pobomu € po3podka cnpowenozo anamimuyno2o memooy
GU3HAYEHHSL 306HIUIHBO20 MAHIMOCMAMUYHO20 NOJISL NPOMAICHUX TEXHIYHUX 00 €KMI6 3 HEGU3HAYEHUMY 0dIcepenami MAsHimHO20 NOA HA
OCHOBI OGHUX BUMIDIE 6 OIUIICHITI 30HI 3 BUKOPUCTIAHHAM CEpUUHUX Ma cepoidanbHux Oxcepen 6 0eKapmosiil Cucmemi KOOpOUHAM.
Memoodonozia. Ilpamuii memoo npobremu MacHIMOCMAMUKU BUPILULYEMbCA HA OCHOBI PO3POOIEHO20 MEMOOY AHANIMUYHO20 PO3PAXYHKY
IHOYKYIT MASHIMOCMAMUYHO20 NOJISL CEPUYHUX Ma chepoioanbHux Odicepell 8 OeKapmogitl Cucmemi KOOPOUHAM HA OCHOBL GUMIDIOBAHD
O1uUdxCHBL020 nona. I eomempuuni 0bepHeHi 3a0ayi MAzHIMOCMAMUKY 015 UPILUEHHS NPoOIeM nepe0daYeHHs i KOHMPOIIO MASHIMHOL muuui
MexHiuHo20 00'cKma 0O4UCTIOIOMbCS HA OCHOGI PO36A3aHHs 6eKMOPHUX i2op. Buepauii 060X eekmopHux i2op 064UCIIoOmscs K piueHHs
npamoi npobremu 3 GuKopucmaumam npocpamuozo naxemy Wolfram Mathematica. Pesynomamu. Pesynomamom npocHO3Y8aHHA €
8eNUUUHU BIOOANIEHO20 MASHIMHO20 NOJA NPOMANCHUX MEXHIYHUX 00 EKMi8 HA OCHOBI CNPOEKMOBAHOI Mynbmucghepoioanshoi mooeni
MACHIMHO20 NOSL 8 8ULTIA0L NPOCIOPOBUX GUMSICHYMUX CHepOIOATbHUX 2aAPMOHIK 6 GUMSASHYMIU c(hepoioHill cucmemi KoopouHam, ma 6
8uU2A01 MyTLmMUCHEPUUHOT MOOei MASHIMHO20 NONA 8 U2TA0I NPOCHOPOBUX CHEPULHUX 2APMOHIK ) ChepuuHiil cucmemi KOOpOUHam 3
BUKOPUCIIAHHAM BUMIPIOBAHb ONUIICHLO20 NOJAL 3 GDAXYBAHHAM HEGU3HAYEHOCMI MASHIMHUX XAPAKMEPUCIUK GUMASHYIMUX MEXHIUHUX
06 ’ckmis. Opucinanvhicme. Bnepuie po3pobneno memoo cnpowjeHHs MamemMamuyno20 MoOemo8aHHs MASHIMHO20 NOJSL HeGU3HAYEHO2O0
NPOMAICHO20 eHepeOHACUYeH020 00°€Kma Ha OCHOGI pO3pOOKU ma 3acmoCy6anHs Memooy aHANiMUYHO20 PO3PAXYHKY IHOVKYID
MACHIMOCMAMUYHO20 NOMIL ChEepUdHUX ma chepoioanbrux Oxcepen 6 dekapmogil cucmemi koopounam. Ha iominy 610 eioomux memoois,
PO3pobReHUtl MemoO 00360A€ MOOETIO8AMU MAZHIMHe NoJe 6e3n0CcepeOHbo 8 0eKapmosiil cucmemi KOOPOUHAm HA OCHOBI BUMIPIOSAHb
OMUINCHBO2O NOJSL 6€3 3HAXOONCEHHST NPOEKYil MACHIMHOL IHOYKYIT 6 eumseHYmill chepoioanbHill cucmemi KOOpOUHam ma 6 cheputinii
cucmemi Koopounam 6e3 ix nepeeody i3 eumscHymili cepoioanbHill cucmemi KOOpOUHam, ma i3 cepuyHoi cucmemu KOOpOuHam, 6
Odexapmogy cucmemy koopounam, uu naenaxu. Ipakmuuna yinnicme. [loxaszana moosicaugicmes ckopouenus, oinvuie Hige y 10 pasie, uacy
PO3DAXYHKY THOYKYIT MACHIMHO20 NOJSL GUMSCHYMUX CHEPOIOATbHUX OXHCepe MAZHIMHO20 NOJISL, MA MONCIUGICINb 3MEHUEHHS, OLIbULe HINC
6 4 pasu, wacy po3paxyHKy THOYKYii MAcHImMHO20 NOA CepuyHux ogcepen MASHIMHO20 NOJA NpU OOYUCTEHHI MACHIMHO20 NOJA
HEGU3HAYEHO20 NPOMAIUCHO20 EHEePeOHACUYEHO20 00'cKma HA OCHOBI pO3POOKU MA 3aCMOCY8aNHA MeMOOy AHANIMUYHO20 DO3PAXYHKY
THOYKYIT MaeHIMOCmamuyto2o nois cepudnux i cgepoioanvhux 0dicepenl 8 OeKapmositl cucmemi KOOPOUHAM HA OCHOBI BUMIDIOBAHb
oaudcHbo20 noas. biom. 50, Tadm. 2, puc. 4.

Knrouosi cnosa: enepronacuveHi npoTsizkHi TeXHiYHi 00'€KTH, MarHiTHe moJie, MyJbTHC(EpoiTaIbHA MO/Ie/Ib, MATHITHA THIIA,
BUTSATHYTA cepoilHa cHCTeMa KOOPAUHAT, POCTOPOBi NPOTSKHI cepoiaHi rapmMoHiku.

Introduction. An important scientific and technical
problem of modern magnetism of technical objects is
implementation of strict requirements for external magnetic
field level. This problem is especially acute for magnetism
of spacecraft, naval vessel and submarines [1-4]. The
success of solving the problem of magnetism of these
technical objects is largely determined by the adequacy of
mathematical models of the external magnetic field (MF)
to the real values of the magnetic characteristics of these
objects [5—7]. To measure the real characteristics of the
MF of spacecraft, military ships and submarines, special

magnetodynamic measuring stands have been developed,
one of which is located at the Anatolii Pidhornyi Institute
of Power Machines and Systems of the National Academy
of Sciences of Ukraine [8]. Based on the experimentally
measured values of the MF components on the bench, a
mathematical model of the MF of technical object
designed [9—-11]. Then, based on the mathematical model
of the technical object designed on the basis of
measurements of the near MF, the values of the MF
parameters in the far zone are calculated. This is the task
of MF prediction [6]. Then, based on the calculated
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values of the MF parameters in the far zone, the problem
of calculating the parameters and coordinates of the
location in the space of the technical object of the
compensating sources of the MF is solved to meet the
requirements for the parameters of the MF of the
technical object [6, 7].

The most widely used sources of MF are point
sources, the MF of which is described in a spherical
coordinate system (SCS). The mathematical model of
technical objects is often adopted in the form of a multiple
dipole model (MDM). The parameters of the dipoles and the
coordinates of their location in the space of the technical
object are determined in the course of solving the geometric
inverse problem of magnetostatics from the condition of
minimizing the error between the measured and predicted
by the model values of the parameters of the external MF at
the specified points of measurement of space [6].

Despite the fact that the shape of military ships and
submarines has a «cigar-shaped» appearance of elongated
technical objects, mathematical models of the MF of such
objects are also often adopted in MDM form. In the works
of [12-16], the expediency of using mathematical models
in the form of elongated ellipsoidal sources (EES) of MF,
describing the parameters of the MF in prolate spheroidal
coordinate systems (PSCS), is shown for such elongated
technical objects.

On magnetodynamic stands, measurements of
magnetic characteristics of technical objects are usually
measured in Cartesian coordinate systems (CCS) related
to the center of technical objects. In MDM of the MF of
technical objects, the positions of dipole sources of the
MF are also specified in CCS related to the center of
technical objects. In addition, on magnetodynamic stands,
magnetic characteristics of component units of electrical
equipment of technical objects are often measured, which
are also, as a rule, measured in CCS related to the center
of these component units of electrical equipment of
technical objects [17-19].

However, mathematical models of concentrated MF
sources are calculated in SCS associated with the centers of
these sources. Mathematical models of elongated MF sources
are calculated in the form of prolate spheroidal MF sources in
PSCS associated with the centers of these sources [20, 21].

In classical works on electrodynamics [22—31], solutions
of the Laplace equation for the scalar potential of a MF in a
SCS and in a PSCS are known. Accordingly, these solutions
are written in terms of SCS and PSCS [20, 21]. But for
practice, it is often necessary to work in terms of a CCS [32—
34]. In addition, it is not the scalar potential that is practically
important, but the projections of the magnetic induction.

In modern works, for example, related to the
magnetic cleanliness of spacecraft [22—31] and magnetic
silence of naval vessel and submarines [17—-19], analytical
formulas of magnetic induction projections in terms of
SCS and PSCS are derived on the basis of solutions to the
Laplace equation for the scalar potential of the MF
outside the source. Furthermore, in the case of SCS,
generalized formulas for the magnetic induction
projections for the nth spherical harmonic are derived
[35], whereas in the case of PSCS, this is not the case.
Instead, only general formulas for the magnetic induction
projections are presented, which require taking the
derivatives of the scalar potential with respect to the
PSCS coordinates [20, 21]. In some instances, for several
first spherical harmonics (up to 4), for some reason, the

associated Legendre polynomials are written out, thereby
obtaining rather cumbersome formulas [21]. An
additional inconvenience is the constant necessity to
transform both the coordinates from CCS to SCS and the
projections of magnetic induction from SCS to CCS (the
situation is similar with PSCS). This presents a significant
challenge when attempting to calculate the MF from
multiple sources, particularly when these sources are both
spherical and spheroidal.

The peculiarity of the considered energy-saturated
elongated objects is the inaccurate knowledge of magnetic
characteristics and their change in different operating
modes. Such objects are called uncertain objects [5-7].

The purpose of the work is to develop a simplified
analytical method for determining the external
magnetostatic field of extended technical objects with
uncertain magnetic field sources based on near-field
measurement data using spherical and spheroidal sources
in a Cartesian coordinate system.

Definition of forward magnetostatics problem for
spheroidal sources. Consider analytical formulas for
projections of magnetic induction in CCS for spheroidal
harmonics of MF in PSCS. Consider multyspheroidal
model of original MF of energy-saturated extended
technical object in PSCS. Let us assume that initial MF of
extended energy-saturated object generated using
spheroidal MF sources located at technical object space
points with coordinates (x; y; z;) in CCS associated with
the center of technical object (Fig. 1).

r X

0\2

X )i Zi

Y X Vi
Fig. 1. Energy-saturated extended technical object

The relationship between the right triple of unit
vectors {x, y, z} of the CCS and the triple {¢, #, ¢} of the
PSCS has the form [12—14, 36]:

x:c\/ifz —lil—n2 iCOS(p;
e [1, oo];
y=ell 11 Jsingi= e [-1,1} 1)

pe [0, 27[],
z=cen;

where c is half the focal length of the spheroid whose foci
lie on the z-axis at the points +c. From a geometric point
of view, the triple {& 75, ¢} is a family of prolate
spheroids (&=const), two-sheeted hyperboloids (7=const)
and half-planes (p=const) passing through the z-axis.

The surfaces of prolate spheroids ¢=const satisfy the
equation [12—-14, 36]

1
225_2+(x2+y2X§2—1) =cz, 2)
for two-sheeted hyperboloids #=const satisfy the equation
[12-14, 36]

27 —(x2+y2X1—772T1 =c?. 3)

66

Enexmpomexuika i Enekmpomexanika, 2025, Ne 3



The solution of the Laplace equation in the PSCS with
respect to the scalar potential of the MF for the external
region §>e§0 outside the sources has the form [12—14]

U= ZZQ,, ENeyt cosme + sy s1nm¢))P ), @)

nlmO

where B, Q,' are the associated Legendre functions of
the first and second kind, respectively, with degree n and

order m; ¢}, s, are constant coefficients characterizing
the MF in the PSCS.

The scalar potential U(E, #, @), presented in the
PSCS (4), can also be considered in the CCS U(x, y, z),
expressing {¢, i, ¢} through {x, y, z} in (1). To do this, it
is necessary to solve (2) and (3), respectively, with
respect to ¢ and #. And to find ¢, we divide the second
equation by the first in (1). We obtain the following
expressions:

gzi[ 4y a(z4ef +yyxt 4y 4 (2 0)2}
[\/x +y? +( Z+C)2 —\/x2+y2+(z—c)2}; ©)

Q= arctanz.
X

We can find the projections of magnetic induction
using the known relationship B = —gradU. Moreover, it
should be borne in mind that when taking partial
derivatives with respect to x, y, z, the function U(x, y, z)
should be perceived as a complex U[(x, v, z2), n(x, v, ),
@(x, y)] and act in accordance with the differentiation of a
complex function.

Let us write the partial derivatives with respect to
x, , z of the coordinates &, 7, ¢

f' :i X . X A
i 20_\/x2+y2+(z+c)2 \/x2+y2+(z—c)2_

' 1 X X
Te=5" - ;
y ZC_\/x2+yz+(z+c)2 \/x2+y2+(z—c)2

1 Yy Yy
My =" - ;(7)
g 20_\/x2+y2+(z+c)2 \/x2+y2+(z—c)2_
77' :i z+c 3 z—cC A
’ 26_\/x2+y2+(z+c)2 2432 +(z- )2_
' Yy
Px=""3 2
+
Y ®)
' _ X
¢y_x2+y2'

Using recurrence relations for associated Legendre
functions [36]:

R R A e

/1
(x2 - l)dQ?’T(x) = —(n + l)xQ,'," (x) + (n —m+ I)Q,Z"H(x), (10)
let’s take the derivative with respect to t from the product
of complex functions P [x(¢)] and Q" [y(¢)]:

Ll elorbol)-
L b e )+ (- m 0 o ()4 A1

x2 -1
+ ﬁy} [— (n+1)yQr (y)+ (n—m+1)00, (y)]an (x).

Note that in (11) x(#), y(f) are simply abstract
functions that have no relation to the coordinates (1).
Now, using (5) — (8), (11) and the relation B = —gygradU,
we write the x-projection of B:

1 y Yy
Sy =5 + ; (6)
T2 _\/x2 +37? +(z+c)2 \/x2 +97? +(z—c)2 |
é" _ 1 z+c z—c
’ 26_\/x2+y2+(z+c)2 4y +(z 0)2
0
By(x,y.2)=—pg —U[e(x.y, 2 )l v, 2) ol v)] =
mo, (s,',” cosmp—cy' sin mgpb,’,” (&)rr(n)+ (c;l" cosm@+ sy sin m;o)x
(12)
1 '
NI %) {—n o)+ o me ez o)
7 n=1m=0 n- -1
v abensor@s oeme et )
After simplification and grouping relative to  we obtain the final formula for B,:
functions Q}"(£) and P (;7) to reduce calculation time,
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me, (s,’," cosme—cy sin m(p)— (n+ I{ZX—U+%J(@T cosm@+ s, sin mqp)] x
n--1 &7 -1
Ho SR m m m é: m 13
Bx(X,y,Z):—TZ Z x By (77)Qn (§)+(n—m+1 n+l(77)Q ( ) = P (77)Qn+1 (13)
7 n=1m=0 77 -
x(cfl" cosm@+s, sin m(p)
Similarly, we obtain formulas for B,, B. (note that is zero, since ¢.' = 0):
in the case of B, the first term in the curly brackets
m(p;, (s,’," cosmep—cy' sinmgo)— (n+1 772))—77+ iy§ (c,’f cosme@+ s, sin m(p) x
n- -1 g7 -1
0 n ' '
7 n
By (32)= =22 30 D xR )0 (€)+ (= m 1) =B ()07 () + 3 B ()07 (€)% (14
7 n=lm=0 n° -1
x (cf,” cosme+s, sinm(p)
gzg m m m m
—(n+1 c, cosme+s, sinme||P, (n)Q,, &)+
2—1 21
n 4
0 n !
)45 St | e r @S ot ) as)
n=lm=0 n’*
x (c,'," cosme + sy sinm(p)
Note, that all the formulas (1) — (15) given above are
for the case when the technical object is extended along the Z e Z(gn cosme + h sin m(ﬂ) ..
z axis However, a more familiar coordinate system is also =17 a7
often considered, when the technical object is extended ox P (cos 9)
n g

along the x axis. If the technical object is extended along
the x-axis, then the CCS must be rotated relative to the
PSCS so that the x-axis takes the place of the z-axis, y takes
the place of x, and z takes the place of y. In this case, the
following replacement must be made in formulas (5) — (8):
X > ¥,y > z; z > x. And in the right-hand parts of
formulas (13) - (15): B, = B,; B, = B.; B. > B..
Definition of forward magnetostatics problem for
spherical sources. Let us consider analytical formulas for
projections of magnetic induction in CCS using spherical
harmonics. The relationship between the right triple of
unit vectors {x, y, z} in CCS and triple {r, 8, ¢} in SCS
has form [14, 36]:
x =rsinfcose;
re [O, oo];
y=rsinfsing;= 6 € [0, 7[];
pe [0, 27z];

(16)

z=rcosd.

The solution of the Laplace equation in the SCS with
respect to the scalar potential of the MF for the region
outside the sphere 7>R,, where the sources of this field are
contained, has the form [14]

where g;', h,', are constant coefficients characterizing
the MF in the SCS.

Using (16), we write the relationship between {x, y, z}
and {r, cosd, ¢} this way:

x>+ y2 +22 ;
Y/ S— (18)
ﬂxz + y2 +22
Q= arctanl.
X

Let us write the partial derivatives with respect to x,
¥, z of the coordinate » and the function cosf (¢," and ¢,
are already obtained by (8)):

r = al ;
x>
x2+y2+22
' y )
ry = ———] (19)
2 2 2
X +y+z
~ z
P, = —————
x2+y2+22
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Xz
)
(cos&)'y I | S— ;
\/(xz +y2 +Zz)3
2 2
(cos&)' x5y

A
\[(x2+y2+22)3

Using the recurrence relation (9), we take the
derivative with respect to ¢ of the product of complex

(cos 49)x =—

>

(20)

functions and P"[x(r)]:

%{rn%@e{” [x(t)]} = —r,':n—ipnm (x)+

1 1x;[_(,m)xp,;n(x) +n—m+ DB (x )]L1

ey

+

Proceeding in a similar manner as for spheroidal
coordinates, using (8), (18) — (21) and the relation
B =—ygradU, we write the x-projection of B:

By (5.3.2) ==ty 5 Wl 2)eos 0.2l )=

o1 . .
me, W(h,’," cosmep—gn smmgo)an (cos &)+ (g,’f cosme+h) smmgp)x
r
o . il | | (22)
= zz —ry——=b (cos&) ﬁ(cosé?)xx
n 1m=0| x r Ccos -
x [— (n+1)cos@- P (cos @)+ (n—m +1)P", (cos 0) ]—
After simplifying and grouping relative functions formula for B,:
P} cos® to reduce calculation time, we obtain the final
Hy 51
Bx(x,y,z)——E PR
n=1
' v (cos@) rcosd
mwxr(h,T cosme— g, sin mgo)— (n+1) r,+ L (g:,” cosm@+hy)' sin mq)) X (23)
z cos?6-1
x 2.
m=0 cos8) r
x P (cos @)+ (n—m+ 1)(2—)x (gf,” cosmep+ " sinme P (cos 6)
cos” -1
Similarly, we obtain formulas for B,, B. (note that is zero, since (¢.’ = 0):
in the case of B, the first term in the curly brackets
Ho < 1
By(w.y.z) == D
n=1"
. . (cos8), rcosd
i m(pyr(hz" cosmp—gn sinmgo)— (n+ l{ry + %J(g,’,” cosme + h)' sin m¢)) x (24)
! -1
y Z cos
m=0 cos), r
x P™(cos @)+ (n—m+ 1)(2—)y(g,’ln cosme + h" sinme P (cos @)
cos” 6 -1
\ 6 0
. . {— (n+ l{rz (C()S)—;mls](g,’," cosme + hy,' sinmgp)} x PM(cos @)+
L cos” 0 —
B, x ¥, z —— (25)
4 g ”’ZO (cos 6)
+(n—m+ 1)2—(gn cosme + h!" sinme|P" ; (cos @)
cos“ 0 -1
It is quite simple to calculate the MF created by presult (x y.,z ):
several, for example N;, spheroidal sources with * prprmp
coordinates x;, y;, z; relative to the center of the technical N ( )
object {xo, vo, zo}={0, 0, 0} and several, for example N, =D Bulx, —x.yp = vz, -z
spherical sources that compensate for the MF in a given =1
area, with coordinates x;, y;, z; relative to the center of the N,
technical object. For this, we use the superposition + Zij (xp X Vp = VjsZp _Zj)>
principle and obtain, for example, for the projection: J=1
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where B,; is calculated by (13) with its parameters c;, ¢,y ,

m

sp; and B,; calculated by (23) with its parameters g,’;- s

h,zl . The same is true for other projections.

Thus, using formulas (13) — (15), (23) — (25), taking
into account auxiliary formulas (5) — (8), (18) — (20),
based on superposition principle, it is possible to calculate
the MF at an arbitrary point in the region outside the
spherical and spheroidal sources.

The advantage of these formulas over the known
ones [12—14] are:

1) the projections of the magnetic induction in the
CCS are explicitly written due to taking direct derivatives
with respect to the CCS coordinates;

2) their generalization to the case of the n-harmonic;

3) there is no need to transform from one coordinate
system to another, which is especially important in the
case of calculating the MF from several spherical and
spheroidal sources;

4) the relative compactness of the formulas.

Definition of prediction geometric inverse
magnetostatics problems. Prediction problem implies
design of mathematical model of MF of technical object
based on experimentally measured values of MF
components, as a rule, in near zone of technical object.
The vast majority of mathematical models of MF of
various technical objects — spacecraft, naval vessels and
submarines — are MDMs.

The main advantage of MDMs is the ease of
calculating components of MF generated by each magnetic
dipole as a source of MF in rectangular coordinate system
connected to center of technical facility. The main
disadvantage of MDMs is large number of dipoles required
to adequately simulate MF of technical object to actually
measured values of MF on magnetodynamic stand. This is
especially typical for modeling MF of elongated energy-
saturated technical objects.

A significant simplification of modeling MF of
elongated energy-saturated technical objects achieved by
using elongated spheroidal MF sources in prolate
spheroidal coordinate system. Moreover, to obtain
required adequacy of mathematical model to actually
measured characteristics of MF number of elongated
spheroidal MF sources may be required tens or even
hundreds of times less compared to number of dipole MF
sources [37-42].

The obtained formulas (13) — (15) and (23) — (25)
allow us to solve forward problem of magnetostatics.
Using these formulas calculated components of MF
induction in CCS at any point in space generated by
spheroidal and spherical sources of MF. Naturally, in this
case, coordinates of spatial location of these MF sources
and their harmonics are specified.

The convenience of using these formulas lies in fact
that components of projections of resulting MF in CCS
are equal to sums of corresponding projections of MF
induction of same in CCS, generated by all MF spheroidal
and spherical sources.

Consider formulation of geometric inverse problem
of design mathematical model of MF based on results of
experimental measurements of MF. Introduce vector G of

uncertainties in magnetic characteristics of technical
object, due to inaccurate knowledge of initial values of
magnetic characteristics of blocks of technical object, as
well as changes in these magnetic characteristics in
different operating modes [43—48].

Typically, MF measurements are carried out in CCS
associated with the center of technical object. Let us
introduce vector ¥,(G) of measured MF components.

Consider design of mathematical model of elongated
energy-saturated object in form of set of spheroidal MF
sources. Let us introduce vector Xp of desired parameters
components of which are coordinates of spatial location
and spatial harmonics of MF of these spheroidal MF
sources. Then, vector ¥«(Xp, G) calculated values of MF
calculated based on (13) — (15).

Then solution of predictions geometric inverse
problem of magnetostatics reduced to solution of vector
game [49]

E(Xp, G) = Yi(G) - Yd(Xp, G).  (26)

To calculate payoff vector game (26) it is necessary
to repeatedly solved forward problem of magnetostatics
(13) — (15) for elongated spheroidal MF sources.

Definition of control geometric inverse
magnetostatics problems. The problem of controlling
the magnetic silence of technical object is design of
spatial arrangement and spatial harmonic sources of
compensating MF. With the help of these compensating
MEF sources resulting MF of elongated energy-saturated
technical object generated in such a way that stringent
requirements for magnetic silence of energy-saturated
technical object satisfied.

Note that the requirements for magnetic silence of
technical object are usually imposed in the far zone. In
particular, for military ships and submarines,
requirements are imposed on magnitude and rate of
change of MF components at control depth when an
object moves at given speed.

The designed predictive mathematical model of MF
of elongated energy-saturated object calculated based on
experimental measurements of MF in near zone. Based on
this prediction model of MF in near zone values of
characteristics of MF of technical object calculated in far
zone, which limited to meet requirements of magnetic
silence of technical object.

Introduced uncertainty vector G of magnetic
characteristics of energy-saturated technical object [43-48].
Then, based on the designed predictive model vector B(G) of
initial values of magnetic characteristics of technical object,
which determines its magnetic silence calculated.

To compensate for the original MF of technical
object introduced dipole sources of compensating MF.
Introduced vector X¢ of required parameters for solving
control geometric inverse problem of magnetostatics
components of which are coordinates of spatial location
and spatial harmonics of compensating dipoles.

Then vector B«(Xc, G) of calculated characteristics of
magnetic silence of technical object calculated based on
solution of forward problem of magnetostatics (23) — (25)
for spherical MF sources.

Then solution of control geometric inverse problem
of magnetostatics reduced to solution of vector game

Br(Xc, Geo) = B(Gc) + BA(Xo). 27
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To calculate payoff vector game (27) it is necessary
to repeatedly solved forward problem of magnetostatics
(23) — (25) for spherical MF sources.

Inverse  magnetostatics problems solution
method. Solutions of both vector games (26) and (27)
calculated by particle multi-swarm nonlinear optimization
algorithms. Number of swarms calculated by number of
components in vectors games (26), (27), so that with help
of each swarm solution of scalar game calculated.

Each swarm j contained two types of particles i.
Position x;(#) and movement velocity v,(¢) for first type
particles calculated from conditions of minimizing payoff
game along vectors Xp and X of desired parameters and
described by following expressions:

Vij (t+l)= le";‘j(t)"' cin; (t)x...
...><H(plij(t)—gli-(t){jv,-j(t)—... (28)
ey O )y 0))

Moreover, the best local y;(f) and global yj-(t)

position of particle determined from condition of
minimizing game vector along vectors Xp and X of
desired parameters for games (26) and (27) respectively.

Position g;(#) and movement velocity u;(f), z;(¢) for
second type particles calculated from conditions of
minimizing payoff game along vectors G and G¢ of
magnetic characteristics uncertainty and described by
following expressions:

uij(t + 1)= szuij(f)+ C3jl"3j(t)H><...

o (pag ()= 35Oz 5,-].(t3]+... (30)
...+c4_]-r4j(t)H p4l-j(t)—54l-j(t) X...
05,0
gyt +1)=38;(t)+uy (e +1) (31)

Moreover, the best local z;(f) and global zj- ®)

position of particle calculated from condition of
minimizing game vector along vectors G and G¢ of
magnetic characteristics uncertainty for games (26) and
(27) respectively.

To narrow Pareto set of optimal solutions in
(28) — (31) binary preference relations of local games
used [49].

Simulation results. Let us consider the results of
MF modeling of elongated energy-saturated technical
object 200 m long and 40 m wide, for which the magnetic
silence requirements are set at a control depth of 19 m and
60 m. The initial MF was modeled using 16 dipole
sources of the technical object’s MF, the measurement of
which was performed at 909 points.

For this example, we will consider checking the
correctness and efficiency of applying formulas (13) — (15)
and (23) — (25). We will check the correctness and
efficiency of the formulas on the values of spherical and
spheroidal harmonics obtained as a result of optimization.
The following harmonic values were obtained:

— for spheroidal ¢ = 45.2171, o = -2.97466,

ol = -0.78397, s' = -1.2093, ¢’ = -7.61832,
c? = 1.02365, ¢ = —0.0247825, s, = 0.321276,
55 = 0.0174991, ¢ = 230698, ¢;' = —0.555808,

¥ = 0.0022228, ¢;° = 0.000110621, s;' = 0.856448,
532 =-0.0155725, s5° = 0.0000373957;

— for spherical g, = —1811.98, gll = 1145.52,

h' = 460332, g = -2567.85, g = -13073.2,
g’ = 335289, h' = —16555.6, hy' = 6747.55,
g’ = —543528, gi' = 384724, g = 228572,
= 044196, hy' = 18004.4, hy’ = -31867.1,

83
hy’ = 8041.49.

These values were obtained on the basis of solving the
prediction of the geometric inverse problem of
magnetostatics (26) by minimizing the sum of the squares of
the differences in the projections of the real MF and the MF
models: for spheroidal (13) — (15) and spherical (23) — (25)
MF sources up to and including the third harmonics.

The results of calculating the signatures of initial
MF (solid lines) with models based on spheroidal (dotted
lines) and spherical (dash-dotted lines) harmonics for
projections B, — red, B, — green, B. — blue are shown in
Fig. 2 — 4, respectively, for 3 cases: Y =-20m, Y=0m
and Y = 20 m. Since the technical object is extended, the
MF model based on spheroidal harmonics gives better
results in approximating the original MF.

The correctness of formulas (23) — (25) for spherical
harmonics verified by comparing them with the results
obtained by taking numerical partial derivatives with respect
to the coordinates x, y, z from (17) taking into account (18)
and standard approach [35]. The calculation results of the
proposed method and the standard approach [35] are in full
agreement with machine accuracy and differ from the results
of numerical differentiation by about 10 T.

Y=-20m, Z=19m
Bx, By, Bz, nT

B

Fig. 2. Magnetic signatures of original, model spherical and
model spheroidal MFs for ¥ =-20 m

¥=0,Z=19m
Bx, By, Bz, nT

Fig. 3. Magnetic signatures of original, model spherical and
model spheroidal magnetic fields for ¥=0m
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Y=20 m, Z=19m
Bx, By, Bz, nT

Fig. 4. Magnetic signatures of original, model spherical and
model spheroidal MFs for Y =20 m

Table 1 presents a comparison of the calculation time
of the standard approach [35] (left column), the proposed
method (right column) and the numerical one for spherical
harmonics, as well as analytical formulas (13) — (15) taking
into account (5) — (8) of the proposed method and the
numerical one (numerical taking of derivatives with respect
to the coordinates x, y, z from (4) taking into account (5))
for spheroidal harmonics. The cases of the 1st, 2nd and 3rd
harmonics are considered. We see the relative parity in the
calculation speed of the proposed method and the standard
approach [35] and an order of magnitude faster than the
calculation speed of the numerical taking of derivatives in
the case of spherical harmonics.

Table 1
Comparison of calculation time of analytical and numerical formulas at z= 19 m
Coordinates Spherical harmonics Spheroidal harmonics
and order of harmonics Projections B, nT Time, ms Projections B, nT Time, ms

X, m y, m n B, B, B, Analit. Num. B, B, B, Analit. | Num.
—-100 —20 1 | 0,326 | 0,005 0,134 0,229 {0,296 | 2,622 | 0,351 | -0,016 | 0,313 1,492 | 6,486
-100 —20 2 | -0,310 | 0,039 0,181 |0,278 10,479 | 7,458 | -0,186| 0,199 | 0,253 | 3,449 | 18,280
~100 20 | 3 | 0310 | 0,038 | 0,182 | 0431 0,773 | 15,836 | 0,242 | 0,209 | 0,224 | 6,055 | 36,577
~100 0 1| —0,302 | 0,109 | 0,134 | 0,189 | 0,293 | 2,543 | —0,326 | 0,130 | 0,328 | 1,474 | 6,601
-100 0 2 | -0,261 0,137 0,172 10,374 0,511 | 7,416 | 0,009 | 0,264 | 0,213 | 3,396 | 18,238
—-100 0 3 | 0,262 | 0,138 0,172 | 0,437 (0,767 | 15,993 | —0,030 | 0,297 | 0,160 | 5,991 | 36,670
-100 20 1 | -0,211 0,177 0,112 10,195]0,293 | 2,628 | 0,199 | 0,218 | 0,278 1,501 | 6,505
~100 20 2 | 0,160 | 0,186 | 0,136 | 0,275 0,481 | 7,432 | 0,156 | 0,180 | 0,154 | 3,406 | 17,987
~100 20 3 | 0,160 | 0,188 | 0,135 | 0,424 0,761 | 15,704 | 0,150 | 0,204 | 0,095 | 5,933 | 36,646
=50 20 1 | -1,615 | —0,420 1,231 |0,187]0,291 | 2,574 | -0,535 | —0,430 | 2,786 1,472 | 6,474
=50 —20 2 | 1,325 | —0,006 1,691 |0,274]0,591 | 7,343 | -1,520 | 1,508 | 2,431 3,400 | 18,052
=50 —20 3 | -1,263 | 0,063 1,694 0,423 0,764 | 15,959 | -2,262 | 0,312 | 3,211 | 6,036 | 36,525
50 0 1 | 1,620 | 0,749 | 1,366 | 0,187 | 0,290 | 2,543 | 0,785 | 1,574 | 3,295 | 1,478 | 6,607
=50 0 2 | -0,761 1,021 1,579 10,281 10,482 | 7,247 | 2,711 | 4,218 | 2,443 | 3,503 | 17,991
=50 0 3 | -0,810 1,005 1,576 0,419 0,758 | 15,654 | —0,417 | 4,852 | —0,338 | 5,948 | 36,437
=50 20 1 | 0,483 1,198 0,800 | 0,201 {0,291 | 2,565 | 1,286 | 0,864 | 1,385 1,487 | 6,476
=50 20 2 | 0,151 0,935 0,766 | 0,278 {0,482 | 7,445 | 2,712 | 1,321 | —1,984 | 3,399 | 18,045
50 20 3| 0,142 | 0973 | 0,723 | 0,419 0,758 | 15,651 | 1,944 | 0,406 | 2,416 | 6,089 | 36,514
0 —20 1 8,631 0,137 7,246 | 0,188 10,289 | 1,812 | 2,736 | 5,201 3,174 1,948 | 5,292

0 —20 2 | 7,634 9,690 3,450 | 0,275 10,469 | 3,868 | 4,941 | 1,274 | 3,902 | 4,691 | 13,401

0 —20 3 | 4,026 7,440 0,257 |0415(0,741 | 7,375 | 4,268 | 5,591 | 0,260 | 8411 | 24,772

0 0 1 | 26417 | 16,701 | -13,423 10,194 | 0,295 | 1,802 | 4,472 | 7,874 | -15,782 | 1,777 | 5,036

0 0 2 | 11,694 | 14,365 | 33,622 | 0,291 | 0,491 | 3,920 | 1,621 | 2,420 | 4,089 | 4,205 | 12,287

0 0 3| -1,140 | 0464 | 9,774 | 0,418 | 0,744 | 7,281 | 3,802 | 0,238 | —11,265 | 7,625 | 22,729

0 20 1 8,631 | —6,433 | 9,102 | 0,190 | 0,289 | 1,812 | 2,736 | 7,051 | 4,769 | 1,945 | 5,323

0 20 2 | 2,185 | —0,307 1,008 | 0,277 | 0,477 | 3,859 |-1,343 | 0,271 | —1,557 | 4,677 | 13,295

0 20 31 0,182 | -3,008 | 0,631 | 0,407 | 0,733 | 7,427 | 0,709 | -3,390 | —0,283 | 8,393 | 24,713
50 20 | 1] 0915 | 1,370 | 0,470 | 0,192 | 0,291 | 2,591 | 1,382 | 3,024 | 0,495 | 1,481 | 6,491
50 —20 2 | 1,056 1,058 | —0,751 | 0,340 0,480 | 7,332 | —2,383 | 4,331 | —3,915 | 3,384 | 18,292
50 —20 3 | 0,957 1,112 | —0,732 | 0,416 | 0,754 | 15,656 | —1,149 | 2,594 | —2,529 | 6,085 | 36,629
50 0 1 | -2220 | 0,749 | 0,993 | 0,183 | 0,287 | 2,528 | 5,443 | 1,574 | 4,364 | 1,493 | 6,578
50 0 2 | -1,626 | 0,125 | —1,198 | 0,280 | 0,482 | 7,239 | 4,774 | -1,676 | —8,815 | 3,500 | 18,111
50 0 3| —1,722 | 0,254 | —1,208 | 0,425 0,765 | 15,694 | 2,190 | 0,440 | 5,484 | 6,007 | 36,845
50 20 1 | —2,047 | 0,593 | —0,900 | 0,200 | 0,293 | 2,617 | -3,203 | -2,591 | —-1,896 | 1,483 | 6,513
50 20 2 | -1,068 | 0,629 | —0,924 | 0,281 | 0,483 | 7,548 | —0,953 | -3,479 | 2,190 | 3,421 | 18,310
50 20 3 | -1,218 | 0,677 | 0,907 | 0,496 | 0,806 | 15,889 | —1,378 | 2,702 | 2,557 | 6,119 | 36,763
100 —20 1| -0255 | 0,18 | —0,038 0,193 |0,290 | 2,561 | 0,422 | 0,273 | 0,039 | 1,479 | 6,688
100 20 | 2 | 0261 | 0,153 | 0,072 | 0,290 | 0,495 | 7,318 | 0,726 | 0,287 | —0,138 | 3,510 | 18,209
100 20 3| -0260 | 0,157 | —0,072 | 0,433 0,765 | 17,801 | —0,628 | 0,283 | —0,153 | 6,013 | 37,144
100 0 1| -035 | 0,109 | —0,055 |0,187 | 0,288 | 2,552 | —0,584 | 0,130 | 0,011 1,470 | 6,455
100 0 2 | -0,325 | 0,066 | —0,092 |0,274 | 0,494 | 7,296 | 0,846 | —0,013 | —0,170 | 3,377 | 18,165
100 0 3 | 0,328 | 0,069 | —0,092 | 0,426 | 0,764 | 15,637 | 0,764 | 0,032 | 0,194 | 6,155 | 36,744
100 20 1 | 0369 | 0,004 | —0,060 | 0,191 | 0,293 | 2,570 | 0,574 | -0,071 | 0,004 | 1,470 | 6,600
100 20 2 | -0,316 | —0,034 | —0,093 | 0,286 | 0,489 | 7,321 | —0,672 | -0,273 | —0,122 | 3,507 | 18,187
100 20 3 | 0,321 | —0,033 | —0,091 | 0,427 | 0,764 | 15,924 | —0,650 | 0,222 | —0,151 | 6,076 | 37,415
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In the case of spheroidal harmonics, the difference in
the calculation speed between the analytical and numerical
methods is not as pronounced as for spherical ones, but it still
takes place — by 4 or more times. Moreover, in all cases, with
an increase in the order of the harmonic, this difference only
increases. Let us now proceed to checking the correctness of
formulas (13) — (15). The results of comparing the
calculation using these formulas with the results calculated
by taking numerical partial derivatives with respect to the
coordinates x, y, z from (4) taking into account (5) are also
consistent and differ by a deviation of about 102’ T. Another
way of checking is to consider the MF of a dipole and a
spheroid (the case of the 1st harmonic) with an equivalent
magnetic moment at large distances from the source.

It is necessary to equate the Ist spheroidal
harmonics in this way [13]:

3
202
And for dipole model [50, formulas (2), (3)]:
0
M, =gy, My :_g11’ M, :_hll'

Let us consider the points located on the rays from
the source in all 8 coordinate octants. The rays pass
through points Np. The distance from the center on these
rays is Rp.

Table 2 presents the results of comparing the
projections of the MF of the spheroidal model and the
dipole model with an equivalent magnetic moment. As
the distance from the field source increases, the relative
discrepancies tend to zero.

3 0 1.3 1 a_

0 |
=8, =58, S1= hy .
c 2c

Table 2
Asymptotic verification of the correctness of formulas (13) — (15) for the case of the 1st harmonic
Direction vector Projections B, nT Relative
and distance Spheroidal harmonics Dipole model divergence, %

Np Ry B, B, B. B, B, B. A, A, A,
{~1;-1,-1} 1 16,0 -771,6 —1903,5 | -30904,7 | —43730,6 | —56917,1 | 100,1 | 98,2 96,7
{-1;-1,-1} 10 2,8 -11,1 —20,4 -30,9 —43,7 —56,9 1092 | 74,7 64,2
(—1;-1;-1} | 100 | —0,02801 | —0,04392 | —0,05727 | —0,03090 | —0,04373 | —0,05692 | 9,352 | 0,423 | 0,618
{-1;-1,-1} | 1000 | —0,00003 | —-0,00004 | —0,00006 | —0,00003 | -0,00004 | —0,00006 | 0,094 | 0,007 | 0,009
{~1;-1;1} 1 17,5 754,0 1898,8 —13186,5 | 260124 | 56917,1 100,1 | 1029 | 96,7
{-1;-1;1} 10 4,1 2,8 19,1 -13,2 26,0 56,9 131,3 | 110,7 | 66,4
{-1,-1;1} 100 | —0,01074 | —0,02543 | 0,05673 | —0,01319 | —0,02601 | 0,05692 | 18,576 | 2,222 | 0,329
(—1;-1;1} | 1000 | —0,00001 | —0,00003 | 0,00006 | —0,00001 | —0,00003 | 0,00006 | 0,191 | 0,019 | 0,001
{~1;1;-1} 1 19,7 759,9 1892,9 13186,5 43730,6 | —12825,9 99,9 98,3 114,8
{~1;1,-1} 10 6,0 7.8 14,0 13,2 43,7 -12,8 54,2 82,1 | 209,5
{~1;1,-1} 100 | 0,01498 0,04257 | —0,01128 | 0,01319 0,04373 | —0,01283 | 13,603 | 2,644 | 12,062

{-1;1;-1} | 1000 | 0,00001 0,00004 | —0,00001 | 0,00001 0,00004 | —0,00001 | 0,145 | 0,025 | 0,118
(—1;1;1} 1 212 ~765,7 | —1897,6 | 30904,7 | 260124 | 128259 | 99,9 | 102,9 | 1148
{-1;1;1} 10 7,3 -6,0 -153 30,9 26,0 12,8 76,3 123,1 | 219,6
{~1;1;1} 100 | 0,03226 0,02409 0,01074 0,03090 0,02601 0,01283 4,378 | 7,379 | 16,265
{-1;1;1} 1000 | 0,00003 0,00003 0,00001 0,00003 0,00003 0,00001 0,049 | 0,073 | 0,162
{1,-1;-1} 1 21,2 —765,7 -1897,6 30904,7 260124 12825,9 99,9 |102,9 | 1148
(111} 10 73 6,0 ~153 30,9 26,0 12,8 76,3 | 123,1 | 2196
{1,-1;-1} 100 | 0,03226 0,02409 0,01074 0,03090 0,02601 0,01283 4,378 | 7,379 | 16,265
{1,-1,-1} | 1000 | 0,00003 0,00003 0,00001 0,00003 0,00003 0,00001 0,049 | 0,073 | 0,162
{1;-1;1} 1 19,7 759,9 1892,9 13186,5 43730,6 | —12825,9 99,9 983 | 1148
{1,-1;1} 10 6,0 7,8 14,0 13,2 43,7 -12,8 54,2 82,1 | 2095
(1-1;1} 100 | 0,01498 | 0,04257 | —0,01128 | 0,01319 | 0,04373 | —0,01283 | 13,603 | 2,644 | 12,062
{1,-1;1} 1000 | 0,00001 0,00004 | —0,00001 | 0,00001 0,00004 | —0,00001 | 0,145 | 0,025 | 0,118
{1;1,-1} 1 17,5 754,0 1898,8 —13186,5 | —26012,4 | 56917,1 100,1 | 102,9 | 96,7
{1;1,-1} 10 4,1 2,8 19,1 —13,2 26,0 56,9 131,3 | 110,7 | 66,4
{1;1,-1} 100 | —0,01074 | —0,02543 | 0,05673 | —0,01319 | —0,02601 | 0,05692 | 18,576 | 2,222 | 0,329
(I;1;-1} | 1000 | —0,00001 | —0,00003 | 0,00006 | —0,00001 | —0,00003 | 0,00006 | 0,191 | 0,019 | 0,001
{1;1;1} 1 16,0 =771,6 —1903,5 | -30904,7 | —43730,6 | —56917,1 | 100,1 | 982 96,7
{1;1;1} 10 2,8 -11,1 —20,4 -30,9 —43,7 56,9 109,2 | 74,7 64,2
{1;1;1} 100 | —0,02801 | —0,04392 | —0,05727 | —0,03090 | —0,04373 | —0,05692 | 9,352 | 0,423 | 0,618
(1;1;1} 1000 | —0,00003 | —0,00004 | —0,00006 | —0,00003 | —0,00004 | —0,00006 | 0,094 | 0,007 | 0,009

Conclusions. coordinate system and without their translation from the

1.For the first time a simplified method of prolate spheroidal coordinate system and the spherical

mathematical modeling of the external magnetic field of
an uncertain extended technical object is proposed,
based on the analytical calculation of the magnetic field
induction of spherical and spheroidal sources in the
Cartesian coordinate system. Unlike known methods,
this method allows modeling the magnetic field directly
in the Cartesian coordinate system without finding the
projection of the magnetic induction in the prolate
spheroidal coordinate system and the spherical

coordinate system to the Cartesian coordinate system
and vice versa.

2. Promising magnetostatics problems are solved using
the proposed method based on near-field measurements.
Geometric inverse magnetostatics problems for predicting
and controlling the magnetic silence of a technical object are
calculated based on solving vector games. The payoff in both
vector games is calculated as a solution to direct problems
using the Wolfram Mathematica software package.
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3. The use of the proposed simplified method allows to
reduce the calculation time for determining the magnetic
field induction of elongated spheroidal magnetic field
sources by more than 10 times and makes it possible to
reduce the calculation time of magnetic field induction of
spherical magnetic field sources by more than 4 times.

4.In the future, it is planned to conduct experimental
studies of the efficiency of modeling and reducing the
magnetic field of uncertain extended technical objects
based on the developed method.
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Efficiency of neutralization of electric charges on the surface of dielectric nonwoven fabric
of two dual and triode electrode systems

Introduction._The accumulation of electrostatic charges are exploited in various technological and industrial applications, but they can also
pose significant challenges, especially due to the accumulation in inappropriate locations that can reach dangerous levels. Problem. The
static charges are often considered annoying and constitute one of the main sources of hazards. Thus, their neutralization is more than
necessary. The objective of this work is to improve the neutralization rate with equipment that can be easily integrated in the production
lines. Novelty. The paper reports a comparative study of the neutralization efficiency of two electrode systems, dual and triode, with different
high alternating voltages at the industrial frequency of 50 Hz. The use of the industrial frequency of 50 Hz reduces the elements of the
neutralization equipment. By connecting the grid to ground, we aim to impose a zero potential on the surface of the initially charged
polypropylene fibrous dielectric and to determine the variation of the neutralization rate as a function of the discharge intensity (voltage
amplitude). Methodology. The samples were charged during 10 s using a triode-type corona electrode configuration supplied by negative or
positive DC high voltage. After 300 s of the charging process. The neutralization was performed during 4 s, using the dual or the triode
systems powered by sinusoidal high voltage. Neutralization efficiency is achieved by non-contact sampling of surface potential profiles
before and after neutralization. The results show that neutralization efficiency is proportionate to the discharge current intensity. The
neutralization using the triode system is more efficient. The results show the possibility of imposing a desired potential on the charged or
uncharged dielectric surface by acting on the potential of the metallic grid and the discharge intensity of the triode system. Practical value.
The results demonstrate the proportionality of the neutralization efficiency with the discharge intensity for the triode system. Therefore, an
adjustment of the voltage amplitude is necessary in order to optimize its efficiency for the dual system. References 30, figures 7.

Key words: surface potential, corona discharge, charge neutralization, fibrous electrets, triode system.

Bcemyn. Haxonuyenns enekmpocmamuinux 3apsoié UKOPUCHIOBYIOMbCS 8 PISHUX MEXHON0TUHUX Md NPOMUCTIOBUX 3ACHOCYBAHHAX, djle
6OHU MAKOJIC MOJICYMb CMAHOBUMU 3HAYHI Npodiemu, 0cOOIUBO Yepe3 HAKONUYEHHs 8 HeBIONOGIOHUX MICYAX, WO Modice 00CAaAmU
nebesneunux pisnis. Ipobnema nonsieae 6 momy, wo cmamuuHi 3apsaou 4acmo 86adICAIOMbCS HENPUEMHUMU | € OOHIEIO0 3 OCHOBHUX NPUYUH
nebesnex. Tomy ix uetimpanizayis ¢ 6inbwi Hixc Heobxionow. Memolo pobomu € nokpawenns pigHs Hetimpanizayii 3a 00NOMo201o
00NIaOHaNHS, sIKe MOJICHA Jleeko [nmeepysamu 6 eupoonuui ninii. Hoeusna. Y cmammi npedcmagneno nopigHsiibhe O0CIONCEHHs
epexmusHoCmi Heumpanizayii 080X eleKmpoOHUX cucmem:JloOHOI ma MpPIOOHOIL, NPU PISHUX GUCOKUX 3MIHHUX HANPY2ax HA NPOMUCTOGIl
yacmomi 50 I'y. Buxopucmanus npomucnosoi uacmomu 50 Iy 3meHuiye KinbKicmv enemenmis Heumpanizayitiioco 00IaOHAHHSL.
Iioknouenna cimku 0o 3emai 00360JA€ HAB A3AMU HYIbOBUL NOMEHYIAN HA NOBEPXHI NOYAMKOBO 3APAONCEHO20 NOAINPONINEHO8020
BOJIOKHUCIMO20 OleleKmpuKa ma GUSHAYUMU 3MIHY DIGHA Heumpanizayii 3a1eicHo 6i0 IHMEHCUGHOCMI po3pA0y (aMnuimyou Hanpyeu,).
Memoodonozia. 3pasku 3apadacanu npomsazom 10 ¢ 3a 0onomo2or enekmpooHoi Kongieypayii muny mpiooa, HCueieHoi He2amusHow abo
no3umMueHol0 nocmitinolo gucoxoro Hanpyeotw. Ilicna 300 ¢ sapadacanns, neumpanizayiss NpogoOUAAcs NPomsazom 4 ¢ 3a 00noMozoio
NOOBIIHUX abO0 MPIOOHUX CUCIEM, JICUBTCHUX CUMYCOIOATLHOIO 8UCOKOIO Hanpyeolo. Egexmusnicme netimpanizayii eusnauanace uwiisxom
6e3KOHMAKMHO20 3HAMML NPOGLNI6 NOBePXHe8020 nomeHyiany 00 ma nicis Heumpanizayii. Pesynomamu noxazanu, wo epexmugnicmo
Heumpanizayii. nponopyitiHa IHMeHCUgHoOCmi  po3psiono2o cmpymy. Hetimpanizayis 3a donomozoro mpiodHoi cucmemu € 6inbut
epexmusHoro. Pe3ynomamu nokasyions MONCIUSICMb HAB A3amMU OAXCAHUL NOMEHYIAN HA 3aPAO0dCeHill abo He3apA0dICeHill OleNeKMPUYHIL
N0GEpPXHI, BNIUBAIOUU HA NOMEHYIal Memaneoi Cimku ma iHmeHCUusHicms po3pady mpioonoi cucmemu. Ilpakmuuna uinnicme.
Pesymmamu demoncmpyroms nponopyitiHicms eghekmusHocmi Heumpanizayii 00 iHmeHcueHocmi pospaoy ona mpioonoi cucmemu. Tomy

Kniouoei cnosa: noBepxHeBHii NOTeHILia, KOPOHHMIT PO3PS/L, HeliTpalizalis 3apsaiB, BOJOKHHUCTI eJIeKTPeTH, TPioJHA CHCTeMA.

Introduction. The use of static electricity extends to
various technological and industrial fields [1, 2], including
electrostatic painting, the removal of dust from waste gases
[3, 4], the separation of granular materials [5], and the
creation of electrets transducers [2]. Fibrous polymers such
as polypropylene, polycarbonate, polyurethane and
polyethylene are often used in electrostatic filters for their
ability to retain electrical charges for a long time [6].
However, the charge accumulated on these materials due to
different physical phenomena of charging generally by
triboelectric effect are inherent to the manufacturing
process and can be harmful either to the operator or to
sensitive electronic equipment and components. In the
electronics manufacturing industry, the main hazard is the
static charge accumulated on the manipulator’s suits [7].
Indeed, electrostatic discharges can interrupt the contacts
and the connection of increasingly miniaturized electronic
components. Electrostatic discharges cause considerable
damage in different industries, oil, electronics, textiles,
etc. On the other hand, static electricity is subject to
several studies aiming to improve some processes [2, 5],

to develop new applications and to limit their negative
effects [7, 8].

Corona discharge effects are exploited in various
industrial applications [9], ranging from surface and
material treatment, water treatment and air purification
[10, 11] to electrostatic charge neutralization [12] and
electrical network diagnostics [13]. Due to various
applications, corona discharge is the subject of several
researches [14-16]. For open, delicate or sensitive
surfaces, the most effective method of controlling static
electricity is active neutralization using a corona
discharge, because this method does not require direct
contact with the surface to be neutralized. Compared with
other neutralization methods, corona discharge can be
more energy-efficient [17-19].

The corona electrode is energized by different
amplitudes of high voltages (HV) at high frequencies [8].
Several studies have been carried out on the active
neutralization of the charge present on the surface of films
[20-22], granules and non-woven fibrous materials [23]. In
previous studies, the authors used the same method to
evaluate the effect of wave forms of the HV at different
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frequencies on the neutralization efficiency using dual
electrode system [24]. Also, they evaluated the effect of
charging time, neutralization time, the frequency and the
amplitude of AC HV on the neutralization efficiency [23].
Using the triode system, the authors were interested in the
effects of successive neutralizations with increasing discharge
intensities and also the effects of the neutralization modes
(fixed or scanning) on the neutralization efficiency [25].
Despite the high degree of neutralization obtained in previous
work, the complete neutralization has not been achieved yet.

The aim of this work is to improve the
neutralization efficiency and to evaluate the effect of the
voltage level at industrial frequency (50 Hz) as well as the
effect of the polarity of the deposited charge on the
neutralization efficiency. We also aim to compare the
neutralization efficiency of two electrode systems, dual
and triode, under the same ambient conditions.

The use of the industrial frequency of 50 Hz allows
to directly using the output voltages of the autotransformer
(without the function generator and the amplifier).
Polypropylene samples are charged by negative or positive
corona discharge using a triode electrode system. After the
surface potential decay becomes almost zero [26, 27], the
samples are subjected to an AC corona discharge
generated by the dual electrode system in the first part of
the tests and by the triode system with the grid connected
directly to ground for the second part of the tests. During
neutralization, both electrode systems are powered by high
sinusoidal voltages at industrial frequency (50 Hz). This
work aims to improve the neutralization efficiency with a
simple device that is easy to incorporate into the
production chain.

Materials and methods. The experiments were
performed at ambient air temperature (18 °C to 23.5 °C)
and relative humidity (50 % to 61 %). The samples used
are 120x9 mm (Fig. 1l,e), cut from the same nonwoven
sheet of polypropylene. The electric charging of the
samples was performed using a triode electrode system
(Fig. 1,a,b) [28, 29], composed of a HV wire-type dual
electrode [24], facing a grounded plate -electrode
(aluminum, 165x115 mm), and a grid electrode. The HV
electrode consists in a tungsten wire (diameter 0.2 mm)
suspended by a metallic cylinder (diameter 26 mm) at 34
mm distance from the axis.

The wire and the cylinder were energized from the
same adjustable HV supply, 100 kV, 3 mA (model SL300
Spellman) as shown in Fig. 1,a. The distances between
the wire and the grid and between the grid and the surface
of the plate electrode were 15 mm.

The metallic grid (Fig. 1,d) is connected to the ground
through a series of calibrated resistors of an equivalent
resistance R. In this way, for a current intensity 7, a well-
defined potential V, = I-R is imposed between the grid and
the grounded plate on which the samples are placed.

Part of the charge generated by the corona electrode
will be discharged to ground through the resistors
connected to the grid, the other part, the ions which pass
through the grid, will be retained by the surface of the
sample. The potential at the surface of the sample is
limited by the potential of the grid V, or by the partial
discharges of the deposited charge.

In all the experiments described hereafter, the
samples were charged for 10 s. The grid potential
Ve = 1.2 kV for negative and positive polarity.

Metallic cylinder

Tungsten wire

15 mm

Metallic grid

8 “‘Q";-:v:;‘v/ K
QXXX

OOX

SRR

OOXRXXONN

Grounded

aluminium plate Dielectric

Fig. 1. a — configuration of electrode system type «triode» used for
charging and neutralization; b — triode system «wire — grid — plane»;
¢ — dual electrode system used for neutralization;

d — metallic grid; e — fibrous polypropylene sample

The sample carrier consisted of a polyvinyl chloride
PVC plate; to which plate electrode was firmly fixed. A
conveyor belt supported the sample carrier and transferred
it from the charging position to the surface potential
measurement and charge neutralization sections of the
experimental set-up. The speed of the conveyor can be
adjusted from 1 cm/s to 6 cm/s, for the various needs of
the experiments.

The efficiency of the neutralization is obtained by
comparing the profiles of the potential of the surface charge
before and after neutralization [8, 24]. Non-contact
measurement of the surface potential is used to take
multiple profiles without affecting the sample charge state.

As soon as the HV supply of the corona charger was
turned off, the conveyor belt transferred the samples at a
constant speed through the measurement section. Thus the
repartition of the surface potential along the central axis
OX of the sample was measured with an electrostatic
voltmeter (model 341B), equipped with an electrostatic
probe (model 3450, Trek Inc., Medina, NY), and recorded
via an electrometer (model 6514, Keithley Instruments,
Cleveland), connected to a computer. The acquisition and
processing of experimental data was performed using an
ad-hoc virtual instrument, developed in LabView
environment.

In the first part of the experiment the neutralization
was performed with a dual wire-type electrode similar to
the one described above. The neutralizer—sample spacing
was 50 mm (Fig. 2).
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In the second part of the experiment, the neutralization
is carried out by the triode system, used previously to charge
the sample, by closing the switch K and putting the switch K'
on position 2 (Fig. 2). Closing the switch K imposes a zero
potential to the grid. The intensity of the discharge is
measured by the micro-ammeter connecting the grid to the
ground. In both systems, the neutralization electrode was
connected to a HV amplifier 30 kV, 20 mA (model 30/20A,
Trek Inc., Medina, NY).

The amplitude U, and the frequency f of the HV
were adjusted using a synthesized function generator
(model FG300, Yokogawa, Japan). In order to follow the
decay of the surface potential and get a relatively stable
charge, neutralization is carried out after 300 s of the
charging turn off. For both neutralizing electrode
configurations, the corona electrode is energized by high
alternative voltage at industrial frequency (50 Hz).

The neutralization with the dual electrode system is
performed in motion at a speed of 3 cm/s.

In triode configuration, the neutralization is in static
mode, the sample is centered under the active electrode of the
triode system during the discharge which takes 4 s. The
profiles of the surface potential are obtained just before and
after the neutralization using the previously described method.

Each experiment was repeated 3 times, and each run
is performed on a new sample. If the tests show a
disparity, further tests will be performed.

The neutralization rate N % is expressed as a function
of Vo and Vy,, the maximum recorded values (absolute
values) of the potential along the central axis OX of the
sample, respectively before and after neutralization:

N[%]=[1-abs (Vo/Vo1)]-100. @)

In the first part of the experiments, we used the dual
system, the amplitude of the sinusoidal neutralization
voltage was varied through 6 levels: U, = 16, 18, 20, 21,
22, 24 kV at 50 Hz frequency. In the second part of the
experiments, the neutralization is carried out by
3 sinusoidal voltage amplitudes: U, = 6, 12.5, 15 kV,
associated with respectively 3 grid current values:
1,=10, 50, 100 pA.

urface o0 OOOAAKS .

: QOGBAKROO0 Mgue‘_./;“

potential probe | % ":’:’:’:“:,:‘:‘:“:‘:‘y&‘:‘.":‘
/ _Track 3450 | X ‘4‘.‘.’3&\&\"¢\‘?“¢\‘\0

Conveyor

Ground plan
Fig.2. Experimental setup

Results and discussion. The non-uniform
distribution of the surface potential is due to the
inhomogeneous structure of the non-woven dielectric and
the partial discharges that can occur due to the local
intensification of the electric field [26, 27].

Samples are charged for 10 s with positive or negative
corona discharge. Each test is carried out on a new sample.
The neutralization is performed after 300 s after charging,
so that any variations in the profile of the surface potential
before and after neutralization are only linked to the
neutralization and not to the decline [6]. Thus, the effect of
the surface potential decay on the efficiency of
neutralization can be neglected. The decay of surface
potential is due to the combined action of several physical
mechanisms (partial discharges, recombination, lateral and
transversal conduction) and also influenced by the value of
the charge potential [6, 26, 27].

The efficiency of the neutralization of electrostatic
charges on the surface of the dielectric is obtained by
comparing the surface potential profiles just before and after
neutralization. It is calculated as the ratio between the
maximum electrical potential measured at the surface of the
dielectric before (Vy,) and after exposing them to the bipolar
ions generated by an AC corona discharge (Vo) [23, 24].

Dual electrode system neutralization efficiency. In
the neutralization with the dual system, the sample passes
through the AC zone discharge with a constant speed of
3 cm/s. Several amplitude values of the corona electrode
voltage were tested.

Figures 3, 4 show the surface potential profiles before
and after neutralization with a double electrode system at
high sinusoidal voltages at the frequency of 50 Hz. We
notice a non-symmetry of the surface potential profiles
shown in these figures and this is due to the inhomogeneous
surfaces and structures of the samples used (non-woven
fabric). Symmetry will be obtained if the samples are with a
homogeneous surface such as films are used.

At the amplitude of 16 kV, the neutralization did not
occur; this is due to the fact that this amplitude value is
slightly higher than the threshold value of the corona
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discharge. The few electrons created in the ionization zone
do not have enough energy to ionize other molecules and
create other additional electrons. The positive ions do not
have time to leave the drift zone before the arrival of the
negative alternation (Fig. 3,a). On the other hand, for the
positive charge, we notice a significant neutralization where
the maximum potential is 1.29 kV and decreases to 0.81 kV
after neutralization. This means that the negative ions arrive
at the surface of the sample before the positive half-wave,
due to the fact, that the mobility of the negative ions is
greater than that of the positive ions as shown in Fig. 4,a.
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Fig. 3. Typical surface potential profiles before and after
neutralization with dual electrode, negative initial charge

At the large inter-electrode distances or at weak
electric fields, there is an accumulation of space charges.
Indeed; for weak electric fields the positive ions do not
have time to be evacuated during the positive alternation.
Their presence around the conductor increases the
existing electric field. Therefore the following discharge
mode takes place at a lower applied voltage.

However, in the neutralization with a voltage of 18 kV,
the potential after neutralization is positive, with 856 V as
the maximum value, while the initial potential was negative
with a maximum value of |-1.2| kV. This means that all the
initial charges are completely neutralized and new charges
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are deposited (Fig. 3,b). The surface occupied by the
positive charges is wider than the initial negatively charged
surface; this difference is due to the mode of charge and
neutralization; fixed mode for depositing the charge and
scanning mode for neutralization. For the initial positive
charge, the neutralization is greater but the polarity of the
charge on the sample has not changed. The maximum
potential decreases from 1010 V to 231 V after
neutralization (Fig. 4,b).

Figures 3,c,d illustrate the profiles of the surface
potential before and after neutralization with the amplitudes
of sinusoidal high voltages of 20 kV and 21 kV respectively.
The initial negative charges are completely neutralized and
positive charges are deposited at the surface of samples.

V1 po

I i 2 potential profile after neutralization, Un =16 kV
11 A / \
9 r \
RN |
7 i N i
! o
205 i |
2 ! '
So2 [ g
’ I '
1 I M NS
i ] L\ position (cm)
| R
< !.', .
41 4 A > 0 2 1 6
i1

g
@
3
=
S0
5 | \
| \
L
01 i e
) v . e e
\‘}h_ POson oy
04 4 -4 2 0 2 4 6
b)Y U,= 18 kV
V1 potential profile before neutralization
13 7777 V2 potenticl profile after neutralization, Un-19 kV
e 7
11 4
0.9 1

e
o

surface potential (kV)
[=]
(o]

03 -
01 - :
205 tTon Lo
o au)
01 5 "4 6

) U,=19kV

—_— 1 potential profife before neutiaiization

A

<1 1
. Uﬂ f | ;I \ position fcm)
1E-15 - . [

-0,2 - - Vo " L" -

04 [ )

(V)

il

=
=1}
=%
W
o
=
2
o T T T T 3 T 1
Ul L i Vo _ _ H "
7] -4 [ U z HE o
-0,3 4 v i
. - :
U, VST T e i
- “\‘ 1]
0,7 - N
%7 P - = = = V2 potential profile after neutralization, U=24 kv
;‘; a,T
= ~
£ 12 =N A
= ! TN
a 1 I i
® i 1
£ o8 | |
E]
=
0‘6 ’ \
- | |
0.4 | \
| \
0,2 | \
| \ position (cm)
-1E-15 - . —
v ]
aa -4 V20 21 4 6
0,2 ' ’, .\‘ I,
[} ~. I
-0,4 Vi \\ )
v ~_1
HU,=24kV

Fig. 4. Typical surface potential profiles before and after
neutralization with dual electrode, positive initial charge

The charge deposited by the magnitude of 20 kV is
greater than that registered by the amplitude of 21 kV. The
maximum values of the surface potential after
neutralization are 500 V and almost 200 V for the
amplitudes 20 kV and 21 kV respectively. At these voltage
amplitude values, the electric field is not strong enough to
create a significant number of positive ions and allow them
to reach the sample surface during the positive half-wave.
While for the initial positive charge, this is completely
neutralized and there is a deposit of new negative charge as
shown in Fig. 4,c,d. This means that the positive charge on
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the surface of the samples contributed to the corona
discharge by reinforcing the electric field during the
negative half-wave and reducing it during the positive half-
wave. Knowing that, the negative corona discharge appears
at higher voltages than the positive corona discharge.

However, at the amplitudes of 22 and 24 kV, the surface
potential is negative after neutralization with maximum
values -230! V and =300 V respectively (Fig. 3,e,f). These
results show the existence of a value of voltage between
21 kV and 22 kV which provides complete neutralization
without depositing new charges.

For the initial positive charges, after neutralization we
have deposition of new negative charges, where the
maximum surface potentials are -809! V and 538! V for the
respective amplitudes of 22 kV and 24 kV (Fig. 4,e,f). This
means that all the initial charge is completely neutralized.

At the alternating voltage amplitudes greater than
22 kV, the positive ions produced during the positive half-
wave do not all have time to be evacuated before the
arrival of the negative half-wave. This positive space
charge reinforces the electric field during the negative
alternation and the majority of the ions which arrive at the
surface of the sample are negative ions. In this case, there
will be a tendency to deposit a negative charge on the
surface of the samples.

The variation of the neutralization rate N [%] and the
ratio Vy/Vy [%] are displayed in Fig. 5. Vy; and Vi, are
respectively the maximum values of the surface potential
before and after neutralization. When the samples are
negatively charged, at the voltage of 16 kV, the potentials Vj,
and VY, are too close; with this amplitude no neutralization is
obtained. However, for the voltages of 18, 20, 21 kV, the
surface potential after neutralization is positive whereas the
potential before neutralization was negative.

—— V02/V01[%] negative initial charge
120 - — —4+ — N[%] negative initial charge
100 4 —e— V02/V01{%] positive initial charge
— ®& — N[%] positive initial charge
80

60 -
40
20

0
20 15
40 -
60 -

——

Fig. 5. Surface potential ratio V,/Vy [%)] and neutralization rate
N [%] as a function of high sinusoidal voltage amplitudes
U, (kV) for 2 polarities of deposited charges

The change of sign of the rate V,/V,; means that the
initial charge is completely neutralized and a new charge
of opposite sign is deposited. This also means that
complete neutralization and without deposition of any
new charge can be achieved in this voltage range.

The maximum neutralization of a rate greater than
85 % is obtained at the voltage of 21 kV. On the other
hand, when the samples are positively charged, at a voltage
of 16 kV, we obtain a neutralization rate of almost 38 %
and the maximum neutralization of almost 78 % at 18 kV.
This means that at these voltages, the charge on the
sample contributes to the discharge. However, for
voltages of 20, 21, 22, 24 kV, the surface potential after

neutralization is negative while the potential before
neutralization was positive.

The change in sign of the voltage ratio Vy,/Viy
means that complete neutralization and without deposition
of new charge can be achieved in the range of voltage.

We note for the voltages of 22 kV and 24 kV the
charge on the surface of the samples is negative whatever
the initial charge of the samples.

Neutralization efficiency of the triode system.
Samples are charged for 10 s by negative corona
discharge with current intensity / = 50 pA. The
neutralization is carried out with triode system in static
mode. The corona electrode of the triode system of
neutralization is powered by alternating sinusoidal
voltages corresponding 6, 12.5 and 15 kV with associated
grid currents intensity I, of 10, 50 and 100 pA
respectively. The samples are exposed for 4 s to bipolar
ions generated by an alternating corona discharge (AC).

Figure 6 shows the surface potential profiles before
and after neutralization with high alternating voltages, for
3 HV sinusoidal amplitude (6, 12.5 and 15 kV). The
profile of the surface potential is slightly affected at the
extremities of the potential profile, where there was a
decrease of a few volts due to exposure to the corona
discharge at the amplitude of 6 kV associated to the
current grid of 10 pA (Fig. 6,a). At this amplitude, there
is not any neutralization obtained in the middle of the
sample. This means that the discharge intensity is not
sufficient and most of the ions lose their charges by
hitting the grid connected to ground [30].

The discharge is between the active electrode and
the grid. However, the amplitude voltage of 12.5 kV,
associated to grid current intensity [, = 50 pA, a
maximum neutralization is achieved in the middle of the
sample, just below the corona electrode, with a surface
potential close to —25 V.

At the edges of the profile, the surface potential is
similar to the profile before naturalization, this means that
the energy of the discharge is not sufficient to allow the
neutralizing charges to deflect towards the sample
extremities (Fig. 6,b) [20, 25].

The surface potential profiles obtained before and after
neutralization with the voltage amplitude of 15 kV,
associated to grid current of 100 pA are presented in Fig. 6,c.

At this voltage, almost all the deposited charges are
neutralized. The surface potential profile after
neutralization is completely flattened with a small peak
surface potential with a value that does not exceed —40 V.
Indeed, under these conditions the corona discharge is
assisted by an intense electric field which accelerates a
portion of the positive ions and allows them to reach the
negatively charged surface of the sample [28].

So, the neutralization of electrostatic charges on the
surface of a fibrous dielectric material is more efficient at
higher voltage and higher current intensities of alternative
corona discharge.

Figure 7 presents the variation of the neutralization
rate N [%] and the ratio V/Vy, [%] as function of the
neutralization voltage with the triode system, V;; and Vo,
being respectively the maximum values of the surface
potential before and after neutralization. At the amplitude
of 6 kV, the neutralization is not obtained, the surface
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potential profiles before and after neutralization are
almost the same (¥, = V7). However, for the amplitude of
12.5 kV, the ratio of surface potentials just before and
after neutralization V,/Vy; is equal to 40 %, which leads
to a neutralization rate of 60 %.
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For the neutralization voltage of amplitude 15 kV, an
almost complete neutralization of 95 % of the charges
deposited on the sample surface is achieved. The results
show that the ratio V,/Vy, is positive for all voltage level;

this means that there is no deposition of a new charge of the
same polarity or of polarity opposite to the initial charge.

Indeed, with the neutralization by triode system,
only ions of polarity opposite to the charges of the
dielectric can cross the grid, due to the fact that the
electric field is reinforced by the negative surface charge
of the sample during the positive alternation.

However, the field is weakened by the negative charges
on the sample surface during the negative alternation. The
negative ions will therefore be repelled by the negative
charges of the sample and evacuated from the grid towards
the ground. During the negative alternation, the discharge is
between the corona electrode and the grid.

Conclusions. The neutralization by high alternating
voltages at industrial frequency is an advantage; this
allows the network voltage to be used by amplifying only
the voltage without any frequency adjustment.

Dual system. For certain voltages levels, the entire
initial charge is neutralized but new charges of opposite
sign are deposited. Proper adjustment of the exposure
time and amplitude of the high voltage is necessary to
ensure neutralization of all charges without depositing
new ones. For low neutralization voltage amplitudes, the
polarity of the charge to be neutralized has a significant
effect on the neutralization rate.

Triode system. The neutralization with the triode
system is more efficient, the grid connected to the ground
prevents the deposition of new charges of opposite sign
on the surface of the fibrous media. There is no deposition
of new charge. The neutralization efficiency of
electrostatic charge is proportional to the intensity of the
discharge current. It is important to find the relationship
between the exposure time and the intensity of the
discharge with the neutralization efficiency. In industrial
applications, the neutralization in scan mode is more
convenient. The efficiency of the neutralization using a
triode system can be improved by scan mode and
optimizing its scanning speed.
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The effect of SiO, microparticle concentration on the electrical and thermal properties of
silicone rubber for electrical insulation applications

Introduction. Polymeric insulators, first developed in the 1950s, have since seen substantial advancements in both design and
manufacturing, making them increasingly appealing to users and manufacturers in the electrical industry. Extensive testing in both
laboratory and outdoor environments has consistently demonstrated that polymeric insulators outperform traditional porcelain and glass
counterparts. Among the various polymeric materials, silicone rubber (SiR) has emerged as one of the most promising candidates for high-
voltage insulators. Its superiority is attributed to a unique combination of properties, including a non-conductive chemical structure, high
dielectric strength, and excellent resistance to scaling. To further enhance these properties, SiR is often combined with fillers to form
composite materials. These SiR composites are at the forefront of advanced high-voltage insulation systems, offering improved
mechanical, thermal, and electrical performance. As a result, they not only meet the rigorous demands of high-voltage applications but
also provide a significantly extended service life. Goal. This study aims to enhance the dielectric and thermal properties of SiR by
incorporating micron-sized silicon dioxide (SiO,) filler. Methodology. SiR-based composite samples were prepared by incorporating
micron-sized SiO, at weight fractions of 10 %, 20 %, 30 %, and 40 % of the total composition. Initially, the samples were heated to
specific temperatures (25°C, 60°C, 80°C, and 100°C) before undergoing dielectric strength testing to evaluate their performance under
varying thermal conditions. Additionally, the samples were subjected to thermal aging for durations of 10, 20, and 30 minutes at the same
temperatures before dielectric strength assessment. The results indicated that increasing the filler concentration enhanced the dielectric
strength of the SiR/SiO, composites. The highest breakdown voltage was observed at a filler concentration of 30 %. Practical value.
Incorporating micron-sized SiO, filler into the SiR matrix enhanced the composite's resistance to thermal stress. Compared to SiR-based
composites with varying SiO, concentrations, pure SiR exhibited the lowest dielectric strength. References 48, tables 5, figures 8.

Key words: dielectric strength, silicone rubber, micron-sized silica dioxide, thermal behavior, neural network.

Bcemyn. Honivepni izonamopu 3 momennty pospobku 6 1950-x pokax 3nauHo yOOCKOHATUIUCS K ) NPOEKMYSANH, MAK i Y 6UpOOHUYMEI, U0
pobumsb ix 6ce Oinbw NpUBAOIUGUMU ONsL KOPUCIYBAYI8 MA GUPOOHUKIE eneKkmpomexuiunoi npodykyii. Bemuxi eunpobysamus sk y
J1a6OpamopHux, max i nPOMUCTIOBUX YMOBAX OeMOHCIPYIOMb, WO NOTIMEPHI I30J5IMOPU NEPEGANCAIOMb MPAOUYILIHI NOPYETSHOGI T CKISIHI
ananozu. Cepeo pi3HuX NoliMepHUx mamepianie CUniKonosull kayyyk (SiR) cmas HaunepcneKmueHiuuM Mamepianom Ons BUCOKOBOTLINHUX
isonamopie. Hozo nepesaca noscmioemocs yHikambHumM NOEOHAHHAM GIACMUBOCIIEH, GKTIOUAIOUL HENPOSIOHY XIMIUHY CIDYKIYDY, GUCOKY
OleNleKmpuyHy MIYHICMb Ma GIOMIHHY CMIUKICIb 00 YmeoperHs Hakuny. J[is nodanwuioco nokpawjenHs yux eiacmueocmeti, SiR wacmo
NOEOHYIOMb 3 HANOBHIOBAUAMU OJIAL (YOPMYBAHHS KOMNOSUMHUX Mamepianis. Li komnosumu SiR 3Haxo0smcs Ha nepedHboMy Kpai CyuacHux
cucmem 8UCOKOBOILIMHOI [3011AYil, NPONOHYIOUU NOKPAWEHI MeXaHiuHi, Meniosi ma elekmpudHi xapaxmepucmuku. B pezynomami 6onu ne
MibKU BIONOBIOAIONb HCOPCMKUM BUMOAM BUCOKOBOTLIMHUX 3ACMOCYBAHb, d Ui 3a0e3neyyiomyb 3HAUHO Oitbuiul mepmin cysxcou. Memoro
docnioxcenHs € NOKpaujeH s OieeKMpUYHUX ma meniosux enacmugocmeli SiR wiaxom ekiOUeHHs HanoeHIeaya diokcudy Kkpemiro (Si0O,)
MIKpOHHO20 po3mipy. Memodonozia. 3pazku komnozumy SiR 0yau npueomoeneHi wisaxom KIOYeHHs PISHUX 8A208UX GIOCOMKI8 MIKPOHHO20
poamipy SiO; eionogiono 10 %, 20 %, 30 % ma 40 % 6i0 3acanehoi eacu. Tlomim Oienexmpuuna miyHicmb yux 3paskie 6yna oyiHeHa 3a
uomupwox memnepamyp: 25 °C, 60 °C, 80 °C i 100 °C ons oyinku eghexmugnocmi egpekmu 6 pisnux ymosax. Kpim moeo, 3pasku cmapin
npomsizom 10, 20 i 30 xeunun npu mux sce memnepamypax nepeo sunpodysanusm. Pesynomamu 00cnioxcysanu 6niue mepmiuHoi nogedinku
HA Xapakmepucmuxy Hanpyau npoooio komnosumis SiR, sicmapenux y pisnutl uac i 3a pisnux memnepamyp. Pesynomamu noxasyroms, ujo
30i1bUIeHHs KOHYeHmpayii Hanoenioeaua 30invuiye dienekmpuuny miynicmo SiR komnosumie. Hatikpawa npobusna nanpyea 00cnioxceHux
3paskie Oyna ompumana npu konyenmpayii nanosuiosaua 30 %. Ilpakmuuna yinnicme. /looasanns nanosuiosaua SiO; MikponHozo posmipy
6 mampuyro SiR niosuwjye onip noriMepHUX KOMROIUMIE MEPMIUHUM MeXaHiunum nanpyeam. Y nopienamnni 3 SiR, 3aeanmadicenum SiO, y
PI3HUX KOHYenmpayisix, yucmutl SiR mae Hainuicyy Oierexmpuyny miynicms. biomn. 48, tadm. 5, puc. 8.

Knrouoei cnosa: nieneKTpuYHa MilHICTb, CHJIIKOHOBA I'yMa, TIOKCU/ KPeMHil0 MiKpopo3Mipy, TepMiuHa noBeIiHKa, HePOHHA Mepeka.

Introduction. Electrical insulators are critical that are added to SiR have gotten a lot of attention [20-22].

components in power systems, ensuring the safe and
efficient transmission and distribution of electricity. As
power systems evolve to meet increasing demands and
integrate renewable energy sources [1-5], the role of
insulators becomes even more vital [6-8]. Polymeric
materials come in several forms, including high-density
polyethylene, silicone rubber (SiR), ethylene propylene
diene monomer, and ethylene rubber [9, 10].

Because SiR has several advantages, including high
dielectric strength (DS) and scale resistance, it is widely
used in electrical applications. However, it is expensive
and has poor mechanical strength and tracking resistance
[11-14]. Therefore, pure silicone is grafted with some
fillers to enhance its mechanical, thermal, and electrical
properties and increase its service life; this combination is
named SiR composites [15-18]. A composite is a material
composed of two or more distinct constituent materials.
These constituents exhibit significant differences in their
physical and chemical properties compared to the
individual components before combination [19].

Fillers like alumina trihydrate, aluminum oxide, zinc
oxide, titanium oxide, calcium carbonate, and barium titanate

A lot of research has been done on how mixtures of micro-
and nanosized fillers affect the mechanical, electrical, and
thermal properties of SiR-based composites [23-25].
Developing micro- and nanocomposite materials can
enhance the thermal and electrical characteristics [26-31].
The DS of polymers in HV applications is a crucial factor in
assessing their dielectric performance [32-35].

Neural networks (NN) are a class of artificial
intelligence models that draw inspiration from the design
and operation of biological NNs, like those found in the
human brain [36]. Because of their effectiveness, speed,
and ability to handle complex nonlinear functions, they are
frequently used to solve complicated and challenging real-
world problems. This technique has been applied in several
complicated engineering applications in various fields,
including classification, prediction, intricate practical
transformation models, and many other domains [37, 38].

The goal of the paper is to improve the SiR’s
dielectric  strength under varying environmental
conditions by adding an appropriate weight percentage of
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inorganic filler. This work investigates, evaluates, and
records the impact of micron-sized silica filler on the
electrical and thermal properties of SiR insulators.

The NNs technique has been adopted to define the
DS of the unmanufactured samples that have filler ratios
in between the filler ratios of the manufactured samples.
The goal is to define the DS of the unmanufactured
samples, which have filler ratios in between those of the
manufactured samples. Samples define the DS of the
unmanufactured samples that have filler ratios in between
the filler ratios of the manufactured samples.

Materials. In this study, the following chemical
components were used:

1. The high-temperature vulcanized solid SiR was
supplied by the German Company Sonax. Solid SiR
contains high-molecular-weight polymers and relatively
long polymer chains.

2. The filler used in this study is silicon dioxide (SiO,)
in micron-sized powder form. Supplied by Nanotech
Egypt, it has a particle size of 20 um £+ 5 nm.

Sample preparation. The samples were fabricated in
the form of discs with a diameter of 5 cm and a thickness of
2 mm for the DS test. Five different concentrations of
SiR/Si0, composites were prepared, as specified in Table 1.

Table 1
Formulations of the prepared SiR/SiO, composite samples
Composite symbol Mixtures of specimens
B 100 wt. % SiR

S10 90 wt. % SiR + 10 wt. % micron-sized SiO,
S20 80 wt. % SiR + 20 wt. % micron-sized SiO,
S30 70 wt. % SiR + 30 wt. % micron-sized SiO,
S40 60 wt. % SiR + 40 wt. % micron-sized SiO,

Micron-sized silica filler was added to the SiR base
polymer to create the SiR composite samples. Filler
concentrations are expressed as a percentage of the base
polymer’s total weight. The mixture is placed in a two-
cylinder mill in the lab, which has a 470 mm diameter,
300 mm of operating distance, and a 1 mm gap between
the cylinders. A day was given to the specimens prior to
vulcanization. Figure 1 shows the rolling machine that is
used for SiR processing. The samples were cut to the
dimensions that were most appropriate for each testing
procedure. It can be noted that the samples’ color changes
when SiO; filler is added (Fig. 2).

Dielectric strength test, which is a fundamental
examination of an insulating material’s electrical
properties, is measured in voltage per unit length
(kV/mm) [6, 39]. It illustrates how the insulating material
withstands the intensity of an electric field without
changing or losing its insulating properties. The shape of
the used samples in the test should be a disc with a 1 mm
thickness and a 5 cm diameter. Figure 3 shows the
dielectric breakdown strength testing circuit. HV AC is
applied to evaluate the breakdown voltage of the tested
samples in various situations. To reduce surges on the
transformer’s HV side and more accurately determine the
specimen’s breakdown voltage, it is important to
remember that the voltage applied to the specimen should
be changed gradually and slowly. Because of the
importance of the results, the test of each set was repeated
many times, the data was gathered with high precision
each time, and then the average value of the tested sample
for each set was calculated and recorded.

Rolls
Frame

~ %
Fig. 1. Rolling machine used for processing SiR samples

Fig. 2. Images of prepared SiR/SiO, composite samples

AC 220V
@
HV transformer

R
L]

Sample

Fig. 3. The dielectric breakdown strength test laboratory circuit

Dielectric strength test procedure. In the testing
circuit (Fig. 3), the test cells were energized using a test
transformer (220 V / 100 kV) to determine the breakdown
strength. The test cells were filled with transformer oil [40].
The DS of composite samples aged under multiple thermal-
electrical stresses for different aging durations was
evaluated at four temperature levels ranging from 25 °C to
100 °C, categorized as follows.

1) In the first scenario, the studied composite samples
were heated until they reached different temperatures
(25 °C, 60 °C, 80 °C, and 100 °C) with an initial exposure
time of 0 min to these temperatures and then subjected to
the DS tests. The first temperature (25 °C) represents
normal ambient operating conditions. To simulate short-
circuit conditions the temperature was set to 60 °C. The
third temperature (80 °C) was selected to represent high-
fault conditions under operating voltages exceeding 30 kV.
Finally, the fourth temperature (100 °C) was chosen to
simulate operation under heavy loading conditions and in
environments with elevated temperatures.

2) In the second scenario, the composite samples
subjected to thermal stress were analyzed as a function of
aging time. They underwent thermal aging for 10, 20, and
30 minutes at the same test temperatures specified in the
previous first scenario.

Experimental results and discussion. Dielectric
strength results under the first scenario. Figure 4
presents the relationship between DS and the concentration
of micro-sized SiO, under varying temperatures, evaluated
according to the conditions of the first scenario.

At 25 °C, the breakdown voltages of S10, S20, S30,
and S40 were 29.93, 34.8, 36.58, and 33.1 kV/mm,
respectively. These values were higher than the DS of the
pure sample (B), which measured 28.06 kV/mm.
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A similar trend was observed at 60 °C, where the DS
values of S10, S20, S30, and S40 increased to 27.01, 31.9,
33.02, and 30.47 kV/mm, respectively, surpassing the DS
of B (26.21 kV/mm).

At 80 °C, the DS values of S10, S20, S30, and S40
were 24, 28.13, 29.64, and 27.44 kV/mm, respectively,
again exceeding the DS of B (22.51 kV/mm).

Finally, at 100 °C, the DS values of S10, S20, S30,
and S40 were 18.69, 19.87, 21.3, and 19.42 kV/mm,

respectively,  demonstrating  improved  performance
compared to the DS of B (16.01 kV/mm).
40 T
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Fig. 4. Dielectric strength of the studied samples evaluated

under the conditions of the first scenario

Dielectric strength results under the second
scenario. According to the second scenario, additional
sets of B, S10, S20, S30, and S40 were subjected to
thermal aging at 25 °C, 60 °C, 80 °C, and 100 °C for 10,
20, and 30 minutes before undergoing the DS test.

Effect of 10-minute thermal aging. As shown in
Fig. 5, incorporating different concentrations of SiO, into
the composite samples (S10, S20, S30, and S40) and
aging them for 10 minutes at 25 °C resulted in AC DS
enhancements of 4 %, 22 %, 28 %, and 16 %,
respectively. The corresponding DS values were 27.23,
32.01, 33.65, and 30.59 kV/mm, compared to the pure
SiR (B) sample, which exhibited a DS of 26.32 kV/mm.

At 60 °C, the DS values of S10, S20, S30, and S40
increased to 25.27, 29.67, 31.28, and 28.09 kV/mm,
respectively, surpassing the DS of B (24.03 kV/mm).

At 80 °C, the DS values of S10, S20, S30, and S40
were 23.84, 24.88, 27.09, and 24.02 kV/mm, respectively,
all higher than the DS of B (20.01 kV/mm).

At 100 °C, the DS values of S10, S20, S30, and S40
reached 16.23, 17.00, 19.06, and 15.88 kV/mm, respectively,

significantly exceeding the DS of B (12.54 kV/mm).
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Fig. 5. Effect of 10-minute thermal aging on the dielectric
strength of the studied samples

Effect of 20-minute thermal aging. At 25 °C, the DS
of the studied samples S10, S20, S30, and S40 improved by

approximately 5 %, 22 %, 30 %, and 18 %, respectively,
reaching 26.1, 30.5, 32.39, and 29.37 kV/mm, compared to
the DS of the pure SiR (B) sample, which was 25 kV/mm, as
illustrated in Fig. 6.

At 60 °C, the DS values of S10, S20, S30, and S40
increased to 21.19, 2547, 27.77, and 24.78 kV/mm,
respectively, compared to sample B (20.44 kV/mm).

At 80 °C, the DS values were further enhanced to
18.89, 19.78, 21.66, and 18.27 kV/mm for S10, S20, S30,
and S40, respectively, compared to 15 kV/mm for the B
sample.

At 100 °C, the DS values of S10, S20, S30, and S40
were enhanced to 14.02, 15.49, 17.62, and 14.36 kV/mm,
respectively, compared to sample B (10 kV/mm).

35

—_
W

Dielectric strength, kV/mm
= 8

S W

= [

Fig. 6. Effect of 20-minute thermal aging on the dielectric

strength of the studied samples

]

Effect of 30-minute thermal aging. At 25 °C, the
DS values of S10, S20, S30, and S40 increased to 22.44,
26.59, 29.00, and 25.09 kV/mm, respectively, compared
to the DS of sample B (21.52 kV/mm).

As shown in Fig. 7, comparable improvements were
observed at 60°C, where the DS values of S10, S20, S30,
and S40 increased to 20.11, 21.13, 23.09, and 20.45 kV/mm,
respectively, while the DS of sample B was 16 kV/mm.

At 80°C, the DS values of S10, S20, S30, and S40
increased to 17.77, 18.59, 20.59, and 17.30 kV/mm,
respectively, compared to 14 kV/mm for sample B.

At 100°C, the DS values for S10, S20, S30, and S40
improved by 43 %, 60 %, 83 %, and 47 %, respectively,
compared to the DS of sample B.

35

0 25°C 60 °C 80 °C 100 °C

Fig. 7. Effect of 30-minute thermal aging on the dielectric
strength of the studied samples

—_ = NN W
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These results confirmed the overall trend observed in
AC DS testing: the DS increased with higher SiO, filler
concentration, peaking at 30wt %. Beyond this
concentration, a decline in DS was observed, likely due to
agglomeration or conduction path formation between filler
particles. The initial improvement is attributed to the
formation of interaction zones within the SiR matrix [41-43].
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These zones enhanced the interfacial area, thereby
increasing the probability of charge trapping (e.g.,
electrons) at filler-matrix interfaces, which suppresses
carrier mobility and improves breakdown strength [44—46].

Neural network (NN) modeling. An artificial neural
network (NN) typically comprises an input layer, one or
more hidden layers, and an output layer. Its performance
depends on factors such as the number of neurons in each
layer [47, 48]. Figure 8 presents the general architecture of
the NN used in this study.

Input Layer Hidden Layers Qutput Layer
I'd N

Fig. 8. General structure of a multilayer NN

NN validation in the first scenario application.
Table 2 presents the experimental and NN-predicted DS
values of SiR-based composite samples according to the
first scenario. Four samples were used for model training,
while the fifth sample served as a test case. The NN
model demonstrated high prediction accuracy, with error
percentages ranging from 0.0033 % (5S40 at 80 °C) to
0.0977 % (S20 at 25 °C).

Table 2
Experimental and NN results for the dielectric strength
of SiR-based composite samples (first scenario)

Dielectric strength, kV/mm
Sample| T, °C |Experimental .NN. Error, %
results estimations
B 28.06 28.036 0.0855
S10 29.93 29.9271 0.0097
S20 | 25°C 34.8 34.766 0.0977
S30° 36.58 36.6004 0.0558
S40 33.1 33.1013 0.0039
B 26.21 26.2113 0.0050
S10 27.01 27.0064 0.0133
S20 60 °C 31.9 31.8902 0.0307
S30° 33.02 33.0178 0.0067
S40 30.47 30.459 0.0361
B 22.51 22.4921 0.0795
S10 24 24.0152 0.0633
S20 80 °C 28.13 28.1262 0.0135
S30° 29.64 29.6365 0.0118
S40 27.44 27.4409 0.0033
B 16.01 16.0142 0.0262
S10 18.69 18.6777 0.0658
S20 | 100 °C 19.87 19.8523 0.0891
S30° 213 21.303 0.0141
S40 19.42 19.4027 0.0891

Note. * Indicates samples used for model testing.

NN validation (effect of 10-minute thermal
aging). Table 3 summarizes the DS results for the studied
samples. Again, the NN model was trained on four
samples and tested on the fifth. The prediction error
ranged from 0.0015 % (S10 at 25 °C) to 0.1448 % (S40 at
100 °C), validating the model's reliability.

Table 3
Experimental and NN results for the dielectric strength of
SiR-based composite samples (effect of 10-minute thermal aging)

Dielectric strength, kV/mm
Sample| T, °C |Experimental .NN. Error, %
results estimations
B 26.32 26.3148 0.0198
S10 27.23 27.2296 0.0015
S20 | 25°C 32.01 32.0112 0.0037
S30° 33.65 33.6472 0.0083
S40 30.59 30.5911 0.0036
B 24.03 24.018 0.0499
S10 25.27 25.2658 0.0166
S20 | 60°C 29.67 29.7121 0.1419
S30°7 31.28 31.2765 0.0112
S40 28.09 28.0675 0.0801
B 20.01 20.0075 0.0125
S10 19.84 19.8314 0.0433
S20 | 80°C 24.88 24.8847 0.0189
S30°7 27.09 27.0826 0.0273
S40 24.02 24.0321 0.0504
B 12.54 12.5411 0.0088
S10 16.23 16.2272 0.0173
S20 | 100 °C 17 17.012 0.0706
S30°7 19.06 19.0562 0.0199
S40 15.88 15.857 0.1448

Note: * Indicates samples used for model testing.

NN validation (effect of 20-minute thermal
aging). Table 4 presents the NN prediction results for the
DS of the studied samples subjected to 20-minute thermal
aging at various temperatures.

Table 4
Experimental and NN results for the dielectric strength of
SiR-based composite samples (effect of 20-minute thermal aging)

Dielectric strength, kV/mm
Sample| T, °C |Experimental .NN. Error, %
results estimations
B 25.01 25.012 0.0080
S10 26.1 26.1014 0.0054
S20 | 25°C 30.5 30.521 0.0689
S30° 32.39 32.387 0.0093
S40 29.37 29.371 0.0034
B 20.44 20.438 0.0098
S10 21.19 21.1903 0.0014
S20 | 60°C 25.47 254712 0.0047
S30" 27.77 27.772 0.0072
S40 24.78 24.7835 0.0141
B 15.01 15.013 0.0200
S10 18.89 18.8874 0.0138
S20 | 80°C 19.78 19.7801 0.0005
S30° 21.66 21.6622 0.0102
S40 18.27 18.266 0.0219
B 10 10.0034 0.0340
S10 14.02 14.0201 0.0007
S20 | 100 °C 15.49 15.4912 0.0077
S30°7 17.62 17.622 0.0114
S40 14.36 14.3613 0.0091

Note: * Indicates samples used for model testing.

The trained NN model effectively estimated the DS
values, with prediction errors ranging from 0.0005 % (S20 at
80 °C) t0 0.0689 % (S20 at 25 °C).

NN validation (effect of 30-minute thermal
aging). Finally, Table 5 summarizes the performance of the
NN model in predicting the DS of samples subjected to 30-
minute thermal aging. The model demonstrated high
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predictive accuracy, with errors ranging from 0.0015 % for
sample S20 at 25 °C to 1.0988 % for sample B at 100 °C.
Table 5
Experimental and NN results for the dielectric strength of
SiR-based composite samples (effect of 30-minute thermal aging)

Dielectric strength, kV/mm
Sample| T, °C |Experimental .NN‘ Error, %
results estimations

B 21.52 21.5204 0.0019
S10 22.44 22.4411 0.0049
S20 | 25°C 26.59 26.5904 0.0015
S30° 29 29.0031 0.0107
S40 25.09 25.085 0.0199

B 16 16.0012 0.0075
S10 20.11 20.101 0.0448
S20 | 60°C 21.13 21.1364 0.0303
S30° 23.09 23.0881 0.0082
S40 20.45 20.285 0.8068

B 14 14.152 1.0857
S10 17.77 17.7864 0.0923
S20 | 80°C 18.59 18.48 0.5917
S307 20.59 20.5865 0.0170
S40 17.3 17.3021 0.0121

B 9.11 9.2101 1.0988
S10 13 13.001 0.0077
S20 | 100 °C 14.61 14.6082 0.0123
S30° 16.64 16.5723 0.4069
S40 13.43 13.425 0.0372

Note: * Indicates samples used for model testing.
Conclusions.

1. Experimental studies conducted at four temperature
levels (25 °C, 60 °C, 80 °C, and 100 °C) revealed an
enhancement in the dielectric strength of the silicone
rubber (SiR)-based composites filled with micron-sized
silicon dioxide (SiO,) particles, in comparison to the
unfilled (pure) SiR sample.

2. The optimal dielectric strength was observed at a
filler concentration of 30 wt %. Beyond this
concentration, the dielectric strength declined, possibly
due to the formation of conduction channels between
filler particles within the SiR matrix.

3. The neural network technique accurately predicted
the dielectric strength of SiR insulation filled with
micron-sized silicon dioxide. This approach significantly
reduced the costs associated with extensive testing and
material procurement.
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KOeinei

AHJIPIEHKO IIETPO IMUTPOBHUY

(1o 85-piyust 3 THSI HAPOPKEHHS )

JlokTop TexHiYHMX HayK, mpodecop, 3aciIyKeHUi
puHaximHUK YPCP, akamemik TpancmopTHOI akamemii
HayK YKpaiHu, 3aBimgyBad kadenpu «EnxekTpudHi Ta enex-
TpoHHI anaparu» HarioHanbHOro yHiBepcurery «3amopi-
3bKa MoJiTexHikay AnapieHko Ilerpo JIMuTpoBHY Hapo-
nmuBcst 26 kBiTHS 1940 p. B . XaHKeH-
KOBO JIOHEIBKOi 00J1acTi.

B 1962 p. Ilerpo [ImutpoBuu 3a-
kinunB OpecbKHUi IOJITEXHIYHUN 1H-
CTUTYT, €JIEKTPOTEXHIUHMH (aKyjbTeT,
a B 1967 poui — ¢dakynbreTr «ABTOMa-
THKH 1 TeJleMeXaHikn». MoJoanii cre-
miamict OyB po3MOIiUIeHUI Ha POOOTY Y
Bcecoro3nmii iHCTUTYT TpaHCHOpPMATO-
pobynyBanust (BIT) y M. 3anopixoks.
IIpamtoBaB iHXeHEpOM B OIOpPO €JIEKT-
POIIPHUBOLY, PO3POOIISAB PUBOA MEPILOT
B CPCP aBTOMaTW4HOi JiHIT PO3KpPOIO
PYJIOHHOI eJeKTpOTeXHiYHOi crami. Y
1964 p. nepeiimoB Ha pobory B CKbB
HAITiBITPOBIIHUKOBOI TEXHIKH, ITEPETBO-
pene B H/II «IleperBoproBau», Ha Mo-
caJly CTaplIoro imxeHepa jabopaTopii
TUPHUCTOPHUX arperaris.

3 1965 mo 2008 pp. mpOWIIOB HIISAX Bif CTapIIOrO
IMmKeHepa, KepiBHHKa TPYIH, HadalbHUKa JabopaTopii,
BIJIITY, 10 3aCTYIHHKA JUpeKTopa Bcecoro3noro Hayko-
BO-JIOCJIIZIHOTO IHCTUTYTY, 3rOJIOM — JUpPEKTOpa YKpaiH-
CBKOTO IHCTUTYTY cuiioBoi enekrpoHiku BAT H/I «Ile-
perBoproBau». [lin Horo kepiBHMUTBOM i 3 Oe3mocepen-
HBOI y4acTio Oynu cTBopeHi HaioOumsim B CPCP cepii
THUPUCTOPHUX arperariB mnoctiiHoro crpymy tumy AT,
ATP, ATB mnoryxnicrio no 1000 kBrt, d9actoTHO-
peryiboBani enektporpuBogu cepii EKT, OKTP, OKT-1
moTy>xHicTio 10 500 kBT.

OTpuMaHi pe3yNbTaTH I Yac PO3POOKH BHUPOOIB
HOBOI TEXHIKA 3T0JOM CTaJIM OCHOBOIO HOr0 KaHINIATCh-
Koi mucepraiii «3aXucT PeBEpPCUBHUX TUPUCTOPHUX arpe-
rartiBy, Ky BiH ycrimiHo 3axuctuB y 1971 p. B Onecbko-
MYy TMOJITEXHIYHOMY IHCTHTYTI, a Mi3HilIe 1 JOKTOPCHKOI
nucepranii « TUPUCTOPHI MEPEeTBOPIOBaYi YacTOTH 3 aB-
TOHOMHHMM 1HBEPTOPOM JJIsl E€JIEKTPOIIPUBOY», 3aXHUCT
kol BinOyBcst B [HcTuTyTi enekrponmnamikn HAH Ykpa-
iHn y 1990 p.

3a mepiox HeszajexHOCTI YKpaiHM mmij HOro Kepis-
HUNTBOM Oyjia CTBOpPEHA HU3Ka HOBUX THUIIIB IIEPETBOPIO-
BaYiB: [UIA MariCTPaIbHOTO aMiakompoBoay «TomparTi —
Opneca» motyxHicTio 2000 kBT, 6 KB; 115 TATOBOI €MIeKT-
pornepenadi 3MIHHOTO CTPyMy MEpILIOr0 YKpaiHCHKOTO
mm3enb-nioizga tumy JEJI-02, enextpoBoza BJI-40V,
€JIEKTPOIIOI3/IIB, /JIsl POl yKpaTHChKOI BITPOYCTaHOB-
KU 3 aepoJMHaMi4HOI0 MyJbTuiLtikauiero tumy TI'-1000,
TI-750.

Amnppienko I1.JI. € aBropom mnonan 200 HaykoBHX
Tpanpb, y ToMy 4ucii 3 MoHorpadii, 3 HaBJaJIbHUX 1OCi0-
HuKa, moHax 100 aBTOPCHKHUX CBiJIONTB Ta MATCHTIB.

Y 1990 p Angpienko I1.[1. 6yB ynocToeHuii 3BaHHS
«3acmyxeHnii BUHaXigHUK YPCP».

Benmky yBary mpuminse miarorosmi kaapis. Ilix #o-
T0 KepiBHUIITBOM 3aXHIIEHO 2 JOKTOPChKi Ta 10 xaHmu-
nmatcekux muceptaniid. 3 1980 p. mo 2011 p. [erpo Amu-
TPOBHMY TpAIlOBaB IOIEHTOM, & MOTIM MpodecopoM y
3HTY (3a cymicuaunreom). 3 2011 p. no tenepiuiHiii yac e
3aBigyBaueM Kadenpu «Emextpuuni i
eJIeKTPOHHI amapaTi» HarioHaibHOTO
YHIBEpPCUTETY «3aropi3bka MOJITeXHi-
kay. [lig #oro kepiBHUITBOM Ha Kade-
Jpi aKTUBHO BIPOBAIKYIOTbCS y Ha-
BUYAJIBHUI TPOIIEC HOBI MeToad 1 (op-
MH HaBYaHHA: TexHoiorii 3D apyky,
HaBYaHHS AHIJIIFCBKOI0 MOBOIO, Opra-
HI30BaHO  CTYIGHTCbKE  HayKOBO-
KOHCTPYKTOPCHKE 6ropo, HOBHH
KOMII'IOTepPHHH KJac IV MiATOTOBKH
MarictpiB Ta acmipanTie. B 2023 p.
BiOyBCsl mepiuuii Habip CTYIEHTIB 3a
crenianbHicTIO « EIeKTpoHiKay.

IIpodecop  Auapienko  IL.J.
HEOHOPa30BO OyB WIECHOM CIIeIiaji3o-
BaHMX BYCHUX DaJ i3 3aXHCTy KaHIHU-
JIATCBKUX 1 JOKTOPCHKHX JWCEPTALlii.
Bin € umenoMm penkorerii HayKoBHX XypHaliB «Emekr-
pOTexXHiKa 1 eleKTpoeHepreTnka», «[IpuKiIagHi acmeKTH
iH(pOpMAIIfHNX TEXHONOTi» Ta «BicHUK cydJacHHX iH-
dhopMarliifHuX TEXHOJIOTIi». 3aiiMarOYuCh IMeAaroriyHoO0
JUSUTBHICTIO, BIH HE IEepepuBaB CBOEI  HAYKOBO-
NPaKTHYHOI JiSUTBHOCTI, OyAydYd MEpIIUM 3acTyITHUKOM
reHepangbHoro aupekropa 3 Hayku TOB «HJI Ileperso-
proBau», KEPIBHUKOM YKPaiHCBKOTO TEXHIYHOTO KOMITETY
TK 31 «CunoBa enexTpoHiKay.

3a IIaHy HAYKOBO-TEXHIYHY, HEAAroridHy, rpoMaj-
CbKy poboty Annpienko I1.JI. HaropomkeHH opaeHaMu:
«TpymoBoro Yepsonoro Ipamopa» (1981 p), «3a 3acmyrm»
II crymrens (1998 p), «3a 3aciayru nepex 3amopi3bKiM Kpa-
em» III crymens (2015 p), ta Il crynens (2020 p.), Menamto
«Berepan mparii». HaropomkeHuii MOYeCHUMH rpaMOTaMHt
3amnopizbkoi 00JacHOI paIy Ta 00JaAMiHICTPAILTil.

B 2023 p. npusHaueHo A0BiYHO ctuneHairo Kabine-
Ty MiHicTpiB YKpaiHu 3a BUIATHI 3aciyru y chepi BUIIOT
OCBITH Ta HAyKOBO — I€Aarori4Hoi AisIIbHOCTI.

Iupoko BimoMi H#OTo0 0COOHCTI MIOJCHKI SIKOCTI, 10
MOETHYIOTh BUMOTIIUBICTD 1 TPUHIIMITOBICTh KEPIBHUKA 3
TOJIEPAHTHICTIO Ta BHCOKOIO MOPSITHICTIO, HE3MIHHY Hay-
KOBY KyJBTYPY 1 TaKT 3 BMIHHSAM BiJICTOFOBaTH CBOi Hay-
KOBI TIOTJISIM 1 )KUTTEBI IIIHHOCTI.

Pekropart, enextporexHiuHmii Qaxyiprer HarrioHa-
JBHOTO YHIBEPCUTETY «3aropi3bka MOJITEXHIKa», KOJIEK-
TuB Kadenpu «EJeKTpUUHi 1 €IEKTPOHHI amapaTh» IUpo
Bitatoth [letpa /IMuTpoBHYa 3 IOBiNeeM, 3MYaTh HOMy
MIIIHOTO 3/I0pOB’Sl, TOJANIBIINX TBOPYMX YCIIXiB y HOTrO
OaraTorpaHHii Ta IUIAHINA HAYKOBIH 1 MmeAarorivuHid mis-
npHOCTI. Hexail mons muie MilHe 370pOB’Sl Ta TapHHA
HacTpill Ha JIOBTI JiTa, a Bipa, Hafid 1 1I000B OyAyTh Bip-
HUMH CYIIyTHHKAMH Ha )KUTTEBOMY IUIAXY.

Penakuiiina koserist )xypHany «EnekrpoTexHika i ene-
KTpOMEXaHiKay MPUEIHYETHCS 10 IUX IUPIX M00aKaHb.
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KNUPHUJIEHKO OJIEKCAHAP BACUJIBOBHUY

(1o 75-pivus 3 THSI HAPOPKEHHS )

Hupexrop [acTuTyTY enexrpomunamika HAH Ykpainm,
JOKTOpP TEXHIYHMX HayK, rpodecop, akamemik HAH Yxpaian
O.B. Kupunrenko Hapoauscs 20 tpasHs 1950 p. ¥V 1973 p.
3akinuuB KuiBcbkuil nmonitexHivnuii incturyt (Huni HTY
Vxpaiau «KIII im. 1. Cikopcbkoro») 3a (axom iHKeHep-
enektpuk. Y mepiog 1973-1975 pp.
npamoBaB Ha kadeapi «Enexrpuuni
Mmepexi ta cuctremn» KIII. [Tounnaroun
3 1975 p. i norenep Onekcannp Bacu-
JILOBUY IIPaIfoe B IHCTHUTYTI eneKTpo-
muHamikn HAH Ykpainu, B pizHi nepi-
oIM OOIMMAaroYM IOCaIy: MOJIOJIIIOTO
HAyKOBOTO CIiBpOOITHHKA, 3aBimyBada
nmabopatopii, 3aBigyBada BiAmiTy, BUe-
HOTO CeKpeTaps IHCTUTYTY, 3aCTyITHHKa
JIUPEKTOpa iHCTUTYTY 3 HayKOBOI pobo-
TH, a 3 2007 p. — aupexropa IHCTHTYTY
enextpoauHamiku HAH Ykpainu.

HaykoBuii  cTymiHp Kanauaarta
TEeXHIYHMX Hayk orpumaB y 1981 p.,
3BaHHs CTapIIOro HayKOBOT'O CHIiBpOOi-
THUKa — y 1986 p., JOKTOPCBKY JAMCEpTaLil0 3aXUCTUB
y 1993 p., 3BaHHA mpodecopa orpumaB y 1996 p.,
wreHoM-KopectioHneHToM HAH VYkpainun Oy oOpanuit
y 1997 p., a akagemikom HAH Vxpainu — y 2006 p.

Kupmnenko Onexcannp BacumboBua — Bimomwmid
BUCHHH 5K B YKpaiHU, TaK i 3a ii Me:KaMu 3aBISIKH CBOTM
npamsM y rajiy3i eJeKTPOSHEpreTHKH, L0 II0B’s3aHi 3
MJBUIICHHAM HaIiHHOCTI Ta e(eKTHUBHOCTI (PyHKIIOHY-
BaHHS €JIEKTPOCHEPreTHYHUX 00’ €KTIB Ta CHCTEM, PO3PO-
OKOI0 METO/IB MOJICIIOBaHHS ENEKTPUYHHX MEpEeK Ta
eeKTPOeHepreTHIHNX 00’ ekTiB. Moro pi3Ho6iuHi mocmi-
JUKEHHSI TIporeciB (YHKIIOHYBaHHS EIEKTPOCHEPTeTHY-
HUX CHCTEM 3a0e3Neumsii PO3BUTOK TeOpil CTBOPEHHs
CHCTEM KEpyBaHHS TAKUMH IPOLECaMH, IO3BOJMIN 3a-
MIPOTIOHYBATH MPHUHITUITH, METOIH ITOOYIOBH BiAIIOBITHUX
iHTerpoBaHuX iH(OpMaLiHO-yIIPABISIOYMX CHCTEM Ta
IXHIX CJIEMCHTIB 1 CTBOPUTH BIAIMOBIIHI amaparHi Ta mpo-
rpaMHi 3acobn. HuM 3amporoHOBaHO HOBI MiIXOAH MO
MoOYZ0BH CHUCTEM KOHTPOJIIO Ta JIarHOCTHKU B €JIEKTPO-
CHEPreTHUIli, BUPINICHO NHUTaHHS 3a0e3MeYeHHS IXHBOT
HaJIHHOCTI Ta BIIMOBOCTIMKOCTI, TOYHOCTI Ta IIBHIKOMIT,
JOCIIIZPKEHO OCOOJMBOCTI (opMatizaiii Ta po3B’si3aHHS
3a/a4 MmapaMeTpUYHOI ONTHMI3allii aHAJOrOBUX €JICMEH-
TiB Ta IPUCTPOIB aBTOMATHKU €IEKTPOCHEPIeTHYHHUX CH-
creM. Po3BHHYTO Teopii aHamizy Ta onTUMi3auii NepBUH-
HUX IIEPETBOPIOBAYIB CTPyMy, 110 NMpU3HAYEHI JuId pobo-
TH 31 CTaOUIBHUMHU BEJIMYMHAMH ITOXHOOK B YCTaJICHHUX Ta
MEePexXiTHNX peKuMax pPOOOTH, 3aIPONOHOBAHO METOIU
BiZIHOBJICHHS CUTHAITy B TAKUX IPUCTPOSIX.

CpOroiHi HUM PO3pPOOIIIETHCS KOHIIETILIS Ta METOO-
JIOTist o0y 10BU IHTErpoBaHHX iH(popMaLiiHO-
YIPABISIIOUMX CHCTEM MOTY)XHHX eJIEKTPOCHEPreTHYHNX
00’€KTIB CHCTEMHOTO 3HAYEHHSl SK CKJIAJIOBUX CHUCTEMHU
KepyBaHHS (DyHKIIOHYBaHHSM EJIEKTPOCHEPTETUYHHUX CHC-
TeM. B nanmii vac Onexcanap BacuimboBuu akTHBHO Ipa-
LIOE HaJ PO3BUTKOM Teopii MOOYIOBH IHTEIEKTYabHUX
IH(pOPMAITIHHO-KEPYIOUNX CHUCTEM B EJICKTPOCHEPreTHII],

OpIEHTOBaHHMX HA peai3alil0 OCHOBHHX ITOJIOKEHb KOH-
nenmii Smart Grid, TpuAinAOYA 3HAYHY yBary HayKOBO-
TEXHIYHIM MUTAaHHAM 3a0e3rmedeHHs e(peKTUBHOCTI iHHO-
BaIlifHOTO PO3BUTKY Ta KEPOBAHOCTI 00’€THAHOI EJEKT-
poeneprernynoi cuctemu (OEC) Vkpainu 3a yMOB BIIpo-
B KCHHSI HOBOI MOJIEJNIl PHHKY ENIEKT-
pOeHeprii, 3pOCTaHHs YacTKH BiTHOB-
JIIOBAaHUX JDKEpeN eHeprii B CTPYKTypi
il TeHepylYnX MOTY>KHOCTEH, CHHXPO-
HHO1 podotn OEC VYkpainu 3 ENTSO-
E. Hum 3acHoBaHa HaykoBa IIKOJa 3
MOJICTIIOBAHHS PEXHMIB EIEKTPOSHEp-
TeTUYHUX 00’ €KTIB Ta CTBOPEHHS iHTe-
JEKTYaTbHUX 1H()OPMAIIITHO-KEPYIOIUX
CHCTEM.

Pesymprat = HaykoBHX  poOiT
Kupunenka O.B. BHCBITICHO B 4mc-
neHHUX myOmikauisx (monax 300),
cepen skux — moHaa 20 MoHorpadii,
5 HaBYaJbHUX IOCIOHMKIB Ta MiAPYyd-
HUKIB.

Onexcanp BacuiboBHY YCIIIIIHO MOETHYE HAYKOBY,
opraizaiiiiHy, NeJaroriuHy Ta TPOMaJChKY MisUIbHICT.
3a ocranHi poku mmim kepiBuunreom O.B. Kupuienko
MiATOTOBIIEHO 3 JOKTOpH Ta 11 KaHAMIATIB TEXHIYHUX
HaykK. BiH € akazemikom-cexperapem Bigninenus ¢izuko-
TeXHIYHUX mpobsiem eneprerukn HAH Ykpainu, odoioe
eKCIIEpPTHY pajy 3 eIEeKTPOTEXHIKH Ta eHepreTuku Jlema-
prameHty arecrauii HaykoBux kajapiB MOH VYkpainu Ta
TEeXHIYHMH KomiTeT 3i cranmaptuzauii «KepyBaHHs
S€HePreTHYHUMH CHCTEMaMH Ta IOB’s3aHi 3 HAM IIPOIECH
inpopmariitaoi B3aemoxii» (TK 162), xoauts 10 cknamy
Crewiali3oBaHoi BYEHOT pagd 3 3aXUCTy IOKTOPCHKUX
JUCepTalil, peaKoerii 0araTbox (axoBUX MEPIOAMIHIX
BU/IaHb.

HaykoBi gocsTHeHHsT 1 TpoMajchKa MisTIBHICTD
O.B. Kupunenka Bif3HaueHa AEpKABHUMH TIPEMisSMH Ta
Haropomamu: 1983 p. — menammtro Akanemii Hayk YPCP ta
NPEMIEF0 TSl MOJIOAUX BueHuX; 1988 p. — 3o10T0I0 Menan-
a0 BIHI' CPCP; 1995 p. — npemieto im. C.O. Jlebenesa
HAH VYxkpainn; 1999 p. — nep>kaBHOIO npeMiero YKpaiHu
B rajly3i HayKH 1 TeXHIKH 32 poOoTy «Po3pobka HayKOBHX
OCHOB Ta 3ac00IB MiIBUIIECHHS €HEPreTUUHOI e(PeKTHUBHO-
CTi Ta IX BIPOBa/PKEHHS Y CHCTEMaX YIPaBIiHHS IMOCTa-
YaHHSIM 1 BUKOPHCTAHHSM €JEKTPOEHEpTrii, IPHPOIHOTO
ra3y Ta temay; 2008 p. — MpHCBOEHO 3BaHHA «3aciyKe-
HUH Jisi9 HAyKW 1 TexHikn Ykpaiam»; 2009 p. — mpucsoe-
HO 3BaHHA Jaypeara «Jlizep NHaJMBHO-€HEPTETUYHOTO
komiutiekcy-2009» y HomiHauii «Buenuii»; 2020 p. — Ha-
TOPOIKEHUH OpAECHOM KHs13s1 SpocnaBa Myaporo V cr.

Pexropar Ta xonektuB HTY «XIIl» mupo Bitae
Onekcannpa BacunboBuya 3 1oBijeeMm, Oaxkae MIIHOTO
3JIOpPOB’sI, MIACTS, YCHIXiB Ta HATXHEHHS y HOTO IOJalb-
I HAYKOBIiH MisUTBHOCTI.

Penakuiitna koserisi xypHany «Enekrporexsika i
CJICKTPOMEXaHiKa» MNPUEAHYETbCA 10 LUX IIUPUX
moOaxXaHsb.

Enexkmpomexnika i Enexmpomexanixa, 2025, Ne 3
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