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Electromechanical processes during the start of induction-type magnetic levitation 
 

Purpose. A study of induction-type magnetic levitation by determining the electromechanical processes that occur when a stationary 
inductor is connected to an alternating voltage source and the levitation of an anchor made in the form of a multi-turn short-
circuited winding with an attached load. Methodology. Using a mathematical model describing an inductor and an anchor with 
concentrated parameters, solutions are presented for equations describing the interconnected electrical, magnetic, mechanical and 
thermal processes that occur in induction-type magnetic levitation. Results. The influence of the frequency of the alternating current 
source on the electromechanical processes of levitation, which occur at different parameters of the anchor, is established. Due to the 
phase delay of the induced anchor current in relation to the inductor current, an electrodynamic force directed downwards arises at 
certain moments of their period. The total force acting on the anchor, due to the electrodynamic component, is of an alternating 
nature with a predominance of the positive, upwardly directed component, which causes pulsations of the anchor speed. Originality. 
The force acting on the anchor due to the electrodynamic component is of an alternating nature with the positive component directed 
upwards dominating. The resulting oscillatory damping mechanical process occurs with an increase in the oscillation period and a 
decrease in its amplitude. Practical value. It has been established that the maximum value of the lifting force acting on the anchor is 
achieved at an alternating current frequency in the range from 75 to 125 Hz, and the highest value of the steady-state levitation 
height is realized for an anchor similar to an inductor at a frequency of 75 Hz. References 37, figures 6. 
Key words: magnetic levitation of induction type, mathematical model, experimental test, starting electromechanical 
characteristics, oscillatory electromechanical process. 
 

Мета. Дослідження магнітної левітації індукційного типу шляхом визначення електромеханічних процесів, що виникають при 
підключенні нерухомого індуктора до джерела змінної напруги та левітації якоря виконаного у вигляді багатовиткової 
короткозамкненої обмотки з приєднаним навантаженням. Методологія. За допомогою математичної моделі, яка описує 
індуктор та якір із зосередженими параметрами, представлені рішення рівнянь, що описують взаємопов’язані електричні, 
магнітні, механічні та теплові процеси, що виникають у магнітній левітації індукційного типу. Результати. Встановлено 
вплив частоти джерела змінного струму на електромеханічні процеси левітації, що виникають за різних параметрів якоря. 
Через фазову затримку індукованого струму якоря по відношенню до струму індуктора в певні моменти їх періоду виникає 
електродинамічна сила спрямована вниз. Сумарна сила, що діє на якір, через електродинамічний складник, носить 
знакозмінний характер з переважанням позитивної, спрямованої вгору складової, що обумовлює пульсації швидкості якоря. 
Оригінальність. Діюча на якір сила через електродинамічну складову носить знакозмінний характер з переважанням 
позитивної, спрямованої вгору складової. Виникаючий при цьому коливально загасаючий механічний процес відбувається зі 
збільшенням періоду коливань та зменшенням його амплітуди. Практична цінність. Встановлено, що максимальна підйомна 
сила, що діє на якір, досягається при частоті змінного струму в діапазоні від 75 до 125 Гц, а найбільша висота левітації, що 
встановилася, реалізується для якоря, аналогічного індуктору, при частоті 75 Гц. Бібл. 37, рис. 6. 
Ключові слова: магнітна левітація індукційного типу, математична модель, експериментальне випробування, пускові 
електромеханічні характеристики, коливальний електромеханічний процес. 
 

Introduction. Magnetic levitation allows for 
qualitative improvement of existing technologies and 
finds application in transport, aerospace, chemical, 
biomedical engineering and other fields of science and 
technology. High-speed trains have been created on the 
basis of magnetic levitation and contactless suspension of 
aircraft models in wind tunnels is provided [1]. It helps 
circulate blood in the human chest, is used in the 
production of integrated circuits, measures dimensions 
with subatomic resolution, is involved in plasma research, 
melts and mixes chemically active high-temperature 
metals, simulates the sense of touch in tactile systems, 
cools laptops, enriches uranium and isotopes in 
centrifuges, stores energy in rotating flywheels, and 
powers rotors in machines [2]. Levitating micro-actuators 
eliminate the mechanical connection between fixed and 
moving parts, ensuring that inertial forces dominate over 
frictional forces [3]. Based on magnetic levitation, 
electromagnetic energy sources driven by motion are 
being developed, which are used for autonomous power 
supply of various high-tech devices, such as remote 
sensors, wearable devices, biomedical implants, etc. [4]. 

Features of the application of magnetic levitation. 
Magnetic levitation is used in actuators, accelerometers, 
gyroscopes, magnetic bearings, dampers, etc. It is used to 
stabilize and control sea vessels, spacecraft, and other 
critical objects. 

In micro-drives, magnetic levitation not only 
eliminates friction, but also essentially creates a built-in 
micro-sensor with a long service life [3]. Levitating 
micro-actuators can operate in harsh conditions (with 
increased vibration and temperature, in a chemically 
aggressive environment, etc.), preventing contact of the 
micro-object with surfaces. They are used as sensors, 
motors, switches, accelerators, particle traps, conveyors, 
bearings, etc.) [3]. The micro-actuator allows for the 
implementation of a combination of induction-type 
magnetic levitation and an electrostatic actuator [5]. The 
mathematical model of the said levitation considers a 
conducting disk located between two circular currents. 
Such a model takes into account two degrees of freedom, 
allowing for the evaluation of static displacement and 
suspension stability. 

Magnetic levitation is used to stabilize and stabilize 
a vessel, to reduce vibration and noise [6]. For these 
purposes, the accelerations of the stator and the stabilizing 
mass block were measured when the excitation winding 
was supplied with a sinusoidal voltage of 0–500 Hz. 

The contactless magnetically stabilized spacecraft 
provides increased reliability and more precise control in a 
six-degree-of-freedom system [7]. Control of the excitation 
current of the contactless ring electromagnetic drive 
directly affects its orientation characteristics. Magnetic 
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bearings are used for the inertial drive of the spacecraft, 
and active control is used to eliminate unbalanced vibration 
in the magnetic levitation system [8]. 

The dual-hinged gyroscope of the magnetic 
levitation spacecraft provides position determination and 
position control [9]. The dual-axis angular velocity of the 
spacecraft is determined from control signals in the active 
magnetic suspension control system for the high-speed 
rotor. The angular velocity of the magnetic levitation 
gyroscope is measured by determining the current and 
noise of the tilt signal on the orientation accuracy of the 
spacecraft [10]. 

Magnetic levitation is used for magnetic bearings 
and dampers because they are stable and easy to use at 
both low and medium speeds. The magnetic damper 
reduces vibrations and noise in devices [11], and the 
active magnetic bearing suppresses disturbances in the 
control system and displacement vibrations [12]. 

The three-magnetic bearing platform provides drive 
weight compensation with ultra-precise installation, long 
stroke and high acceleration [13]. It uses magnetic bearings 
to provide lifting force and in-plane torque. Magnetic 
levitation can be effectively used in high-precision 
gravimeters to reduce autoseismic vibrations [14, 15]. 

A miniature rotating gyroscope is described in [16] in 
which a 0.5 mm thick aluminum rotor levitates and rotates 
relative to a flat coil. When high-frequency alternating 
current with temporal and spatial phase distribution is 
applied to the coil, the rotor rotates. Two internal 
conductors provide levitation, and the outer conductor 
provides lateral stability, preventing the rotor from sliding 
sideways. When tested for 200 hours, the micromotors 
remained operational at high current densities and elevated 
temperatures, showing no signs of degradation. 

A promising direction of magnetic levitation is 
medicine. For a disposable extracorporeal system, a 
magnetically levitating centrifugal pump has been 
developed that provides blood circulation [17]. Such a 
pump, with high productivity, eliminates mechanical 
contact with the impeller, reduces heating and reduces 
blood trauma, preventing the formation of blood clots. 

However, in a magnetic levitation system there is a 
problem of stabilizing suspended bodies. The stability of 
the system is affected by the mechanical interface 
between the levitation object and the loaded device, and 
self-exciting vibration occurs during operation. To study 
the effect of the gap size on the mechanical behavior of 
the system, a coupled electromagnetic-mechanical model 
with lumped parameters was considered in [18]. It was 
found that with a decrease in the gap size, the vibration 
frequency increases. 

In [19], the dynamic electromagnetic characteristics 
of an electrodynamic levitation system with permanent 
magnets are investigated. The test setup is used to 
determine the speed characteristics, lateral stability and 
vertical vibration. A massive object is suspended in the air 
at a height of 30 mm [20]. Levitation can also be realized 
with a small gap, for example, at a distance of up to 5 mm 
between two ferromagnetic cores [21]. 

Of particular interest is magnetic levitation of the 
induction type (MLIT), which does not require either 
permanent or superconducting magnets. In it, the height 

of the suspension of the conductive anchor can be easily 
changed by regulating the alternating current feeding the 
inductor. Such levitation can be implemented in various 
devices in the presence of an electrically conductive 
element that is subject to an alternating or series of 
magnetic field pulses [22, 23]. 

In the work [24] an electromechanical model of the 
MLIT of a conductive anchor in the form of a ring is 
constructed and investigated. The equilibrium positions of 
the levitating ring are determined, the stability is 
investigated and an expression for the rigidity of the 
suspension is obtained. 

To stabilize the MLIT, a magnetic resonance 
connection is used between a stationary inductor and a 
levitating multi-turn anchor [25]. To calculate such a 
suspension, analytical solutions of equivalent circuits 
were used, on the basis of which the currents in the 
inductor and anchor, forces relative to the gap size and the 
applied frequency of the alternating voltage were 
considered. Experimental and theoretical results show that 
positive rigidity is possible, which is necessary for self-
stabilization of the magnetic suspension. 

The MLIT allows energy to be transferred to a 
levitated object even if there is a large gap between the 
inductor and the anchor. Magnetically coupled circuits 
have two resonant frequencies, the attractive force is 
generated at a lower resonant frequency, and the repulsive 
force is generated at a higher resonant frequency [25]. 
The damping characteristics and the rigidity of the 
suspension depend on the size of the gap, the amplitude 
and frequency of the alternating voltage source. 

One of the effective MLIT devices is the Thomson’s 
Jumping Ring, which consists of a fixed inductor in the 
form of a multi-turn coil and a vertically located 
ferromagnetic core in the form of a steel rod that protrudes 
beyond the upper limit of the coil [26]. When alternating 
current is applied to the inductor, the conductive anchor, in 
the form of a thin ring placed on a ferromagnetic core, 
jumps to a certain height, after which it is held in a state of 
levitation relative to the coil. The Thomson apparatus was 
used to measure the phase delay of the current and force in 
the frequency range of 20–900 Hz [27]. Stroboscopic 
photographs of the jumping ring at room temperature and 
at liquid nitrogen temperature show that the jump height is 
determined by the time-averaged mechanism of the 
inductive phase delay. The stack of thin rings levitates at a 
higher altitude than a single ring because the inductive 
phase delay begins to dominate the parallel resistance of 
the combined rings. 

Based on the analytical model of Thomson’s 
apparatus, the dependences of the force acting on the ring 
on the phase, amplitude and frequency of the exciting 
current were established [28]. The theory of an ideal 
alternating current transformer is also used to calculate 
the parameters [29]. The electrodynamics of a levitating 
ring demonstrates a changing mutual inductance between 
the ring and the coil [30]. 

The dependences of the jump height of the ring on 
its material (copper and aluminum alloys), mass, 
temperature, and the number of rings of different heights 
were obtained [31]. The jump height increases and shifts 
to a lower optimal mass when the rings are cooled to a 
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temperature of 77 K. The throwing heights of brass, 
copper, and aluminum rings at room and nitrogen 
temperatures and different applied voltages were studied 
[32]. Synchronization of two rings of the Thomson 
apparatus, powered by alternating current, has found 
application in mobile robotics [2]. 

However, the existing Thomson devices 
implementing MLIT contain a ferromagnetic core 
protruding beyond the coil surface, which affects the 
design of the suspended object and introduces 
nonlinearity into the levitation process control system. 
Thomson devices were mainly used to study and 
demonstrate the effect of magnetic levitation without a 
load, and were not considered as a power suspension. 
This can also explain the design of the conductive anchor 
in the form of a ring, which is not advisable when feeding 
the inductor with high-frequency current. The height of 
the ring toss is mainly analyzed, while in the practical 
implementation of magnetic levitation, the size of the gap 
between the hovering anchor and the stator inductor and 
the time of the steady-state process are important. 

The aim of the article is to study magnetic levitation 
of the induction type by determining the 
electromechanical processes that occur when a stationary 
inductor is connected to a source of alternating voltage 
and the levitation of an anchor made in the form of a 
multi-turn short-circuited winding with an attached load.  

Mathematical model of MLIT. Let us consider 
electromechanical processes in a one-dimensional MLIT, 
in which a fixed inductor is connected to a high-frequency 
voltage source, and a coaxially mounted conductive anchor 
can move along only one spatial coordinate. The anchor is 
made in the form of a multi-turn short-circuited winding on 
which a load (an object being lifted) is installed. In this 
case, if the anchor is wound with a relatively thin wire, it is 
possible to analyze the influence of its height on the 
operation of MLIT, neglecting the skin effect. 

We will assume a strictly vertical movement of the 
anchor along the z axis relative to the stationary inductor. 
Let us consider a mathematical model of MLIT, in which 
the magnetic connection between the inductor and anchor 
changes. To describe MLIT processes, we will use 
electric circuits with concentrated parameters of the 
inductor and anchor, the active resistances of which 
depend on their heating temperature [33].  

Note that when magnetic levitation is started, the 
temperature of the active elements may not increase 
significantly, but in a steady state this temperature can 
significantly affect the nature of electromechanical 
processes. Therefore, we will consider a universal 
mathematical model that describes processes in different 
operating modes. 

To take into account the interconnected electrical, 
magnetic, mechanical and thermal processes, we will 
present the solutions of the equations describing these 
processes in a recurrent form [34]. Electrical processes in 
the active elements of the MLIT (inductor and anchor) 
can be described by a system of equations: 
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where n = 1, 2 are the indices of the inductor and anchor, 
respectively; M(z) is the mutual inductance between the 
active elements; vz is the velocity of the anchor along the z 
axis; u(t) = Umsin(t + u) is the voltage of the power 
source; in, Rn, Ln, Tn are the current, active resistance, 
inductance and temperature of the n-th active element, 
respectively. 

Using the relationships from work [35], the 
following expressions can be written for the currents of 
the active elements of the MLIT: 
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The magnitude of the anchor displacement together 
with the connected load relative to the inductor can be 
represented in the form of a recurrence relation [33]: 

 2
2

1 )()()( mmtttvthth akzkzkz   ,    (5) 

where  21 )()( mmttvtv akzkz    is the anchor 

speed together with load; )(125,0),( 22
2 kzeaaz tvDtzF   ; 

z

M
tititzF kkz d

d
)()(),( 21  is the instantaneous value of the 

axial electrodynamic force acting on the anchor; m2, ma – 
mass of the anchor and the attached load respectively; 
hz – magnitude of anchor displacement; a – density of the 
medium of movement; a – drag coefficient; De2 – outside 
diameter of the attached load. 
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The temperature of the n-th active element can be 
described by the recurrence relation [35]: 

   
 )(41)()( 22

01 kknkn tiTtTtT   

  


 122111)( inennenTnnn DDHDTR  ,             (6) 

where  11 )(25,0exp  nnnTnen TctD  ; Den, Din – 

the outer and inner diameters of the n-th active element, 
respectively; αTn, cn, n – heat transfer coefficient, heat 
capacity and density of the n-th element respectively. 

To calculate MLIT we use the following algorithm 
of cyclic action. We divide the working process into a 
number of numerically small time intervals t = tk+1 – tk, 
within which all values are considered constant. In each 
cycle, using the parameters calculated at time tk, as initial 
values, we calculate the parameters at time tk+1. In the 
calculation cycle, the values of currents in, temperatures 
Tn, resistances Rn(Tn) of active elements, values of axial 
electrodynamic force fz(z,t), velocity vz and displacement 
hz of the anchor, mutual inductance M(z) between active 
elements are successively calculated. 

To determine the currents on a numerically small 
calculation time interval Δt, we use linear equations with 
constant parameter values. We select the value of the 
calculation step Δt in such a way that it does not have a 
significant effect on the calculation results, while ensuring 
the necessary accuracy. 

Initial conditions of the mathematical model: in(0)=0; 
Tn(0)=T0 – current and temperature of the n-th active 
element, respectively; hz(0)=hz0 – distance between active 
elements; vz(0)=0 – armature speed along the z-axis; 
u(0) = Umsinu – voltage of the alternating current source. 

Main parameters of MLIT. Let us consider the 
electromechanical processes when starting magnetic 
levitation of the induction type, in which the inductor (n=1) 
and anchor (n=2) are made in the form of multi-turn disk 
windings. The active elements (inductor and anchor) are 
tightly wound with copper wire of diameter d0=0.9 mm. 
Their outer diameter Den=100 mm, and inner diameter 
Din =4 mm. The inductor has an axial height H1=10 mm 
and contains turns w1=480. 

The active elements are made in the form of massive 
disks by impregnation and subsequent hardening of epoxy 
resin. They are installed horizontally and coaxially so that 
the initial distance between them hz0=1 mm. The 
amplitude of the AC source voltage Um =100 V. The mass 
of the load connected to the anchor is ma =0.5 kg. 

Let us consider the influence of the anchor 
parameters and the frequency of the AC source f on the 
electromechanical processes that occur in the MLIT when 
the inductor is connected to the source. As anchor 
parameters we will use the number of turns w2 and the 
axial height H2. The change in the number of turns of the 
anchor w2 is carried out layer by layer, which 
proportionally changes its height H2. 

Let us consider electromechanical processes when 
using an anchor with the following parameters: number of 
turns w2=240, height H2=5 mm. Figure 1 shows the 
starting electromechanical characteristics of the MLIT at 
the initial interval of 0.1 s when an alternating voltage 
with a frequency of f=50 Hz is applied to the inductor. In 

this case, the anchor with the connected load makes a 
vertical jump from the initial position. The instantaneous 
values of the source voltage u, the current density in the 
inductor j1 and anchor j2, the axial force Fz, the vertical 
velocity vz and the displacement hz of the anchor are 
presented as characteristics. 

 
a 

 
b 

Fig. 1. Starting electromechanical characteristics of MLIT 
at source frequency f=50 Hz over a short interval 

 

The inductor current lags in phase with the source 
voltage, which is explained by the active-inductive nature 
of the inductor resistance. However, the phase delay of 
the induced anchor current with respect to the inductor 
current is more important, since due to this, at certain 
moments, the currents flow in one direction, which leads 
to the emergence of a braking electrodynamic force 
directed downwards. Note that the total force providing 
vertical movement of the anchor Fz also takes into 
account the gravity of the anchor and the load, as well as 
the aerodynamic resistance during movement. 

As a result, the force Fz, due to the electrodynamic 
component acting on the anchor, has an alternating 
character with the positive component directed upwards 
predominating. It should be noted that the effect of the 
occurrence of the alternating nature of the electrodynamic 
force acting on the moving anchor when an alternating 
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voltage is applied to the inductor was first described in the 
works of Ukrainian scientists in 1986 [36]. 

This character of the electrodynamic force causes the 
pulsations of the anchor speed vz. When the anchor with the 
load moves vertically relative to the inductor by a distance 
hz, the induction current of the anchor and the positive 
component of the force acting on it decrease. In this case, 
the force of gravity begins to prevail, as a result of which 
the anchor begins to descend. The resulting oscillatory 
damping mechanical process can be seen in Fig. 2.  

 
Fig. 2. Starting electromechanical characteristics of MLIT 

at source frequency f =50 Hz over an extended interval 
 

When the anchor moves away from the inductor by a 
distance hz, the upward component of the force Fz 
decreases, and when the anchor approaches the inductor, 
this force increases. Since when the anchor moves 
upward, the electrodynamic force and the force of gravity 
are directed oppositely, and when it falls, they are 
directed in agreement, the downward force Fz changes to 
a lesser extent than the force directed upward. 

Such an oscillatory electromechanical process 
occurs with an increase in the oscillation period and a 
decrease in its amplitude. The first oscillation period is 
0.17 s, the second – 0.2 s, etc. The greatest jump of the 
anchor with the attached load occurs initially to a height 
of hz=15.9 mm, after which it drops to hz=4.6 mm. Then 
the oscillation amplitude decreases and after about 1.0 s 
the oscillatory process practically fades out and the 
anchor with the attached load begins to stably levitate at a 
height of hz

*=8.6 mm relative to the inductor. 
When the inductor is connected to an alternating 

voltage source with a frequency of f =100 Hz, the 
electromechanical processes change as follows (Fig. 3). 
The current density in the inductor j1 decreases, which is 
explained by an increase in the inductor resistance, and 
the current density in the anchor j2 increases, which is 
explained by an increase in the frequency of the magnetic 
field from the inductor. 

As a result, the maximum electrodynamic force, and 
therefore the resulting lifting force Fz increases, which 
causes the first jump of the anchor to a greater height 
hz=22.7 mm. The period of mechanical oscillations is 
practically the same as when connecting the inductor to a 
voltage source with a frequency f=50 Hz, but with a 
greater amplitude. 

 
Fig. 3. Starting electromechanical characteristics of MLIT 

at source frequency f=100 Hz over a short interval 
 

The higher the anchor bounce, the smaller the value of 
the induced current in the anchor j2, and hence the value of 
the lifting force Fz (Fig. 4). Depending on the value of the 
anchor bounce relative to the inductor, the induced current in 
the anchor changes to a greater extent than in the inductor, 
and the electrodynamic force to an even greater extent. After 
approximately 1.0 s, the anchor together with the load 
levitate at a steady height hz

*=11 mm relative to the inductor. 
 
 

 
a 

 
b 

Fig. 4. Starting electromechanical characteristics of MLIT at 
source frequency f =100 Hz over an extended interval 
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The electromechanical parameters of the MLIT 
depend significantly on the anchor parameters and the 
frequency of the AC source voltage. 

Figure 5 shows the maximum values of the current 
density in the inductor j1m and anchor j2m, the force Fzm 
and the steady-state height of anchor levitation with load 
hz

* depending on the frequency of the source voltage f. 
These dependencies are constructed for different anchor 
parameters: the number of turns w2 and the 
corresponding height H2. Since the turns are laid in 
layers, then, for example, at w2=120, H2=2.5 mm, at 
w2=600, H2=12.5 mm. In this case, the anchor mass also 
naturally changes.  

With increasing source frequency f, the maximum 
current density in the inductor j1m decreases due to 
increasing inductive resistance. Moreover, the more turns 
in the anchor w2, the greater the value of j1m due to the 
inductive effect of the anchor on the inductor. 

With increasing source frequency f, the maximum 
current density in the anchor j2m changes ambiguously. 
This is due to two factors: increasing the frequency 
increases the EMF in the anchor, but the reduced inductor 
current excites a magnetic field of a smaller magnitude. In 
the range from 50 Hz, the value of j2m increases to a 
certain value, and then decreases with increasing 
frequency to 300 Hz. The fewer turns in the anchor, the 
higher the specified effect occurs at the higher source 
frequency. 

This explains the nature of the change in the 
maximum force Fzm, which has the greatest value at a 
frequency in the range of 75–125 Hz. The more turns 
of the armature winding w2, the greater the value of Fzm 
and is achieved at a lower frequency. After the specified 
maximum value, the maximum force Fzm decreases, 
and there is no obvious dependence on the number of 
turns w2. 

The dependence of the steady-state height hz
* of 

levitation of the anchor with a load on the frequency of 
the current in the inductor is to a certain extent similar to 
the dependence of the force on the frequency Fzm( f ), but 
with the peculiarity that with an increase in the number of 
turns of the anchor w2, its mass also increases. The 
greatest levitation height hz

*=15 mm is realized for the 
anchor w2=480 s at a frequency of f ~ 75 Hz.  

That is, this anchor is made the same as the inductor. 
Note that at a frequency of 50 Hz, the anchor with the 
number of turns w2=120 and an attached load will not 
levitate relative to the inductor at all. 

It should be noted that the induction method of 
maintaining magnetic levitation in a stable mode is quite 
energy-consuming and significantly depends on the 
frequency of the supply voltage. Thus, for MLIT with the 
parameters considered above, when using an anchor with 
w2=120 at f=50 Hz, the power of the power source is 
P = 1.45 kW, and at f = 300 Hz P = 0.47 kW. 

 

 
a 

 

b 
 

c 
Fig. 5. Dependences of the electromechanical indicators of the 

MLIT on the frequency of the source voltage 
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To check the basic relationships, experimental 
studies of the MLIT were conducted in the laboratory of 
the General Electrical Engineering Department of NTU 
«KhPI». Figure 6 shows the initial position of the anchor, 
made in the form of an aluminum disk ring, relative to the 
inductor and the state of its stable levitation with an 
attached load (a roll of scotch tape). A plastic guide tube 
is used for strictly vertical movement of the anchor. 
Calculations performed for this installation using the 
proposed mathematical model coincided with the 
experimental data with an accuracy of 10 %. 

 
 

 
                        a                                                    b 

Fig. 6. Experimental setup for studying MLIT in the initial (a) 
and working (b) state 

 
The proposed magnetic levitation has a wide range of 

applications. For example, in high-precision gravimeters, in 
the vacuum chamber of which the optical angular reflector 
of the measuring system of the Michelson laser 
interferometer is freely moved in the gravitational field of 
the Earth, it can reduce autoseismic oscillations. Due to 
this, it is possible to increase the performance of the 
ballistic gravimeter with a symmetrical measurement 
scheme, which is the state primary standard of the unit of 
acceleration of free fall (National Scientific Center 
«Institute of Metrology», Kharkiv) [37]. 

Conclusions. 
1. An analysis of magnetic levitation systems and their 

practical implementation is carried out, and the 
advantages of induction levitation are shown. 

2. A mathematical model of magnetic levitation of the 
induction type with concentrated parameters of the 
inductor and anchor, represents solutions of equations 
describing interconnected electrical, magnetic, 
mechanical and thermal processes, in a recurrent form. 

3. The influence of the frequency of the alternating 
current source on the electromechanical processes that 
occur when starting magnetic levitation of the induction 
type with different parameters of a multi-turn short-
circuited anchor has been established. 

4. When magnetic levitation is started, an oscillatory 
electromechanical process occurs, which is established 
after approximately 1 s. The highest established levitation 
height is realized for an anchor similar to an inductor, at a 
frequency of 75 Hz. 

5. The results of experimental studies on the levitation 
of an aluminum disk with an attached load coincided with 

the calculated results obtained using the proposed 
mathematical model with an accuracy of 10 %. 
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Optimizing voltage control in AC microgrid systems with fuzzy logic strategies 
and performance assessment 
 

Introduction. Microgrids (MGs) have garnered significant attention for their numerous advantages, providing a solution for powering remote 
and distant locations while enhancing system reliability. In MGs, distributed generation inverters generally operate in parallel with the droop 
control strategies. This study focuses on the approach based on the P-f/Q-V droop control technique with virtual impedance for AC MG 
management. Essentially, the virtual impedance loop aims to decouple reactive and active power control without the need for additional 
physical components. Novelty. This research proposes enhancing voltage control in AC MG systems by introducing new methods of various 
control strategies, including PI and Fuzzy Logic Controller (FLC), and evaluating the effectiveness of each approach. The mathematical 
model of a system is always an approximation of real systems, variations or errors between mathematical models and real systems are 
referred to as uncertainty. This concept of uncertainty is present in both signals and models. In our study, uncertainties may involve factors 
related to the filter LC components. By employing advanced control strategies like FLC, the purpose of this research aims to contribute to the 
optimization and reliability of AC MG systems through the improvement of voltage control, which leads to guaranteed equitable power-
sharing. Results. The major advantages of the FLC are robustness for any variation on the system and fast response. MATLAB software is 
used to simulate and validate the suggested control. Practical value. The simulation results show that the suggested control performs better in 
precise tracking optimization and robustness for all disturbances on the system compared to a PI controller. References 24, table 5, figures 11. 
Key words: microgrid, droop control technique, distributed generation inverters, PI control, voltage control, virtual 
impedance, fuzzy logic. 
 

Вступ. Мікромережі привернули значну увагу своїми численними перевагами, надаючи рішення для живлення віддалених місць, 
одночасно підвищуючи надійність системи. У мікромережах інвертори розподіленої генерації зазвичай працюють паралельно зі 
стратегіями управління спадами. Це дослідження фокусується на підході, що ґрунтується на техніці управління спадами P-f/Q-V 
з віртуальним імпедансом для управління мікромережею змінного струму. По суті контур віртуального імпедансу спрямований 
на розв’язку управління реактивною та активною потужністю без необхідності додаткових фізичних компонентів. Новизна. Це 
дослідження пропонує покращити управління напругою в системах мікромережі змінного струму шляхом впровадження нових 
методів різних стратегій управління, включаючи ПІ та нечіткий логічний контролер (FLC), та оцінку ефективності кожного 
підходу. Математична модель системи завжди є наближенням реальних систем, зміни чи помилки між математичними 
моделями та реальними системами називаються невизначеністю. Ця концепція невизначеності присутня як у сигналах, так і у 
моделях. У нашому дослідженні невизначеності можуть включати фактори, пов’язані з компонентами LC фільтра. 
Використовуючи передові стратегії управління, такі як FLC, мета даного дослідження полягає у сприянні оптимізації та 
надійності систем змінного струму мікромережі за допомогою покращення управління напругою, що призводить до 
гарантованого коректного розподілу потужності. Результати. Основними перевагами FLC є надійність для будь-яких змін у 
системі та швидкий відгук. Програмне забезпечення MATLAB використовується для моделювання та перевірки запропонованого 
керування. Практична цінність. Результати моделювання показують, що пропоноване управління працює краще у точній 
оптимізації відстеження та надійності для всіх збурень у системі порівняно з ПІ-регулятором. Бібл. 24, табл. 5, рис. 11. 
Ключові слова: мікромережа, метод керування спадом, інвертори розподіленої генерації, ПІ-регулювання, керування 
напругою, віртуальний імпеданс, нечітка логіка. 
 

Introduction. A microgrid (MG) refers to a 
compact and self-contained network comprising 
distributed generation (DG) [1, 2] to provide local loads 
with dependable and effective power [3] it can be 
categorized as AC, DC and hybrid MG [4, 5]. MGs are 
becoming increasingly popular due to their flexibility, 
capable of operating in two primary modes: stand alone and 
grid-connected mode to clarify, to guarantee seamless mode 
transition and to enable grid-connected and stand alone 
functions, MGs should be controlled [6, 7]. DG with smaller 
generating systems based on renewable energy resources, 
such as solar power and wind power, combined with loads 
and energy storage systems brings evolutionary changes to 
the traditional electric utilities and becomes a new pattern of 
power grid. In comparison to traditional generators, the 
concept of MG is emerging as an effective way to integrate 
renewable energy resources. Droop control is the 
recommended method for regulating many inverters in 
parallel because it does away with the need for external 
communication between them. 

Traditional droop control employs reactive 
power/voltage (Q/V) control and active power/frequency 
(P/f) control to accomplish the decoupling of the regulation 
of active and reactive power [8]. The concept of virtual 
impedance has been introduced to uphold uniform primary 

inductive output impedance among paralleled inverters. It 
guarantees reactive power based on voltage amplitude and 
active power determined by power angle. Furthermore, 
virtual impedance aids in decoupling active and reactive 
powers [9]. To maintain the voltage regulation across the 
inverters, the internal control loop also identified as the low-
level voltage and current controllers consists of 2 loops: an 
external voltage loop and an internal current loop, this level 
of control is elaborated in [10]. An efficient control 
mechanism is needed to regulate the voltage in the AC MG 
because voltage control is required to achieve power 
balance in the bus. This paper proposes an improvement of 
voltage control in AC MGs and a comparative study 
including PI and Fuzzy Logic Controllers (FLCs). The PI 
controller is frequently employed in MG. However, this 
controller necessitates precise mathematical models. The PI 
controller demonstrates satisfactory performance but it 
becomes difficult to control the voltage when variations in 
parameters and system operating conditions impact the 
performance of the PI controller potentially leading to 
system instability. The FLC, on the other hand, has been 
demonstrated advantage over conventional controllers. 
Recent years have seen the widespread use of FLC because 
of its less complex mathematical ideas and flexibility 
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concerning input modifications. FLC differs from 
conventional controllers in that they rely on knowledge 
[11, 12]. However, the performance of the voltage and 
current controls in AC MG under various control strategies 
has not been investigated in previous research studies. PI 
controllers are frequently used by them to account for errors 
[13, 14]. FLC controller is given in this article as an error-
compensation technique for voltage control for AC island 
MG. It has been demonstrated that employing FLC can 
effectively reduce output overshoot and decrease the time 
required for the system to reach its steady-state value. A 
comprehensive simulation study using the 
MATLAB/Simulink environment is used to determine the 
effectiveness of the suggested control under various system 
parameter variations. It includes several test cases that 
measure the performance of the system concerning 
maximum overshoot, rising time, and settling time. 

The goal of the paper is to propose a robust and 
adaptive control technique using FLC systems stabilizing 
the voltage of islanded microgrids under both normal and 
variation operation modes. Additionally, it highlights the 
superiority and robustness of FLC systems compared to 
conventional PI controllers.  

Configuration of the proposed microgrid. Figure 1 
depicts the MG running in islanding mode. This MG 

comprises 2 decentralized generators that operate in a 
parallel configuration. The load is connected to each 
through output impedances and LC filters.  

 

1 1E  2 2E 

0V

common AC

1 1Z  2 2Z 

 
Fig. 1. Equivalent circuit for DG inverters in autonomous mode 

 

The model consists of an ideal voltage source of 
amplitude E and internal angle  in series with output 
impedance «Z». This output impedance encompasses both the 
filter impedance at the output and line impedance connecting 
each elementary DG to the point of common coupling (PCC), 
where V0 is the AC bus voltage amplitude. 

Control of the microgrid system. The core 
components of an MG’s DG system control structure are: 

a) inner loops are the cascading voltage/current control 
loops that manage the 3-phase inverter’s voltage; 

b) primary loop, also known as the external power 
control loop, employs the droop technique to regulate the 
DG system’s active and reactive power outputs. 
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Fig. 2. DG control system block diagram 

Droop control technique and 
output impedance for DG 
systems. As seen in Fig. 2, while in 
islanding mode, operating DG units 
are interfaced to the MG utilizing 
voltage source converters in a grid-
forming architecture, with the droop 
control handling the voltage and 
frequency set points. 

The dq voltage and current 
outputs can be used to calculate 
the active power P and reactive 
power Q, which can then be 
averaged using a low-pass filter 
with a narrow bandwidth. The 
following equation describes the 
observed powers P and Q [15]: 
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where c/(s+c) is the low pass filter; VFd, VFq are the 
voltage command values of d-q axis components; ITd, ITq are 
the d-q axis output currents flowing through the filter RTLT. 

The notion of droop control [16] is based on 
measuring active and reactive powers to adjust frequency 
and voltage. Through the use of the conventional droop 
technique, the different DGs in an MG may share the 
power required by the loads. By using a power theory-
based method, DGs systems may simulate the actions of a 
synchronous generator [17]. Depending on the 
predominance of the output impedance of each DG, 
different variants of conventional droop controls can be 
used, for more details [18]. The basic droop P-f/Q-V 

technique equations are written as: 




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,

;

QnVV
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                         (2) 

where nom, Vnom are the respectively the frequency and 
the RMS values of the reference voltage; P, Q are the 
respectively the active and reactive power at the output of 
each inverter; mp, nq are the proportional droop 
coefficients for frequency and voltage, chosen according 
to the rated active and reactive powers. 

Virtual impedance. It’s added to the droop control 
as indicated by (3), Modifying the virtual impedance 
variable creates an inductive network, guaranteeing that 
the active and reactive power may be controlled using the 
droop (3) [19, 20]: 

 vvv LRZ j ,                              (3) 

where Rv, Lv, Zv stand for virtual resistance, reactance and 
impedance droop, respectively. 
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The reference voltage obtained by droop control is 
modified as: 

dt

dI
LIRVV Fabc

vFabcvdroopdzv  . ,         (4) 

where Vzv is the voltage obtained by the virtual impedance; 
IFabc is the current flowing through the RF, LF filter. 

Through transforming (4) to d-q reference frame: 
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   (5) 

The cascading voltage/current control loops. The 
inner control loop, including the current and voltage 
loops, regulates the 3-phase inverter voltage to assess the 
DG unit’s operational condition. Using Kirchhoff’s law, 
the following equations are: 
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where ICabc is the current flowing through the filter capacitor; 
ITabc is the current flowing through the RT and LT filters; eabc 
is the converter’s output voltage; RF is the equivalent series 
resistance; LF is the inductance of the converter-side filter; 
CF is the capacitance of the filter; VFabc is the voltage across 
the filter capacitor; RT, LT are respectively the equivalent 
series resistance and the inductance; Vlabc is the voltage at the 
PCC point;  is the frequency of MG. 

Through the use of the Park transformation, the 
expressions obtained can be shown as: 
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Current control loop. The current controller produces 
the PWM signal for the inverter in the d-q reference frame 
[21]. It minimizes the error between the measured and 
reference current using a PI regulator (Fig. 3). 

Voltage control loop. PI approach. This voltage 
control loop uses a regulator PI. To compensate for output 
current disturbances and give the d-q current reference 
components, a feed-forward gain is added to the signal 
created by comparing the sampled output voltage to the 
power controller’s reference value (Fig. 4). 
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Fig. 3. Detailed diagram of the current control 
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Fig. 4. Detailed diagram of the voltage control 

 

Proposed voltage controller using fuzzy logic. 
Fuzzy logic is an AI technology that quickly creates 
nonlinear controllers from heuristic data [22]. Unlike 
traditional PI controllers, it relies on experiential control 
methods. A key advantage of FLC systems is their ability 
to manage complex controlled systems without requiring 
mathematical modeling. The fuzzy controller has 2 inputs 
and 1 output. The error signal between the specified 
reference voltage and the measured voltage is the first 
input; its derivative is the second; and the reference current 
is the output. The linguistic variables N, Z, and P where N 
stands for negative, P for positive, and Z for zero. Most of 
the controllers that have been built make use of the basic 
approach proposed by outlined Mamdani (Fig. 5–7). 
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Fig. 5. Block diagram of a proposed FLC 

 

 
Fig. 6. MATLAB’s fuzzy inference system editor window 
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a) b)

 
 

 

c) d)

 
Fig. 7. Different structures of FLC: a – membership functions 

generated error; b – derivative of error; c – derivative of 
command of the proposed FLC; d – FLC rule viewer 

 

Inference method. The inference engine comprises 
2 key components: the fuzzy rule base and the fuzzy 
implication subblocks. The fuzzified inputs are fed into the 
inference engine, where the rule base is applied. This process 
results in the determination of the output fuzzy set (Table 1). 

Table 1 
Fuzzy inference 

Derivative of error 
The order 

N Z P 
N N N Z 
Z N Z P Error 
P Z P P 

 

Mathematical modeling of uncertainty. Term 
«uncertainty» refers to discrepancies between mathematical 
models and real systems. This study focuses on component 
uncertainty in DG power converters using an LC filter. 
This approach is vital for creating a robust control system. 
The system’s 2 cascading loops (voltage and current) add 
complexity due to the LC filter and parametric uncertainty, 
with model transfer functions treated as uncertain. In our 
case study, uncertainties in the DG model may include 
uncertainties in the LC filter components. The following is 
a representation of the unknown filter parameters [23]: 
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where RF, LF, CF are the nominal values of RlF, LlF, ClF 
respectively; ∆R, ∆L, ∆C are the possible disturbances on these 
parameters; ρR, ρL, ρC  [–1, 1] are the maximum deviation 
between the real system and the mathematical model. 

Simulation results. In this section, a simulation study 
based in AC MG was created by using MATLAB/Simulink 
software to validate the proposed controller. Several cases 
were done to examine and analyze the voltage controller’s 
reaction. The main objective here is to design a robust FLC 
that stabilizes the MG, while comparing FLC and 
conventional PI controllers under load and system 
parameter fluctuations. Table 2 represents the parameters 
for the controller and power stage used in this study. 

Proposed droop control with load variation. The 
proposed droop control principle with virtual impedance 
was validated against established standards, allowing for a 5 
% voltage variation and a frequency variation below 1.4 % 
[24].  Power  sharing  among parallel inverters  was tested  

Table 2 
Parameters for the controller and power stage 

DC bus voltage 850 V 
Max active power 8 kW 
Max reactive power 6 kVAr 
Switching frequency 5 kHz 
RMS 400 V 
Filter RF = 0.1 Ω, LF = 1.35 mH, CF = 50 µF
Line RT = 0.35 Ω, LT = 0.03 mH 
Virtual inductance Lv = 2 mH 
Sample time ts = 210–6 s 

Voltage PI control 

Proportional term dpvK  = 0.3142 
d axis control parameters

Integral term divK  = 10.071 

Proportional term qpvK  = 0.5944 
q axis control parameters

Integral term qivK  = 36.0467 

Current control 

Proportional term dpiK  = 21.1057
d axis control parameters

Integral term diiK  = 1699 

Proportional term qpiK  = 42.3115
q axis control parameters

Integral term qiiK  = 6798 

Proportional frequency droop mp = 8.7510–5 
Proportional voltage droop nq = 0.0025 

 

with a common load Pload = 5 kW, Qload = 3 kVAr, and a 
sudden change at 0.5 s to evaluate the dynamic response. 
The droop control technique enabled all DG units to meet 
the maximum active and reactive power requirements for 
islanding at full load, effectively sharing the total load 
demand. 

Figure 8 shows the performance evaluation of MG 
controllers using FLC without uncertainty. The comparative 
study reveals that FLC outperforms PI control by delivering 
a faster transient response and improved performance in 
reaching steady-state, as evidenced by the simulation results. 
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Fig. 8. Performance evaluation of MG controllers using 

FLC and PI controllers without uncertainty model 
 

Figure 9 illustrates the study state value of the 
frequency and voltage amplitude in the MG as well as the 
active and reactive power delivered by the DG1 and DG2 
for load variation at 0.5 s. Therefore, the P-f/Q-V droop 
control with virtual impedance ensures that the voltage 
fluctuations do not exceed 5 % and frequency deviations 
remain below 1.4 %. This established that better accuracy 
and effectiveness are achieved in the MG system.  
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Fig. 9. Comparative study of FLC and PI controllers using 
P-f/Q-V droop with virtual impedance without uncertainty model 

 

Sequence of DG connection/disconnection. As 
illustrated in Table 3, a test sequence was employed in this 
study, involving the activation and deactivation of the 
second unit at various times. This setup was used to 
evaluate the performance of inverters connected in parallel 
and their ability to share power effectively. 

Table 3 
Reconnection and disconnection sequence of DGs 
Time, s 0 1 2+ts 3 4 5 

First DG connected 
Second DG disconnected connected 

 

Figure 10 shows the performance evaluation of various 
controllers using an uncertainty model for the d-axis 
regulator voltage. The results indicate that the performance is 
affected by the PI controller as the parameters change. From 
0 to 0.15 s the measured voltage rises to 388 V due to a 50 % 
reduction in the LC filter parameter. By using the FLC, the 
measured voltage converges seamlessly into the desired 
value with less impact compared to PI control where the 
measurement voltage increases to 335.8 V with variation of 
the LC filter parameters and the contrast is most pronounced 
when DG2 is connected at (2+ts) s (Fig. 11). For q-axis the 
results obtained prove that the FLC is robust and better than 
the PI controller for all disturbances on the system. 
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Fig. 10. Performance evaluation of MG controllers using 

FLC and PI controllers with uncertainty model 
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Fig. 11. Comparative study of FLC and PI controllers using 
P-f/Q-V droop with virtual impedance with uncertainty model 

 
Tables 4, 5 show the assessing the performance of PI 

and FLC controllers. The voltage stabilization time was 
notably faster when using FLC. This indicates that FLC 
outperforms PI control in terms of dynamic performances. 
The voltage variance is greater with PI control as compared 
to FLC because it diminishes rapidly due to the effective 
response of the fuzzy controller. 

Table 4 
Performance comparison between different controllers 

without uncertainty model 
PI control Fuzzy logic 

Parameter 
d-axis q-axis d-axis q-axis 

Overshoot, % 63.962 2.245 10.556 1.992 
Undershoot, % 14.955 10.918 1.962 3.125 
Rise time, ms 1.84 1.311 0.76476 0.914 

 

Table 5 
Performance comparison between different controllers 

with uncertainty model 
PI control Fuzzy logic 

Parameter 
d-axis q-axis d-axis q-axis 

Overshoot, % 71.296 75.545 1.531 1.993 
Undershoot, % 8.239 13.274 1.985 5.851 
Rise time, ms 1.789 1.565 0.82689 0.9716 

 

Conclusions. This paper offers a comparative 
analysis of voltage control enhancement in microgrids, 
utilizing both conventional PI controllers and fuzzy logic 
controllers. The performance evaluation shows that the 
proposed control, even with changes in the load or system 
characteristics, the voltage control can be efficiently 
regulated to the appropriate level. Furthermore, the fuzzy 
logic controller employed in this study exhibits excellent 
performance in various transient conditions, offering rapid 
voltage reference tracking, adaptability to load fluctuations, 
and superior robustness against system disturbances as 
compared to the PI controller. These advantages position 
fuzzy logic controllers as a more effective solution for 
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voltage control in microgrid applications, highlighting their 
potential for enhancing the reliability and efficiency of 
future energy systems. 
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Comparative analysis between classical and third-order sliding mode controllers 
for maximum power extraction in wind turbine system 
 

Introduction. Maximizing power extraction in wind energy conversion systems is crucial for efficiency but remains a challenge due to rapid 
wind speed variations and the high inertia of the generator. Conventional controllers, such as the PI controller, struggle to maintain optimal 
performance under such dynamic conditions, leading to suboptimal power capture and increased system oscillations. The goal of this study 
is to enhance the efficiency of wind turbine systems by applying linear and nonlinear controllers in a maximum power point tracking 
(MPPT) strategy. This approach focuses on improving generator speed regulation and power conversion performance. Methods. A 
comparative analysis is conducted using three different control strategies: third-order sliding mode control (TO-SMC), classical sliding 
mode control (SMC) and PI control. These controllers are implemented in the generator speed loop of a wind turbine system, and their 
performance is evaluated through MATLAB/Simulink simulations. The assessment focuses on key performance metrics such as tracking 
accuracy, total harmonic distortion (THD), response time, and system stability. Results. The simulation results confirm that all controllers 
achieve MPPT, but with varying levels of effectiveness. The TO-SMC outperforms both SMC and PI controllers, offering higher efficiency, 
reduced chattering, better disturbance rejection, and lower THD (reduced from 73 % in SMC to 68.09 %). Additionally, TO-SMC 
significantly improves dynamic response, reducing overshoot and enhancing system stability. Originality. This study introduces a TO-SMC 
for MPPT in wind turbine systems, demonstrating its superiority over conventional control techniques. The findings highlight its ability to 
maintain optimal power extraction even under rapid wind variations, making it a promising solution for advanced wind energy systems. 
Practical value. By improving power quality, reducing system oscillations, and enhancing overall wind turbine efficiency, the proposed TO-
SMC contributes to the reliable integration of wind energy into power grids. These advancements can benefit renewable energy operators, 
power system engineers, and researchers seeking efficient and robust MPPT solutions for wind turbines. References 13, figures 11. 
Key words: wind turbine, maximum power point tracking, third-order sliding mode control, variable speed wind turbines. 
 
Вступ. Максимізація відбору потужності в системах перетворення енергії вітру має вагоме значення для ефективності, але 
залишається проблемою через швидкі зміни швидкості вітру та високу інерцію генератора. Звичайні контролери, такі як ПІ-
контролер, важко підтримують оптимальну продуктивність в таких динамічних умовах, що призводить до неоптимального 
відбору потужності і збільшення коливань системи. Метою статті є підвищення ефективності систем вітряних турбін шляхом 
застосування лінійних та нелінійних контролерів у стратегії відстеження точки максимальної потужності (MPPT). Цей підхід 
фокусується на покращенні регулювання швидкості генератора та продуктивності перетворення енергії. Методи. Порівняльний 
аналіз проводиться з використанням трьох різних стратегій управління: керування ковзним режимом третього порядку (TO-SMC), 
класичне керування ковзним режимом (SMC) та ПІ-керування. Ці контролери реалізовані в контурі швидкості генератора системи 
вітряних турбін, а їх продуктивність оцінюється за допомогою моделювання MATLAB/Simulink. Оцінка фокусується на ключових 
показниках продуктивності, таких як точність відстеження, повне гармонічне спотворення (THD), час відгуку та стабільність 
системи. Результати моделювання підтверджують, що ці контролери досягають MPPT, але з різним рівнем ефективності. TO-
SMC перевершує як SMC, так і ПІ-регулятори, пропонуючи більш високу ефективність, знижене коливань, краще зменшує 
перешкоди та має менше THD (знижений з 73 % у SMC до 68,09 %). Крім того, TO-SMC значно покращує динамічний відгук, 
зменшуючи перерегулювання та підвищуючи стабільність системи. Оригінальність. Це дослідження представляє TO-SMC MPPT в 
системах вітряних турбін, демонструючи його перевагу над традиційними методами управління. Результати підкреслюють його 
здатність підтримувати оптимальний відбір потужності навіть за швидких змін вітру, що робить його перспективним рішенням 
для сучасних вітроенергетичних систем. Практична цінність. За рахунок покращення якості електроенергії, зниження коливань 
системи та підвищення загальної ефективності вітрових турбін пропонований TO-SMC сприяє надійній інтеграції енергії вітру в 
електромережі. Ці досягнення можуть принести користь операторам відновлюваних джерел енергії, інженерам енергосистем та 
дослідникам, які шукають ефективні та надійні рішення MPPT для вітрових турбін. Бібл. 13, рис. 11. 
Ключові слова: вітряна турбіна, відстеження точки максимальної потужності, керування ковзним режимом третього 
порядку, вітряні турбіни зі змінною швидкістю. 
 

Introduction. The use of renewable energies is 
increasing day by day, all over the world to reduce 
pollution and carbon dioxide emissions, and to reduce 
climate change. Due to the significant rise in oil and gas 
prices many countries have put within their strategies to 
develop the electricity sector the exploitation of wind 
energy as a priority because it is one of the cleanest and 
most preferred sources of electricity generation [1]. Among 
the most widely used wind energy conversion systems that 
depend on the doubly fed induction generator (DFIG) [2, 
3], its main advantage is that the rotor side converter, which 
exceeds 30 % of the rated power and therefore the lowest 
cost of the power converter, and their capacity to power at 
constant voltage and frequency, whatever the speed of the 
rotor rotation [4, 5]. There are modern methods developed 
to control wind turbines in order to maximum power point 
tracking (MPPT) [6, 7]. The principle of the method is 
modeling turbine and the DFIG, and then a synthesis of the 
different control strategies [8, 9]. We can cite some 

strategies which are used. The vector control is the most 
popular method used in the DFIG [10]. 

The goal of this paper is the enhancement of wind 
turbine system performance through the application of a 
third-order sliding mode control (TO-SMC) controller. 
This controller improves performance by minimizing 
overshoot, ensuring a more stable and controlled 
response, reducing response time to enhance efficiency, 
and eliminating the error between reference and 
measured values. Additionally, addressing the chattering 
problem is crucial, as it mitigates high-frequency 
disturbances around the sliding mode surface, leading to 
smoother operation and greater overall stability. This 
controller can also reduce the mechanical stresses by 
isolating the vibration between the rotor blades and 
generator shaft. The TO-SMC controller is used to 
perform the non-linear system compared to PID 
controller which can only be used for linear system. 
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Modeling of wind turbine. The main purpose of 
wind turbines is to convert kinetic energy into 
aerodynamic power through the blades. In order to model 
a wind turbine, the following elements must be modeled: 
Modeling of the wind speed, modeling of the 
aerodynamic part and modeling of the mechanical system. 

Modeling of wind speed. It is usually modeled by 
complex and random variations with deterministic effects 
and stochastic fluctuations due to turbulence: 
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where A0 is the average wind value; Ai is the amplitude of 
each turbulence; 2/Ti is the pulsation of every 
turbulence. 

Modeling of the aerodynamic part. This model 
represents the aerodynamic power at the slow part level of 
a turbine. In addition, it evaluates the aerodynamic torque 
Tar as a function of wind turbine angular speed t. In 
general, the aerodynamic power available form a wind 
turbine changes with wind speed and can be expressed as: 
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where Par is the aerodynamic power;  is the air density; 
Cp is the power coefficient;  is the tip-speed ratio;  is the 
pitch angle; S is the blade surface; V is the wind speed. 

Knowing the speed of the wind turbine, the 
aerodynamic torque can be expressed as [5–8]: 
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where t is the turbine speed. 
Modeling of the mechanical system. In fact, the 

mechanical system of wind turbines consists of many 
elements, and therefore its entire representation is complex. 
In this system, there are many models: 6 masses, 3 masses, 
2 masses and 1 mass. It is hence essential to choose the 
dynamics to represent and the typical values of their 
characteristic parameters. In this work, the mechanical 
system is represented by one mass model. In this model, 
the inertia of the wind turbine on the slow shaft is 
transferred to the fast shaft. The turbine speed t and 
driving torque Tg in the fast shaft are given by: 
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where N is the gearbox ratio. 
The generator speed g is given by:  
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where 

grt JNJJ  2/   and  grt fNff  2/ , 

Jg is the inertia of the generator; Jr is the inertia of the 
wind turbine; Jt is the total moment of inertia; fg is the 
viscous friction coefficient of the generator rotor; fr is the 
viscous friction coefficient of the turbine rotor; ft is the 
total viscous friction coefficient. 

To optimize the power generated, it is therefore 
appropriate for the generator to have a power or 
characteristic torque follows the maximum line Cp,max with 

the angle of  = 0. Figure 1 shows an example of power 
coefficient curves of a wind turbine, showing the evolution 
of the power coefficient Cp as a function of the tip-speed 
ratio  for different values of the pitch angle . 



Cp 

 
Fig. 1. Power coefficient Cp as a function of  and  

 

Figure 2 shows the block diagram of the aerodynamic 
and mechanical modeling for the wind turbine. 

Turbine Multiplier Mechanical part  
Fig. 2. Modeling of the mechanical part of the wind turbine 

 

Control of variable speed wind turbine below rated 
power. The objective of variable speed wind turbine control, 
when the wind speed is below the rated speed, is to 
maximize the aerodynamic power by using the different 
power maximization strategies. This power is maximized 
through the electromagnetic torque control. At a wind speed 
above the rated speed, the objective of the control is to limit 
the aerodynamic power transmitted to the generator and to 
keep the turbine within its operating limits by using the 
different control strategies. Indeed, effective control of 
variable speed wind turbines can improve the dynamic 
characteristics, increase the turbine lifetime and reduce the 
transient load on the drive shaft. Many techniques have been 
proposed for the maximum extraction or limitation of 
aerodynamic power from variable speed wind turbine in the 
last decade. Generally, the control of wind turbine goes 
through 3 different operating zones which depend on the 
wind speed, the maximum allowable generator speed and the 
desired power (Fig. 3) [8]. 

 Pn

I II III 

 
Fig. 3. Wind region classification 

 

Zone I. In this zone, the generator is stopped, 
because the wind speed is not high enough to operate the 
wind system, and therefore it does not produce any 
electrical power Pel 
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Zone II. This area is characterized by operation at 
wind speeds less than or equal to the nominal speed. For 
this reason, we seek to maximize the aerodynamic power 
in order to extract the maximum aerodynamic power. 
With this strategy, we seek the maximum power point for 
each wind speed, it is the MPPT. This area is called is 
characterized by operation at partial load. In this case, it 
should be noted that the orientation angle of the blades 
must be constant and always equal to zero ( = 0), and 
the relative speed of the turbine is at its optimum value 
(opt). In this area: 
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Zone III. This zone is characterized by operation at 
wind speeds higher than the nominal speed. It is called the 
nominal load operating zone. In this zone, a control action 
is used on the turbine blades to maintain the aerodynamic 
power Paer within its nominal power value Pn, to ensure 
the safety of the generator and to limit the mechanical 
loads transmitted to the nacelle and the tower. If the wind 
speed exceeds the maximum speed, the control system 
adjusts the blade pitch angle to the value ( = 90) to stop 
the generator. In this zone: 
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                        (8) 

The synthesis of this controller can be carried out in 
3 successive steps [11, 12]: 

 definition of the surface; 
 choice of the Lyapunov’s function to ensure the 

stability of the system; 
 determination of the equivalent control law. 

The purpose of the TO-SMC controller is to ensure 
that the measured value follows the trajectory of the 
reference value. The generator speed tracking error can be 
defined as follows. To apply the SMC strategy a surface 
must be defined. Equation (9) represents a sliding surface 
for controlling the speed generator: 

t
S

gg
ggg d

)(d *
* 




 .             (9) 

 

From (9) the derivative of the error is given by: 

gggggS 
  ** .             (10) 

Substituting (5) and the derivative of (5) into (10) 
we obtain: 
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     (11) 

For the stability study of the closed-loop system, we 
will use the Lyapunov’s stability theorem. The 
Lyapunov’s candidate stability function is defined by: 

2)(
2

1
gg SV   .                        (12) 

The derivative of the Lyapunov’s function is defined 
in the next expression: 

0)()(  ggg SSV 
 .                   (13) 

The control law has to ensure the stability condition 
and the convergence of the trajectories of the system on 
the sliding surface S(g) = 0 from: 

 if S(g) < 0 and 0)( gS  , therefore S(g) will 

increase to 0; 

 if S(g) > 0 and 0)( gS  , therefore S(g) will 

increase to 0. 
In steady state, the equivalent control is calculated 

by considering that the developed electromagnetic torque 
and its reference are equal, so the control law becomes: 

    tSSST gggggem d)(sign)(sign)(*   , (14) 

where g  and g  are the controller gains and must be 

positive.  
Simulation results and discussion. In order to 

highlight the performance of the MPPT control 
algorithms applied to the one-mass wind turbine and the 
objective a comparison of the control techniques that we 
have presented, we will carry out a series of simulations 
in MATLAB/Simulink environment (Fig. 4). All these 
simulations will be carried out under the same conditions: 

 the wind speed profile by (1); 
 the blade orientation angle is maintained at its zero 

value (β = 0°). The wind turbine parameters are reported 
in [12, 13]. 

 

Turbine Multiplier Mechanical part 

Speed control device 
 

Fig. 4. Block diagram of the TO-SMC 
 



Electrical Engineering & Electromechanics, 2025, no. 3 21 

Figures 5–10 illustrate wind turbine MPPT 
performance as a function of wind speed using (1). From the 
simulation results it is observed that for TO-SMC the power 
extracted by the turbine follows the desired trajectory with 
good efficiency. For the SMC and PI controllers the 
variations of the wind speed cause significant oscillations of 
the aerodynamic torque, which increases the mechanical 
stress of the turbine and electromagnetic vibrations at the 
generator level, which affects the quality of the electrical 

energy supplied to the electrical grid. From Fig. 5–10 it can 
be seen that this proposed TO-SMC strategy has better 
response characteristics in settling time and overshoot 
compared with both SMC and PI. 

Figures 11,a,b show harmonic spectral analysis, 
which show the total harmonic distortion with the SMC 
controller (THD = 73.2 %) are significantly attenuated 
with the TO-SMC controller (THD = 68.09 %). 
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Conclusions. In this study, the TO-SMC is used to 
perform the tip speed ratio strategy in order to extract 
maximum power from the wind energy. The results 
obtained illustrate that non-linear controller TO-SMC can 
improve the performance of wind turbine system by 
accurately tracking the generator speed reference and 
achieving the maximum power coefficient. A comparative 
analysis of PI, SMC and TO-SMC controllers highlights 
the superior effectiveness of TO-SMC controller. 
Compared to the other controllers, TO-SMC generates 
less chattering, provides better disturbance rejection, and 
reduces mechanical stress on the transmission shaft. In 
contrast, conventional PI-based direct speed control and 
classic SMC exhibit lower efficiency, increased 
oscillations, and diminished overall performance. 

The practical significance of this work is evident in 
the improved wind turbine efficiency, reflected by a 
reduction in THD from 73 % to 68.09 %, along with 
enhanced dynamic response, minimized overshoot, and 
faster settling time. These improvements contribute to 
more stable and higher-quality power generation, 
supporting the seamless integration of wind energy into 
electrical grids. 
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Intelligent power control strategy based on self-tuning fuzzy MPPT for grid-connected hybrid 
system 
 

Introduction. This paper investigates various methods for controlling the Maximum Power Point Tracking (MPPT) algorithm within the 
framework of intelligent energy control for grid-connected Hybrid Renewable Energy Systems (HRESs). The purpose of the study is to 
improve the efficiency and reliability of the power supply in the face of unpredictable weather conditions and diverse energy sources. 
Intelligent control techniques are used to optimize the extraction of energy from available sources and effectively regulate energy 
distribution throughout the system. Novelty study is employing intelligent control strategies for both energy optimization and control. 
This research distinguishes itself from conventional approaches, particularly through the application of Self-Tuning Fuzzy Logic Control 
(ST-FLC) and fuzzy tracking. Unlike conventional methods that rely on logical switches, this intelligent strategy utilizes fuzzy rules 
adapted to different operating modes for more sophisticated energy control. The proposed control strategy minimizes static errors and 
ripples in the direct current bus and challenges in meeting load demands. Methods of this research includes a comprehensive analysis of 
several optimization techniques under varying weather scenarios. The proposed strategy generates three control signals that correspond 
to selected energy sources based on solar irradiation, wind velocity and battery charging status. Practical value. ST-FLC technique 
outperforms both conventional methods and standard Fuzzy Logic Controllers (FLCs). It consistently delivers superior performance 
during set point and load disturbance phases. The simulation, conducted using MATLAB/Simulink. The results indicate that fuzzy 
proposed solution enables the system to adapt effectively to various operational scenarios, displaying the practical applicability of the 
proposed strategies. This study presents a thorough evaluation of intelligent control methods for MPPT in HRESs, emphasizing their 
potential to optimize energy supply under varying conditions. References 27, tables 6, figures 18. 
Key words: maximum power point tracking algorithm, hybrid renewable energy system, conventional controller, fuzzy logic 
controller, self-tuning fuzzy logic control. 
 

Вступ. У цій статті досліджуються різні методи керування алгоритмом стеження за точкою максимальної потужності 
(MPPT) в рамках інтелектуального керування енергією для підключених до мережі гібридних систем відновлюваної енергетики 
(HRESs). Метою дослідження є підвищення ефективності та надійності електропостачання в умовах непередбачуваних 
погодних умов та різноманітних джерел енергії. Інтелектуальні методи управління використовуються для оптимізації 
видобутку енергії з доступних джерел та ефективного регулювання розподілу енергії по всій системі. Новизна дослідження 
полягає у застосуванні інтелектуальних стратегій управління як для оптимізації, так і для контролю енергії. Це дослідження 
відрізняється від традиційних підходів, зокрема, завдяки застосуванню самонастроюваного нечіткого логічного керування 
(ST-FLC) та нечіткого відстеження. На відміну від традиційних методів, які покладаються на логічні перемикачі, це 
інтелектуальне управління використовує нечіткі правила, адаптовані до різних режимів роботи для більш складного 
управління енергією. Запропонована стратегія керування мінімізує статичні похибки та пульсації в шині постійного струму, а 
також проблеми з задоволенням потреб навантаження. Методи дослідження включають комплексний аналіз декількох 
методів оптимізації за різних погодних умов. Запропонована стратегія генерує три сигнали керування, які відповідають 
обраним джерелам енергії на основі сонячного випромінювання, швидкості вітру та стану заряду акумуляторів. Практична 
цінність. Технологія ST-FLC перевершує як традиційні методи, так і стандартні контролери нечіткої логіки (FLC). Вона 
стабільно забезпечує високу продуктивність під час фаз заданого значення та збурення навантаження. Моделювання 
проводилося за допомогою MATLAB/Simulink. Результати показують, що запропоноване нечітке рішення дозволяє системі 
ефективно адаптуватися до різних сценаріїв роботи, демонструючи практичну застосовність запропонованих стратегій. Це 
дослідження представляє ретельну оцінку інтелектуальних методів управління для МРРТ в HRES, підкреслюючи їх потенціал 
для оптимізації енергопостачання за різних умов. Бібл. 27, табл. 6, рис. 18. 
Ключові слова: алгоритм стеження за точкою максимальної потужності, гібридна система відновлюваної енергетики, 
традиційний регулятор, регулятор нечіткої логіки, самонастроюваний регулятор нечіткої логіки. 
 

Introduction. In light of the massive increase in 
population, the demand for energy has increased, obliging 
people to think about new non-traditional energy sources. 
Conventional energy sources are exhaustible and not 
ecology friendly due to the carbon dioxide CO2 
emissions, in addition to this their market is not stable. 
The trend is towards renewable energies in particular 
solar, wind and hydrogen. Renewable energy has various 
advantages such as being free, sustainable and respecting 
environment. In the other side, there is non-linearity and 
intermittence caused by climatic conditions. To overcome 
this constraint, great achievement in power sector has 
been deployed. Wind and solar are the most exploited 
renewable resources [1]. The stability of the grid depends 
on the equilibrium between consumption and production. 
The widespread use of renewable energies must be 
supported by the use of additional electrical energy 
storage devices. The Hybrid Renewable Energy Systems 
(HRESs) that runs mostly on solar and wind energy is 
commonly used. There are two configurations standalone 
or grid connected [2–4]. 

A number of works has been reported to study 
power control. Electrification and microgrids are treated 
in [5, 6], smart grids – in [7]. Various configurations of 
HRESs often consist of energy sources (wind energy and 
solar energy), in addition to storage systems with the 
possibility of connecting to the grid or standalone. Fuzzy 
Logic Control (FLC), Perturb and Observe (P&O), hill 
climbing and incremental conductance have been most 
used for photovoltaic (PV) Maximum Power Point 
Tracking (MPPT) [8–11]. To extract the maximum 
energy from Wind Turbines (WTs) the most used 
configuration are realized by rectifier or by chopper. 
Several studies have been developed using classic control 
method (PI, PID, sliding mode control so on) or artificial 
intelligence (FLC, Self-Tuning Fuzzy Logic Control (ST-
FLC), neural network and genetic algorithms) [12–16]. 

In general, the energy control is still based on 
checks and balances. A number of studies have proposed 
different methods of power control [17–24]. 

Literature review. The paper [25] discusses the use 
of a ST-FLC PID controller for MPPT in variable-speed 
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WTs. While the proposed controller enhances MPPT 
performance, it still exhibits static errors and ripples at the 
DC bus. In [26], energy control strategies for HRESs with 
battery storage are examined. This hybrid system, 
comprising PV panels, WTs and diesel generators, operates 
without grid connection. A FLC is implemented to optimize 
power allocation among the PV, WT, diesel and battery 
systems. However, the established rules fail to effectively 
manage power distribution among sources and battery 
storage, leading to challenges in meeting load demands. 
The study [27] presents a PI controller for energy control in 
HRES. Despite its application, this conventional regulator 
struggles with disturbances in the DC voltage. Additionally, 
the mathematical models based on PI control calculate the 
gains for a nonlinear system. This approach suffers from 
static errors at the DC bus level and experiences significant 
voltage spikes during system startup.  

The goal of the article is to improve the energy 
efficiency and reliability of the power supply in various 
and unpredictable weather conditions. Intelligent (FLC 
and ST-FLC) MPPT strategies are suggested and 
compared to conventional (PI and P&O) MPPT. An 
intelligent power control system based on fuzzy rules 
adapted to different operating modes of a HRESs with 
battery storage. The control also minimizes static errors 
and ripples in the direct current bus. 

The suggested algorithms are employed to regulate 
the output voltage to a predefined value in order to 
extract the maximum possible power from WT and PV 
systems. A FLC is used to act on the HRES according to 
the proposed intelligent strategy. The FLC has many 
advantages over conventional strategies based mainly on 
logical states. It is simple and very close to human 
reasoning. The main advantage is that expert knowledge is 
captured and used at any time to improve the existing 
system by adding some rules or acting on the power 
organization controller for accurate selection of the source 
at the right time to feed the telecommunication loads and 
manage the whole hybrid power system. The different 
control strategies developed were implemented in the 
MATLAB/Simulink environment. The obtained results 
showed that the ST-FLC technique is superior to the 
others, and the results confirm the superiority of FLC to 
supervise the system according to the proposed strategy.  

System description. The studied HRES is 
connected to the grid and has two renewable energy 
sources (PV and WT) with storage. The power tracking is 
based on FLC. The purpose is to match the power 
demand of the load and to keep the battery bank in a state 
of charge in order to prevent power outages and to extend 
the lifetime of the batteries independently of fluctuations 
in solar irradiation and wind velocity. The design of the 
presented system is shown in Fig. 1. 
 

 
Fig. 1. Hybrid power system 

WT system model. The WT-derived mechanical 
energy is detailed as follows: 

),(2
1 32  pwm cVRP  ,                   (1) 

where Pm is the power extracted from the WT; ρ is the 
density of the air; R is the radius of the blade; Vw is the 
wind velocity; Cp(λ, ) is the power coefficient, where λ 
is the tip speed ratio. The definition of the parameter λ is: 

wm VR  .                                 (2) 

The pitch angle β is maintained constant during 
MPPT control (β = 0), m is the mechanical speed of the 
WT. The input torque for the turbine is: 

mmm PT  .                                 (3) 

The generator is modelled by the following voltage 
equations in dq-axis: 
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where isd, isq are the currents in the d-q reference frame; 
Rs is the stator resistance; ωe is the electrical rotation 
speed; φsd along with φsq indicate the stator flux linkages 
along the d and q-axis are acquired through: 

msddsd iL   ;                         (6) 

sqqsq iL ,                              (7) 

where Ld, Lq are the inductances in the d-q reference 
frame; ϕm is the rotor magnetic flux generated by the 
generator. 

The electromagnetic torque expression Te is: 

sqmsqsdqde iiiLLpT  )(2
3 ,           (8) 

where p is the number of pole pairs. 
The mechanical equation connecting the generator 

and WT is:  
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,                 (9) 

where Jeq is the equivalent inertia moment of the system; 
wg is the angular speed of the generator; Te is the 
electromagnetic torque produced by the generator; Tl is 
the torque exerted by the turbine on the generator; Bm is 
the viscous damping coefficient. 

PV system model. Figure 2 shows the equivalent 
circuit of a standalone solar cell, which includes a single 
diode, and, using Kirchhoff's current law, the output 
current Ipv of the solar PV cell can be expressed as: 

shdphpv IIII  ;                        (10) 
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where Id is the current through the diode; Ish is the current 
through the resistor Rsh; Rs, Rsh are the series and shunt 
resistances, respectively; I0 is the saturation current; Iph is 
the photocurrent; n is the diode ideality factor; Vt is the 
thermal voltage of the diode; k is the Boltzmann constant; 
T is the operating temperature of the cell; q is the electron 
charge. 
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Fig. 2. Equivalent circuit of solar cell 

 

Storage modelling. It is based on the electrical 
diagram (Fig. 3), containing 3 elements: a voltage 
source, the internal resistance and the capacitor: 

bb
b

bat IR
Q

dtI
KEU  

0
0 . ,                (13) 

where E0 is the open circuit voltage of the battery; K is 
the battery-dependent constant; Rb is the internal battery 
resistance; Ib is the discharging current; Q0 is the battery 

capacity;  tI
Q

K
bd

0
 indicates the battery discharge status. 

Rb E0 Q0/K 

Ib 
Ubat  

Fig. 3. Electrical model of the battery 
 

Grid model. The dynamic grid connection model, 
employing a reference frame that synchronously rotates 
with the grid voltage space vector, is depicted as: 

gdgqggr
gdg

gdggd eiLw
t

iL
iRU 

d

d
;       (14) 
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d

d
,           (15) 

where Rg is the resistance and Lg is the inductance of the 
filter, with the latter positioned between the converter and 
the grid; ugd, ugq are the inverter voltage components, while 
wgr stands for the electrical angular velocity of the grid. 

FLC design. The FLC code comprises 3 sections: 
pre-processing, the fuzzy and interface rule engine, and 
post-processing. In the pre-processing phase, the fuzzy 
control (FC) input variables are the rate error (e) and the 
change in error (Δe). The gain factors for input scale and 
error scale are denoted as Ge and GΔe, respectively. The 
final phase of the FLC system involves post-processing, 
where the output signal ΔI is scaled by the factors du(t) 

)()()( * tStSte  ;                          (16) 

sampt
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)(d)1(** tutII  ,                       (18) 

with Mamdani’s method, the input fuzzy variables are 
converted into suitable linguistic values, then treated in 
the region of the fuzzy set that includes the membership 
function (MF) where a suitable fuzzy output is obtained 
using fuzzy rules, and then the fuzzy output is 
transformed into a crisp value in the defuzzification using 
the method of centroid, also known as the method of 
center of gravity given by: 


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n

i
i

n

i
ii uucU

11

 ,                   (19) 

where ci is the discrete element within an output fuzzy 
set; ui is its membership function; n is the total number of 
fuzzy rules. Upon converting the inputs into linguistic 
variables, the FLC facilitates a controlled adjustment in 
the voltage reference, aiming to achieve maximum 
power, relying on the rules outlined in Table 1. 

Table 1 
Set of fuzzy rules 

ΔE 
dU 

NB NS Z PS PB 
NB NB NB NS NS Z 
NS NB NS NS Z PS 
Z NS NS Z PS PS 
PS NS Z PS PS PB 

E 

PB Z PS PS PB PB 
 

Figure 4 represents the input and output variables’ 
MFs encompass triangular and trapezoidal shapes 
denoted as Negative Big (NB), Negative Small (NS), Zero 
(Z), Positive Small (PS) and Positive Big (PB). 
 

 
Fig. 4. MFs of e, Δe and Δu 

 

The proposed ST-FLC. Figure 5 shows the overall 
structure of ST-FLC. The proposed ST-FLC uses a 
straightforward algorithm that reduces the system 
complexity and computational burden. The MFs for the 2 
normalized inputs (e and Δe) and the output (Δu) of the 
controller were given on the normalized common area 
[–1.5, 1.5]. The following are the relationships between 
the scaling factors (Ge, GΔe and Gu) and the ST-FLC input 
and output variables: 

eGe e  ;                               (20) 

eGe e    ;                             (21) 

uGu u   )( ,                         (22) 
where: 

)( 1
1 eK

m
  .                          (23) 

The variable β is formulated based on the system’s 
expert understanding, following this principle. If the 
system approaches its desired operating point rapidly 
(small ∆e), the output action (∆u) should be heightened 
(decreasing Gu) to prevent significant overshoot or 
undershoot. Conversely, if the system deviates swiftly 
from the target operating point (large ∆e), the output 
action (∆u) must be increased (augmenting Gu) to restrict 
these deviations and expedite the system’s return to its 
target operating point. Therefore, β is expressed using 
this design by adding (∆e) to the fraction (1/m) to prevent 
a lower gain multiplication (Gu) when (∆e) is exceedingly 
small. A lower gain multiplication could lead to 
oscillations and non-steady state behavior during steady-
state operation. The value of m is set to be equal to the 
number of fuzzy uniform input partitions (e and ∆e) (MF 
number). The value of K1 is selected to allow the 
variation of β, set to 4 during the tuning process. The 
other fuzzy settings remain unchanged, adhering to the 
standard fixed parameter FLC. 
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Fig. 5. ST-FLC structure 

 

The proposed MPPT algorithm. Figure 6 
represents the proposed MPPT algorithm for WT which 
based on ST-FLC. 
 

 
Fig. 6. ST-FLC MPPT of WT control 

 

The MPPT algorithm proposed for solar system is 
based on ST-FLC is shown in Fig. 7. 
 

 
Fig. 7. ST-FLC MPPT of PV control 

 
 

It relies on the Mamdani input controller. As per the 
MPPT algorithm, the recommended approach utilizes the 
error E as input and modifies the output through a 
distinctive ST algorithm. By taking E = (DP/DV) for each 
step and considering the sign of DP and DV, and modify 
the output, which is the duty cycle dD. 

DDDEif   then 0 ;                     (24) 

DDDEif   then 0 ;                  (25) 

DDEif   then 0 ,                       (26) 

where the integrator with forward Euler method (the 
standard method) to obtain the duty cycle (D); where the 
gain value k and the sample time T of the integrator were 
respectively set to 1 and 0.01: 

)1(d)1()(  kDkTkDkD .             (27) 

Power control with FC. The hybrid system control 
strategy must satisfy load demand under various weather 
conditions and control energy flow while keeping the 
different energy sources operating efficiently. Figure 8 
shows the global system configuration. The FLC inputs 
are respectively solar irradiation G, wind velocity Vw, 
battery state of charge (SOC) and load demand. The 
outputs are switches corresponding to the selected source 
according to the proposed strategy, which will be 
explained in power control with FC section. 

The scheme parameters are next. PV generator: 
rated power Pwt = 2,7 kW. WT generator: power rating 
Ppv = 6 kW; power rating of the turbine Ptur = 8,5 kW; 
radius of the turbine Rtur = 3.24 m. Battery bank: rated 
voltage Vbat = 200 V; capacity C = 100 Ah. DC bus: 
Vdc = 630 V. Load: minimum power Pl = 1 kW; 
maximum power PlM = 8 kW. Grid: effective voltage 
value Vg = 220 V; maximum voltage value VgM = 381 V. 

 
Fig. 8. Power control with FC general structure 

 

The proposed strategy uses the energy produced by 
PV, WT and battery to satisfy the demands of the load. 
The FLC principle is to generate 3 signals of control Kpv, 
Kwt and Kbat from 3 inputs: G, Vw and SOC. Kpv, Kwt and 
Kbat are the switches that control the PV system, WT and 
battery, respectively. Table 2 presents the rule table for 
the fuzzy controller, where the inputs are fuzzy sets 

representing SOC, Vw and G. The output indicates the 
states of the 3 switches Kpv, Kwt and Kbat. 

Table 2 
Interval of fuzzy controller inputs 

 Low Medium High 
SOC, % 0–20 20–95 95–100 
Vw, m/s 0–2 2–9 9–12 

G, W/m2 0–200 200–600 600–1000 
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Depending on the (ON/OFF) states of the Kpv, Kwt 
and Kbat switches, with the power supplied to the load 
expressed as: 

pvpvwtwtbatlostload KPKPPPP  ,      (28) 

where Pwt, Ppv are the power generated by the WT and the 
PV system; Pbat is the battery power; Pload is the power 
consumed by the load; Plost is the power lost in the 
system; Pbat > 0 – when the batteries are charged; Pbat < 0 
– when the batteries are discharged. 

To guarantee the effective operation of the system 
under all conditions, we developed a range of scenarios 
based on system inputs (Vw, G and SOC) while considering 
the load. The resulting set is displayed below. 

Mode 1 (M1). WT and PV power supply the load, 
the total energy is enough to power the load and the 
excess used to charge the batteries. The battery is 
charging. 

Mode 2 (M2). WT and PV energy insufficient to 
supply the load, in this case, power is supplied by the 
battery to satisfy the demand. The battery is discharging. 

Mode 3 (M3). PV power is the only source, 
sufficient to satisfy the load and the excess used to charge 
the batteries, this mode occurs during a sunny day 
(summer). The battery is charging. 

Mode 4 (M4). PV source is insufficient to supply 
the load. Power is supplied by the battery to satisfy the 
load demand, the battery is discharging. 

Mode 5 (M5). WT energy is the only source, 
sufficient to satisfy the load and the excess used to charge 
the batteries, which is the situation on a winter day with 
no solar radiation or at night with a good wind velocity. 
The battery is charging. 

Mode 6 (M6). WT power source is insufficient to 
supply the load. Power is supplied by the battery to 
satisfy the load. The battery is discharging. 

Mode 7 (M7). Only the battery powered the load. 
The battery is discharging. 

Mode 8 (M8). No source available and the battery is 
empty, so the grid therefore supplied the power needed to 
satisfy the load demand. 

Figure 9 shows the flowchart governing the energy 
control system utilizing the fuzzy system. This fuzzy 
system processes the inputs shown in Table 2, along with 
the total energy sum represented in (28). The control 
system evaluates 4 inputs to determine which mode, as 
previously described, should be implemented. 

 

 
Fig. 9. Flowchart of the power control algorithm 

 

Results simulation analysis. The simulation, 
conducted in MATLAB/Simulink, assesses the energetic 
efficiency and feasibility of the proposed strategy across 
various potential climatic conditions, as depicted in Fig. 8. 
The selected profiles include wind velocity (Fig. 10) and 
solar irradiance (Fig. 11). 

Vw, m/s

t, s  
Fig. 10. Profile of the wind velocity 

 

 G, W/m2

t, s  
Fig. 11. Profile of the solar irradiation 

 

The speed control response of the ST-FLC exhibits 
superior tracking characteristics compared to other controllers. 
In time-critical situations where the speed supervision 
controller operates, the permanent magnet synchronous 
generator demonstrates very short speed response times, no 
overshoot, and no steady-state error (Fig. 12). 

 

 P, W 

t, s
 

Fig. 12. Output power of the WT 
 

Table 3 presents a comparison among 3 controllers. 
It’s evident that the ST-FLC controller exhibits a shorter 
response time and reduced overshoot when compared to 
the other controllers. Additionally, the ST-FLC 
demonstrates smaller rise time and settling time in 
comparison to the other 2 controllers. 

Table 3 
MPPT WT performance metrics for PI, FLC and ST-FLC 

Operation Measure PI FLC ST-FLC 
Setting time, s 0.193 0.124 0.104 

Rise time, s 0.123 0.102 0.077 MPPT WT 
Overshoot, % 0.909 0.405 0.315 

 

The ST-FLC has better tracking characteristics than 
other power control modules, the PV response time is 
very short compared to other controllers (Fig. 13). 
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P, W 

t, s  
Fig. 13. Output power of the PV 

 
Table 4 displays the outcomes of comparing the 

three controllers. The ST-FLC controller showcases 
shorter rise time and settling time. Moreover, both the 
ST-FLC and FLC controllers exhibit lesser overshoot 
when compared to the P&O controller. 

Table 4 
MPPT PV performance metrics for P&O, FLC and ST-FLC 

Operation Measure P&O FLC ST-FLC 
Setting time, s 0.273 0.221 0.177 

Rise time, s 0.204 0.115 0.105 MPPT PV 
Overshoot, % 0.506 0.189 0.189 

 

A more detailed analysis of the steady-state power 
was carried out. A fast Fourier transform analysis has 
been used to calculate the Total Harmonic Distortion 
(THD) produced by the power. 20 cycles of the power 
were selected, starting at 0.2 s, the frequency fundamental 
and limited 50 Hz and 1000 Hz respectively to obtain a 
clear view of the THD spectrum. Tables 5, 6 show the 
power and THD spectrum for the 3 controllers. 

 
Table 5 

Phase a power THD of WT comparison 
Controller P, W THD, % 

PI 4395 3.94 
FLC 4417 3.26 

ST-FLC 4425 2.29 
 

Table 6 
Phase a power THD of PV comparison 

Controller P, W THD, % 
P&O 2559 7.21 
FLC 2582 6.21 

ST-FLC 2591 5.46 
 

The performance evaluation of the proposed 
strategy, encompassing control and optimization, utilized 
the selected profiles: wind velocity (Fig. 10), solar 
irradiance (Fig. 11), and load power (Fig. 14). Figures 15, 
16 depict the voltage shape and SOC, respectively, 
showcasing fluctuations of increase and decrease. When 
the load power surpasses the power supplied by sources 
(PV, WT), both the voltage and battery SOC decrease 
(indicating battery discharge). Conversely, they increase 
when the load power is lower, allowing the sources to 
charge the battery. Figure 17 shows the maintenance of 
Vdc at the reference value. Moreover, the powers 
generated by PV, WT, and batteries are presented in 
Fig 18. The obtained results affirm the effectiveness of 
the proposed FLC-based strategy, clearly demonstrating 
the successful achievement of its objectives. 

 P, W 

t, s  
Fig. 14. Profile of the load power 

 

Vbat, V

t, s  
Fig. 15. Voltage of the battery 

 

SOC, %

t, s  
Fig. 16. The battery SOC 

 

Vdc, V

t, s  
Fig. 17. Voltage Vdc 

 

Conclusions. 
1. This study explores the modelling, optimization, and 

control of a grid-connected HRES comprising two 
renewable sources (PV and WT) along with a storage 
system. The research conducts a comprehensive 
evaluation, highlighting a comparison between 
conventional and fuzzy-based approaches in controlling 
the MPPT. The FLC demonstrates notably enhanced 
performance compared to conventional methods, 
particularly beneficial when the model lacks clear 
definition, leveraging human experiential knowledge. The 
primary objective of this investigation revolves around 
assessing two advanced MPPT control strategies for WTs 
and PV systems: FLC, which utilizes error and its change 
to adjust control through fixed gain scaling factors, and 
ST-FLC, where the output gain dynamically adapts 
according to the prevailing system conditions. 

2. The simulation outcomes demonstrate the superior 
performance of FLC over a conventional controller in 
terms of response speed and its capability to effectively 
track the maximum WT power. The ST-FLC strategy, 
employing a straightforward block design, exhibits robust 
performance and showcases commendable results 
compared to other utilized approaches. 
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P, W 

t, s  
Fig. 18. Power waveforms 

 

3. The introduced intelligent control strategy allows for 
diverse operating modes tailored to varying weather 
conditions, enabling seamless and rapid power supply 
from each source while considering the battery bank's 
state of charge. FLC serves a pivotal role in providing 
optimization and control within this framework. 

4. These simulation findings unequivocally affirm the 
effectiveness and practicality of the proposed control 
strategy. The primary objectives, including substantial 
power gains, reduced battery load, and intelligent control, 
are successfully attained. 
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Electric drive vehicle based on sliding mode control technique 
using a 21-level asymmetrical inverter under different operating conditions 
 

Introduction. Electric vehicles (EVs) have drawn increased attention as a possible remedy for the energy crisis and environmental issues. 
These days, EVs can be propelled by an extensive range of power electronics to produce the energy required for the motor and operate 
efficiently at high voltage levels. Multilevel inverters (MLIs) were designed to address the challenges and limitations of traditional 
converters .The novelty of the research that is being presented a 21-asymmetric MLI with reduced switching using pulse width modulation 
technique for powering electric propulsion system of EVs, with the proposed topology delivering notable enhancements in both performance 
and cost-efficiency compared to conventional asymmetric designs. Purpose. Improving EV performance by utilizing sliding mode control 
(SMC) technique for controlling a permanent magnet synchronous motor (PMSM) powered by a 21-level reduced switching inverter 
topology. Methods. This study focuses on assessing the feasibility of a 21-asymmetric MLI with reduced switching. This inverter utilize 
different input voltage levels for various components and modules, enabling the combination and subtraction of these voltages to create 
multiple voltage levels for use in the traction system of electric vehicles, designed to power a PMSM. The motor’s operation is controlled 
using SMC technique with three distinct surfaces, with consideration for the vehicle’s dynamic behavior. Results. Proved that, using a 21-
asymmetric MLI to optimize the quality of the output voltage for improving the performance of the EV. The proposed topology offers a cost-
effective and simple system that is easy to maintain. Practical value. To assess the effectiveness and resilience of the suggested control 
system, we conducted simulations using MATLAB/Simulink. Notably, the target speed adheres to the urban driving schedule in Europe, 
specifically the ECE-15 cycle. References 21, tables 2, figures 10. 
Key words: asymmetric multilevel inverter, electric vehicle, permanent magnet synchronous motor, sliding mode control. 
 

Вступ. Електромобілі (EVs) привернули підвищену увагу як можливий засіб від енергетичної кризи та екологічних проблем. У 
наші дні EVs можуть рухатися широким спектром силової електроніки для вироблення енергії, необхідної для двигуна, і 
працювати ефективно при високих рівнях напруги. Багаторівневі інвертори (MLI) були розроблені для вирішення проблем та 
обмежень традиційних перетворювачів. Новизна дослідження, яке представлено, 21-асиметричний MLI зі зменшеним 
перемиканням, що використовує метод широтно-імпульсної модуляції для живлення електричної рухової системи EVs, з 
запропонованою топологією, що забезпечує помітне покращення як продуктивності, так і економічної ефективності порівняно з 
традиційними асиметричними конструкціями. Мета. Поліпшення продуктивності EVs за рахунок використання методу 
керування ковзним режимом (SMC) для керування синхронним двигуном з постійними магнітами (PMSM), що працює від 
топології 21-рівневого інвертора зі зменшеним перемиканням. Методи. Це дослідження зосереджено на оцінці здійсненності 21-
асиметричного MLI зі зменшеним перемиканням. Цей інвертор використовує різні рівні вхідної напруги для різних компонентів та 
модулів, що дозволяє комбінувати та віднімати цю напругу для створення кількох рівнів напруги для використання в тяговій 
системі електромобілів, призначеної для живлення PMSM. Робота двигуна контролюється за допомогою техніки SMC із трьома 
різними поверхнями з урахуванням динамічної поведінки автомобіля. Результати. Доведено, що використання 21-асиметричного 
MLI для оптимізації якості вихідної напруги покращує продуктивність EV. Запропонована топологія пропонує економічну та 
просту систему, яку легко обслуговувати. Практична цінність. Для оцінки ефективності та стійкості запропонованої системи 
управління ми здійснили моделювання з використанням MATLAB/Simulink. Зокрема цільова швидкість відповідає міському графіку 
водіння в Європі, зокрема циклу ECE-15. Бібл. 21, табл. 2, рис. 10. 
Ключові слова: асиметричний багаторівневий інвертор, електромобіль, синхронний двигун з постійними магнітами, 
керування ковзним режимом. 
 

Introduction. The growing challenge of global 
warming and air emissions from transportation in urban 
areas has led to the development of various alternative 
mobility solutions, such as electric vehicles (EV), car 
sharing, and e-bikes [1]. EV presents multiple benefits: 
electric energy is more affordable and environmentally 
friendly compared to oil, electric motors are more 
efficient than internal combustion engines, EV operate 
more quietly, and they can be charged at home [2]. 
Consequently, this remains essential for the research 
community to prioritize clean, renewable, and 
environmentally friendly energy sources and to encourage 
policy and economic leaders to take decisive action to 
tackle this issue and facilitate the shift to renewable 
energy. In this situation, the growing presence of EV in a 
fiercely competitive market drives car manufacturers to 
create more fuel-efficient automobiles at lower expenses. 
Key performance criteria for EV encompass reliability, 
resilience, energy control, battery charging rate, and 
especially the electric drive system [3]. 

The fuel cell serves as the primary source of energy 
in the EV power supply, nevertheless, in low-load 

situations, the fuel cell may prove inadequate, making it 
necessary to use a battery as a backup source to prevent a 
limited range of driving distance and extend the lifespan 
of the fuel cell [4]. Consequently, energy management is 
optimized to enable energy distribution among the 
propulsion system components, along with the 
appropriate selection of the motor. 

A permanent magnet synchronous motor (PMSM) is 
widely used in EV energy propulsion systems because of 
its numerous advantages, such as its efficient compact 
structure, high air-gap flux density, high energy density, 
favorable torque-to-inertia ratio, and excellent performance 
effectiveness [5]. PMSM necessitates an effective 
management strategy, meaning it demands a rapid and 
precise response, swift recovery from disturbances, and 
robustness against variations in parameters. As a result, 
numerous contemporary control techniques, including 
sliding mode control (SMC), have been advocated to 
enhance the performance of the PMSM [6]. 

SMC technique is a popular technique because it 
effectively rejects internal parameter changes and outside 
disruptions. SMC has discovered vast application in 
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electrical power systems and electrical devices for 
machines [7, 8]. As a result, it has been effectively 
utilized for controlling the position and speed of PMSMs. 

EV typically utilizes large electric motors that 
necessitate a significant quantity of batteries and 
sophisticated electronic power converters to supply the 
necessary high-level electrical power they require. The 
structure of multilevel inverters (MLIs) enables the synthesis 
of high-quality, high-voltage waveforms, making them ideal 
for high-power drive systems. In [9], the authors proposed 
the effectiveness of drive control using a MLI. The suggested 
method combines the use of sand cat swarm optimization 
and spiking neural networks. According to the findings, the 
suggested approach can outperform current methods based 
on torque ripple, energy efficiency, and speed tracking [10]. 

MLIs are capable of operating at both the fundamental 
switching frequency and a high rate of pulse-width 
modulation (PWM) switching [11]. It is well known that 
these inverters can produce low harmonic waveforms for 
high-voltage signals. However, adding more switching 
devices results in a system that becomes more complex and 
expensive, resulting in maintenance challenges [12]. 
Asymmetric MLIs are viewed as an effective solution for 
overcoming the limitations of traditional MLIs. 

The goal of the paper is introduces a 21-asymmetric 
MLI with reduced switching for powering electric 
propulsion system of EV, with the proposed topology 
delivering notable enhancements in both performance and 
cost-efficiency compared to conventional asymmetric 
designs. The new aspect is that the article [13] addressed 
the 21-level inverter topology in an open loop and it used 
artificial neural networks for selective harmonic 
elimination PWM (SHE-ANN) modulation. This article is 
a continuation of the first, where we used the 21-level 
inverter within the electric EV’s traction system (closed 
loop) using sinusoidal PWM (SPWM) modulation. 

Subject of investigations. This paper presents a 21- 
hybrid asymmetric MLI reduced switching inverter within 
the EV’s traction system for powering a PMSM with a 
nominal power of approximately 50 kW and a maximum 
torque of 255 Nm. Our traction system requires control laws 
that remain unaffected by disturbances, parameter changes, 
and nonlinearities. This study will employ a variable 
structure control approach, commonly referred to as SMC. 

The proposed topology used to optimize the quality of 
the output voltage for improving the performance of the EV 
while minimizing the number of switching devices. It offers 
a cost-effective and simple system that is easy to maintain. 

Electric propulsion system. Dynamics analysis. The 
propulsion system must produce enough traction effort at the 
wheel to counteract the combined forces of aerodynamic 
drag, rolling resistance, road inclination, and the force 
necessary to accelerate the vehicle. This section outlines the 
primary forces that enable a vehicle’s operation. Figure 1 
illustrates the main forces acting on the EV. 

The force needed to drive the EV at the wheels is 
defined by the following equation [14, 15]: 

sfcradroT FFFFF  ,                (1) 

where FT is the traction force; Fro is the force of rolling 
resistance; Fad is the force of aerodynamic resistance; Fcr 
is the climbing resistance force; Fsf is the force of Stokes 
or viscous drag.  

 
Fig. 1. Fundamental forces acting on an EV 

 
The force of rolling resistance is: 

cosmgCdro F .                         (2) 

The force that resists rolling Fro is influenced by the 
vehicle’s mass m acceleration due to gravity g, and the 
wheel’s coefficient of rolling resistance Cd. In practice, 
with contemporary tires engineered for reduced tire 
resistance, a rolling resistance coefficient Cd is around 
0.01 (and approximately 0.015 for conventional tires). 
The variation in this coefficient depends on the tire’s 
width and the kind of road surface [16, 17]. 

The force of aerodynamic resistance 

 22

2

1

2

1
wffrffad VVAPCVAPC F       (3) 

is proportional to the air density P, the square of the 
vehicle’s speed V, the wind speed Vw, the vehicle’s 
frontal surface area Af, the relative speed of the vehicle Vr 
and its drag coefficient Cf, which varies between 0.25–0.5 
depending on the shape of the vehicle body. 

Climbing resistance force is: 
sinmgcr F ,                            (4) 

where m is the vehicle mass, g is the gravitational 
acceleration constant; α is the grade angle. 

The gravitational force acting on a vehicle driving 
on an inclined road depends on the road’s slope. As 
shown in Fig. 1, this exerted force is positive while the 
automobile is climbing and negative while descending.  

The force of Stokes or viscous drag is: 

rasf VKF ,                               (5) 

where Ka is the Stokes coefficient. 
In [18] authors occasionally use the EV’s acceleration 

force Fα in place of the viscous friction force Fsf as: 
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where  is the mass factor, which varies with the engaged 
gear, ranges from 1.06 to 1.34; J is the moment of inertia 
at the circumference of the driving wheel; i is the gearbox 
ratio; r is the wheel radius. 

The electric motor produces the traction force 
required for an EV to counteract the road resistance. 
Thus, the motion equation is expressed as:  

Ttrm t

V
mK FF 

d

d
,                     (7) 

where Ftr is the traction force of tires; Km is the rotational 
inertia coefficient. The net force Ftr – FT accelerates the 
vehicle or decelerates it if FT exceeds Ftr. 

The work A is given by the following expression: 

xFA
j id
4

1 
 .                            (8) 
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When the work is differentiated with respect to time, 
the resulting expression for mechanical power is: 

VFP
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F

t
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P mechmech 

d

d

d

d
.               (9) 

Description of the system. Figure 2 presents a 
diagram of the components of an EV powered by a system 
of electric traction. The main objective of the suggested 
design is to achieve speed control through SMC technique. 
The electric propulsion system comprises a DC voltage 
source, a 21-level reduced switching MLI, and a induction 
motor with a nominal power of approximately 50 kW and a 
maximum torque of 255 Nm. 

 

 
Fig. 2. The components of the traction system 

 

The proposed 21-level inverter topology. Figure 3 
shows the circuit model of the proposed 21-level inverter, 
designed with fewer switching devices. This inverter 
comprises 2 series-connected cells. The top cell consists of a 
basic H-bridge, constructed using switches S1 – S4, as well as 
2 bidirectional switches, S5 and S6, along with 3-DC sources 
of equal voltage. The bidirectional switches S5, S6 manage 
the connection of the DC sources to produce the required 
staircase output voltage waveform. The lower cell contains 
an additional H-bridge, made up of switches Sp1 – Sp4, which 
is connected to an isolated DC source [13]. 

 

 
Fig. 3. The suggested 21-level inverter configuration [13] 

 

Table 1 shows the allowed switching configurations for 
every possible combination. It is important to note that these 
combinations are only applicable under next conditions: 

321 dcdcdc VVV  ;                        (10) 

14 7 dcdc VV  .                           (11) 

Table 1 
Output voltage levels (p.u.) with their respective conducting 

switches for the suggested 21-level inverter [13] 

Voltage, p.u.
Switches 

in ON state
Voltage, p.u. 

Switches 
in ON state 

10 S1, S4, Sp1, Sp4 –10 S3, S2, Sp2, Sp3

9 S4, S5, Sp1, Sp4 –9 S3, S6, Sp2, Sp3

8 S4, S6, Sp1, Sp4 –8 S5, S3, Sp2, Sp3

7 S2, S4, Sp1, Sp4 –7 S2, S4, Sp2, Sp3

6 S3, S5, Sp1, Sp4 –6 S6, S4, Sp2, Sp3

5 S3, S6, Sp1, Sp4 –5 S5, S4, Sp2, Sp3

4 S2, S3, Sp1, Sp4 –4 S1, S4, Sp2, Sp3

3 S1, S4, Sp2, Sp4 –3 S2, S3, Sp2, Sp4

2 S4, S5, Sp2, Sp4 –2 S3, S6, Sp2, Sp4

1 S4, S6, Sp2, Sp4 –1 S3, S5, Sp2, Sp4

0 S2, S4, Sp2, Sp4 0 S2, S4, Sp2, Sp4
 

SMC strategy of the PMSM. The mathematical 
model of the PMSM in the stationary d-q coordinates 
system is [19, 20]: 
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where R is the stator resistance; Ld, Lq are the stator 
inductances; f is the flux linkage of the permanent 
magnet; id, iq are the stator currents; Vd, Vq are the stator 
voltages; r is the mechanical speed; J is the inertia 
moment; f is the viscous friction coefficient, p is the poles 
pairs number; Cr is the load torque. 

Our traction system requires control laws that remain 
unaffected by disturbances, parameter changes, and 
nonlinearities. This study will employ a variable structure 
control approach, commonly referred to as SMC. 

The system represented by the state space equation 
given bellow is taken into consideration [21]: 

     UBXAX  ,                       (13) 
where the state vector is represented by [X]Rn, the 
control input vector by [U]Rn, and the system parameter 
matrices by [A] and [B]. 

Selecting the quantity of switching surface s(x) is the 
initial stage of the control design. This number typically 
equals the control vector’s [B] dimension. To guarantee 
the variable x convergence to its reference xref, the authors 
[17] suggests the following general purpose for the 
switching surface: 
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where n is the relative degree;  is the positive coefficient; 
and the vector of tracking errors is e(x) = xref – x. 

The second step is to identify the control law that 
satisfies the requirements necessary for a sliding mode 
like to exist and be reachable [17]: 

  0)(  xSxS  .                          (15) 
There are two parts to the control law: 

neq UUU  ;                            (16) 

  xSK xsignnU ,                      (17) 
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where Un is the correction factor; Ueq is the equivalent 
control vector; U is the control vector. Un should be 
computed to satisfy the stability requirements for the 
selected control [17]; Kx is the constant. 

In this study, the following sliding surfaces are 
selected as follows:  

 
 
 
















.

;

;

rrefrr

qrefqq

drefdd

S

iiiS

iiiS



                      (18) 

The first order derivate of (18), gives: 
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The control vectors Vdeq, Vqeq and ideq are obtained 

by imposing   0xS , consequently, the following 

relation provides the corresponding control components: 
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When substituting (17) and (20) into (16), the 
following control vector is applied in order to get good 
performances, dynamics, and commutations around the 
surfaces: 
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where K1 – K3 are all positive constants. 
Discussion of simulation results. Simulations were 

performed to characterize the vehicle traction system’s 
behavior, using the model presented in Fig. 2. The 
simulations illustrate vehicle speed control with SMC 
technique driven by a novel 21-level inverter topology. 
The test cycle is the urban ECE-15 cycle (Fig. 4). 

 

t, s

Vehicle speed, km/h 

 
Fig. 4. European urban driving cycle ECE-15 

 
To verify the suggested topology’s effectiveness a 

comparative study has been done to demonstrate the 
merits of the proposed topology over of 2-level inverter 
topology. Total harmonic distortion (THD) was chosen as 
a quality index to evaluate the quality of the generated 
output voltage: 
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Figure 5,a shows the voltage wave forms generated 
by 2-level inverter topology. The spectra of the output 
voltage waveforms are shown in Fig. 5,b. THD is 73.39 %. 

 

 
                          a                                                    b 

Fig. 5. Voltage waveform produced by 2-level inverter along 
with its corresponding FFT analysis 

 

Figure 6,a shows the voltage wave forms generated 
by a 21-level reduced switching inverter topology. The 
spectra of the output voltage waveforms are shown in 
Fig. 6,b. THD is 6.19 %. 

 

 
                           a                                                   b 

Fig. 6. Voltage signal produced by the suggested 21-level 
inverter along with its corresponding FFT analysis 

 

Reference tracking test. It is worth mentioning that 
the simulation was conducted using Europe’s ECE-15 
urban driving cycle. Within this cycle, 3 speed requests 
were applied in a trapezoidal form (30 rad/s, 65 rad/s, 
100 rad/s). Additionally, a 10 % slope was applied 
between 16 and 23 s. This simulation’s objective is to 
verify whether our method of control can be implemented 
in real-time and to track the behavior of the vehicle in the 
different modes under study. 

Figures 7, 8 show the vehicle speed response in 
SMC technique. We observe that the rotation speed of the 
motor can rapidly track the reference rotation speed, a 
good tracking dynamics are observed. This command 
switches very quickly within its limits which impacts the 
overall command of the vehicle. 
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Fig. 7. The vehicle’s motor rotation speed 
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Fig. 8. Zoom of the reference and actual vehicle speed 
 

Figure 9 shows the variation of electromagnetic torque 
as load torque changes. Figure 10 presents the results for the 
direct and quadrature currents. As outlined in the control 
strategy description, this method clearly maintains the direct 
current constant at zero, allowing only the quadrature 
component to respond to torque disturbances. This 
demonstrates the controller’s excellent tracking capability 
(idref = 0). Furthermore, the iq current and the electromagnetic 
torque exhibit identical profiles, confirming that decoupling 
has been successfully achieved. 

 

Torque, Nm 

t, s

electromagnetic
load

 
Fig. 9. Electromagnetic and load torques 

 

i, A 

t, s

id 
iq 

 
Fig. 10. Direct and quadratic currents 

 

Conclusions. This paper aims to enhance EV 
performance by utilizing SMC technique for controlling a 
PMSM powered by a 21-level reduced switching inverter 
topology. The suggested SMC technique is reliable in 
situations where there are variations in the desired output 
due to fluctuations in the propulsion system’s load. 

Using MATLAB/Simulink proved that, using a 
21-asymmetric MLI helps reduce harmonics contributing to 
optimize the quality of the output voltage, the THD was 
found to be 6.19 %, for improving the performance of the 
EV. The proposed topology delivering notable enhancements 
in both performance and cost-efficiency compared to 
conventional asymmetric designs. Future studies will 
propose a new control method that reduce chattering 
phenomenon of SMC method, to improve the performance 
of the controller system. 
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Improvement teaching-learning-based optimization algorithm for solar cell parameter 
extraction in photovoltaic systems 
 

Introduction. This study investigates parameter extraction methods for solar cell analytical models, which are crucial for accurate 
photovoltaic (PV) system design and performance. Problem. Traditional single-diode models, while widely used, often lack precision, 
leading to inefficiencies in parameter extraction essential for reliable PV systems. Goal. The work aims to improve the Teaching-Learning-
Based Optimization (TLBO) algorithm to enhance the accuracy of parameter extraction in PV models. Methodology. We adopt an 
enhanced single-diode model, integrating modifications into the TLBO algorithm, including dynamic teaching factor adjustment, refined 
partner selection, and targeted local searches with the fmincon function. Comparative analysis with experimental data from four PV 
systems validates the model’s accuracy. Results. The enhanced TLBO algorithm achieves superior convergence and reliability in 
parameter extraction, as evidenced by 500 independent runs. Originality. Key contributions include methodological improvements such as 
dynamic adjustment of the teaching factor and a new approach to partner selection, which significantly optimizes the algorithm’s 
performance. Practical value. This research provides a robust framework for solar cell parameter extraction, offering practical benefits 
for PV system designers and researchers in improving model accuracy and efficiency. References 35, table 1, figures 15. 
Key words: photovoltaic system, teaching-learning-based optimization, Newton-Raphson method, parameter optimization. 
 

Вступ. У цьому дослідженні вивчаються методи отримання параметрів для аналітичних моделей сонячних елементів, які 
мають вирішальне значення для точного проєктування фотоелектричних (PV) систем і їх продуктивності. Проблема. 
Традиційні моделі з одним діодом, хоч і широко використовуються, часто не достатньо точні, що призводить до 
неефективності вилучення параметрів, необхідного для надійних PV систем. Мета. Робота спрямована на покращення 
алгоритму оптимізації на основі навчання (TLBO) для підвищення точності вилучення параметрів у PV моделях. Методологія. 
Ми приймаємо вдосконалену модель з одним діодом, інтегруючи модифікації до алгоритму TLBO, включаючи динамічне 
коригування коефіцієнта навчання, уточнений вибір партнера та цільовий локальний пошук з функцією fmincon. Порівняльний 
аналіз з експериментальними даними із чотирьох PV систем підтверджує точність моделі. Результати. Удосконалений 
алгоритм TLBO досягає значної збіжності та надійності при вилученні параметрів, про що свідчать 500 незалежних запусків. 
Оригінальність. Основні вклади включають методологічні удосконалення, такі як динамічне коригування коефіцієнта 
навчання та новий підхід до вибору партнера, що значно оптимізує продуктивність алгоритму. Практична цінність. Це 
дослідження забезпечує надійну основу для отримання параметрів сонячних елементів, пропонуючи практичні переваги для 
розробників та дослідників PV систем у плані підвищення точності та ефективності моделей. Бібл. 35, табл. 1, рис. 15. 
Ключові слова: фотоелектрична система, оптимізація на основі викладання-навчання, метод Ньютона-Рафсона, 
оптимізація параметрів. 
 

1. Introduction. Optimizing solar cell parameters 
across varying operating conditions is crucial for generating 
the voltage current curve of photovoltaic (PV) systems and 
accurately estimating their power output. The accuracy of 
these parameters is essential for the effective analysis of PV 
systems, and the choice of parameter extraction method is 
fundamental to addressing this challenge. Over the years, a 
range of techniques have been utilized for extracting 
parameters from solar cells, which can be broadly classified 
into three types. The first one is analytical methods, which are 
appreciated for their simplicity and computational speed but 
may suffer from precision issues because of specific 
presumptions. Notably, reference [1] gives a detailed analysis 
of the extraction of solar PV system parameters through the 
application of optimization techniques based on one- and 
two-diode models. The second one includes deterministic 
methods, which necessitate differentiability and convexity 
and can be sensitive to initial conditions. Examples of such 
methods include intrinsic proprieties of solar cells [2], the 
Newton approach [3], the Newton-Raphson method [4], and 
the nonlinear algorithm method [5]. The third, metaheuristic 
methods have emerged as viable options for parameter 
extraction in PV models, aiming to overcome the limitations 
of previous approaches. These techniques don’t require strict 
conditions and are simple to use.  

Current research on metaheuristic algorithms have 
demonstrated their value in improving accuracy in a 
number of engineering domains, including microarray 
data-based cancer classification [6], picture segmentation 
[7], and identification of faces [8]. Current researches on 
PV model parameters have been estimated using a variety 
of metaheuristic techniques. Obviously, these include 
techniques such as the improved algorithm, namely 

Genetic Algorithm based on Non-Uniform Mutation 
(GAMNU) [9], Particle Swarm Optimization (PSO) and 
Newton–Raphson method [10], nonlinear least squares 
fitting algorithm [11], and the supply-demand-based 
optimization algorithm [12]. Other approaches, like 
chaotic optimization approach [13], adaptive differential 
evolution [14], symbiotic organic search [15], and 
Improved Shuffled Complex Evolution algorithm (ISCE) 
[16] have also been employed. Moreover, an Enhanced 
Hybrid JAYA and Rao-1 algorithm, called (EHRJAYA) 
[17], as well as the integration novel hybrid Algorithm 
based on Rat Swarm optimization with Pattern Search 
(hARS-PS) [18], have shown significant effectiveness. 
Similarly, the Improved Gaining-Sharing Knowledge 
(IGSK) algorithm [19] has also demonstrated success. 
Other techniques, including chaos game optimization 
algorithm for estimating the unknown parameters of the 
three-diode PV model [20], Self-adaptive Ensemble-based 
Differential Evolution (SEDE) algorithm [21], bio-
inspired algorithm called sooty tern optimization 
algorithm [22], and hybridized interior search algorithm 
[23] have been successfully implemented. Further 
methods include an enhanced Spherical Evolution 
algorithm (SE) based on a novel Dynamic Sine-Cosine 
mechanism (DSCSE) [24], combined analytical and 
numerical approaches [25], and newer algorithms like the 
gorilla troops optimization [26]. The robust approach 
based on Stochastic Fractal Search (SFS) optimization 
algorithm is introduced to estimate accurate and reliable 
values of solar PV parameters for its precise modeling 
[27] and Supply-Demand Optimization (SDO) algorithm 
[28] are also part of this diverse toolkit. 
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Recent studies have explored advanced optimization 
techniques to improve solar PV systems, including 
opposition-based on PSO algorithm for Maximum Power 
Point Tracking (MPPT) [30]. Moreover, a plant-
propagation-inspired method for partial shading conditions 
[31], and a beta-based MPPT controller for efficient power 
tracking [32]. Other studies have focused on improving 
power quality with modular inverter structures [33]. 
Furthermore, authors [34] proposed work enhances system 
performance by using hysteresis modulation with a Z-
source inverter and improves power quality through the 
inclusion of a shunt active harmonic filter, and designing 
optimal energy grids with dynamic programming and PSO 
[35]. These studies offer valuable insights into optimizing 
solar PV systems and can complement the enhancement of 
Teaching-Learning-Based Optimization (TLBO) 
algorithms for solar cell parameter extraction. 

In this paper our motivation and contributions, it is 
as follows, we introduce an enhanced version of the 
TLBO metaheuristic method. This enhancement includes 
various modifications aimed at improving the TLBO’s 
performance. The key advancements in this work center 
around several innovative modifications to the standard 
TLBO algorithm, significantly enhancing its performance. 
One of the primary improvements is the dynamic 
adjustment of the Teaching Factor (TF), which evolves 
with each generation, allowing the algorithm to better 
adapt and converge efficiently over time. Additionally, 
we introduce a new partner selection strategy, designed to 
improve solution diversity and ensure a more thorough 
exploration of the search space. An optional mutation step 
is also incorporated to reduce the likelihood of premature 
convergence by introducing variability at critical stages of 
the search. Finally, we embed a local search mechanism 
using the fmincon function, which refines solutions and 
drives the algorithm toward more precise global optima. 
These enhancements collectively represent a substantial 
contribution to the efficiency, accuracy, and robustness of 
the TLBO algorithm in solving complex optimization 
problems. Furthermore, we propose an improvement to 
the SDM by expressing the conventional diode model as 
two composite functions. To extract the unknown 
parameters from the modified model, particularly we 
employ the TLBO method. To validate our novel 
approach, we compare the results obtained using our 
proposed model with other recent results and well-
established works in the literature that employ the 
classical model and new metaheuristic algorithms. 

2. Methods analysis. This section analyzes the 
mathematical framework of the electrical model for both 
the SDM and the PV model of a PV system, depicted in 
Fig. 1, 2, respectively. We also propose a new variant, the 
Modified Single-Diode Model (MSDM). 

The mathematical SDM gives an analytical current 
output Ian, which is expressed as: 

RshDphan IIII  ,                    (1) 

where Ian is the SDM output analytical current; Iph is the 
photogenerated current; ID is the diode current; IRsh is the 
shunt resistor current. 

Equations (2), (3) define the diode current ID and the 
shunt resistor current IRsh: 
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where VLex is the output voltage; Isd is the saturation current; 
Iex is the experimental current data; Rs is the series resistance; 
Rsh is the shunt resistance; n is the diode ideality factor; Vt is 
the thermal voltage of the diode; k is the Boltzmann constant; 
q is the electron charge; T is the cell temperature. 

 
Fig. 1. Equivalent circuit of SDM model 

 
Fig. 2. Equivalent circuit of PV model 

 

According to (1), (2) the 5 unknown parameters to 
be determined in the SDM are: Iph, Isd, n, Rs and Rsh. The 
goal of our contribution is to ensure that the analytical 
current Ian closely matches the experimental current Iex. 

Obviously, the experimental current data of a solar 
mathematical PV module is given as: 
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where Np, Ns are the number of cells in parallel and series, 
and as the solar cells are largely connected in series, for 
this reason we assume that Np = 1. The resultant output 
current of the PV module will be presented as: 
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2.1. Modified Single-Diode Model (MSDM). The 
previously derived equations including (1), (2) form the 
basis for the MSDM. By applying these equations, the 
following expression is obtained: 
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The output current is represented by the term Iout, 
which was first introduced in (7) and is further described 
in (8). Typically, the analytical current Ian is calculated 
from the experimental values of VLex and Iex. The 
proposed modification involves calculating Ian using Iout, 
which is determined by (7). This modification enhances 
the convergence of the TLBO estimation algorithm and 
minimizes the Root Means Square Error (RMSE): 
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Finally, (8) defines the MSDM. According to (7), (8) 
the parameters that must be determined for the MSDM 
include Iph, Isd, n, Rs and Rsh. Note that, an objective 
function is using based on experimental values, by 
comparing the analytical current values with the 
experimental values that minimizes the RMSE. The goal 
is to minimize the objective function F with respect to the 
parameter set. In theory, F should be zero when the 
parameters are precisely determined [3]: 
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where X = [Iph, Isd, Rs, Rsh, n] is the vector of unknown 
parameters; N is the number of data points; [lb, ub] are the 
lower and upper bounds on parameter vector X. 

2.2. Teaching-learning-based optimization 
(TLBO). The TLBO algorithm, developed authors in 
[29], draws inspiration from the educational process, 
modeling the interactions and influence between teachers 
and students within a classroom to optimize solutions. 
The operation of TLBO is based on two phases, the 
«Teaching Phase» and the «Learning Phase». The 
operation of the two phases is explained below. 

Initialization phase. The TLBO algorithm begins 
with the initialization of a population of solutions 
(learners). Each learner represents a potential solution to 
the optimization problem, the population size is denoted 
by Npop, and the problem dimension is denoted by D, 
learners are initialized randomly within the predefined 
lower (lb) and upper (ub) bounds of the problem [28]. 

Teaching phase. During the teaching phase, the 
algorithm attempts to improve the quality of solutions 
based on the knowledge of the best solution (Teacher). The 
best solution in the population is considered the Teacher, 
the mean (Mean) of the population in each dimension is 
calculated, each learner’s solution is updated as: 

])[,1(rand MeanTFTeacherDpopNewSol staticii  , (12) 
where TFstatic is the static teaching factor, typically set to 1 
or 2; rand(1, D) is a vector of random numbers in [0, 1]: 

)1 ,1 ],2,1[ ( randstaticTF .                 (13) 
Solutions are bounded within the [lb, ub] limits. 

Learning phase. It allows learners to learn from 
each other. Each learner i is updated by interacting with 
another randomly chosen learner j. If learner j has a better 
performance, learner i attempts to learn: 
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where obj(i), obj(j) are the objective values of the 
solutions of learners i and j, respectively; solutions are 
bounded within the the [lb, ub] limits. 

Iterative process phase. The teaching and learning 
phases are repeated for a predefined number of generations 
or until a convergence criterion is met, the best solution at 
the end of the iterations is considered the optimal solution. 
The standard TLBO algorithm is an effective method for 
solving optimization problems by mimicking the teaching 
and learning process in a classroom setting. Its simplicity 
and lack of hyper-parameters make it a robust choice for 
various applications. 

2.3. Modified TLBO using dynamic teaching 
factor. In this work we will examine the modifications 
made to the standard TLBO algorithm that can improve 
the estimation of PV model parameters. 

Dynamic teaching factor. One of the main features 
of our improvement is the dynamic adjustment of the TF 
based on the current generation number. This adaptation 
enables TLBO to more effectively adjust to the changing 
landscape of optimization over successive generations, 
hence optimizing the search for optimal solutions. The 
following equation characterizes this factor: 
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where TFcurrent is the teaching factor for the current 
generation; TFdynamic is the actual student position of the 
dynamic teaching factor. 

Different partner selection procedure. An 
alternative partner selection approach was introduced by 
the algorithm’s improved version. This change aims to 
diversify potential partners, which may help prevent the 
algorithm from stagnating in local optimal: 
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2.4. Improved TLBO using dynamic factor with 
mutation rate. In the first case, this method is based on 
mutation facultative step. However, this mutation makes 
it possible to introduce diversity into the individual 
population, which may be essential for exploring new 
areas of the research domain. The facultative mutation 
gives the algorithm additional flexibility to adapt to 
different kinds of problems.  

Note that each student makes mutation with 
probability Pm. Using a function rand, we apply the 
mutation rate as follows: 

When Pm > rand 
randlbubMutNewSolSolMut rateii ][  ;    (17) 

When Pm < rand 

ii NewSolSolMut  ,                     (18) 
where SolMuti is the solution mutation; Mutrate is the 
mutation rate, which is the factor determining the 
mutation magnitude. 
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In a second case, we aim to optimize the TLBO 
algorithm obliviously, we combined the previews 
modification using local search based on MATLAB 
function denoted fmincon. The updated version includes a 
local search step that uses the fmincon function. This step 
enables the candidate solutions to be refined using more 
sophisticated local search techniques. This could have a 
major impact on raising the caliber of solutions produced 
by the evolutionary algorithm. 

The following representation of the local search step 
equation is as follows: 

 ,sConstraint,,fmincon solution

solution

CurrentF

Optimized




        (19) 

where F is the objective function given by (9); 
Currentsolution is the solution mutation given by (17); 
Constraints [lb, ub] for each parameter. However, the 
solution that has been optimized with the help of the 
fmincon function is denoted by the term «Optimized 
Solution» in this equation. The function fmincon takes 
into account the function to minimize, the initial solution, 
and all requirements that must be met. It conducts local 
research to find an improved solution within the 
constraints of the available data. This step allows the 
quality of the solutions generated by the evolutionary 
algorithm to be improved by affining them through local 
optimization (Fig. 3). 

1  : function: Improved TLBO  
2  : initialTF = 5 % Initial value of TF 
3  : for each generation gen = 1 to T do 
4  :  Calculate TF = initialTF / (1 + gen) 
5  :  Find [best_obj, best_idx] = min(obj) (minimum objective value and its index) 
6  :  best_student = pop(best_idx, :) (select best solution) 
7  :  for each population member i = 1: NPop do 
8  :   Calculate teach_factor = rand * (best_student - mean(pop)) 
9  :   Generate NewSol = pop(i, :) + rand(1, D) .* teach_factor 
10  :   Bound the solution: NewSol = max(min(ub, NewSol), lb) 
11  :   Evaluate NewSolObj = FITNESSFCN(NewSol) 
12  :   if (NewSolObj < obj(i)) then 
13  :    Update population: pop(i, :) = NewSol 
14  :    Update objective value: obj(i) = NewSolObj 
15  :   end if 
16  :  end for 
17  :  for each population member i = 1:NPop do 
18  :   Select partner_idx = randi([1, NPop]) 
19  :   While partner_idx == I do 
20  :    Re-select partner_idx = randi([1, NPop]) 
21  :   end while 
22  :   if (obj(i) < obj(partner_idx)) then 
23  :    Generate NewSol = pop(i, :) + rand(1, D) .* (pop(i, :) - pop(partner_idx, :)) 
24  :   else: 
25  :    Generate NewSol = pop(i, :) + rand(1, D) .* (pop(partner_idx, :) - pop(i, :)) 
26  :  end if 
27  :   Bound the solution: NewSol = max(min(ub, NewSol), lb) 
28  :   Evaluate NewSolObj = FITNESSFCN(NewSol) 
29  :   if (NewSolObj < obj(i)) then 
30  :    Update population: pop(i, :) = NewSol 
31  :    Update objective value: obj(i) = NewSolObj 
32  :   end if 
33  :  end for 
34  : for each population member i = 1: NPop do 
35  :   if (rand() < 0.05) then % Adjust mutation probability as needed 
36  :    Generate mutation_factor = rand(1, D) .* (ub - lb) (random mutation) 
37  :   Generate NewSol = pop(i, :) + mutation_factor 
38  :   Bound the solution: NewSol = max(min(ub, NewSol), lb) 
39  :    Evaluate NewSolObj = FITNESSFCN(NewSol) 
40  :    if (NewSolObj < obj(i)) then 
41  :     Update population: pop(i, :) = NewSol 
42  :     Update objective value: obj(i) = NewSolObj 
43  :    end if 
44  :   end if 
45  :  end for 
46  :  Store best objective value for each generation: [BestFVALIter(gen), ~] = min(obj) 
47  : end for 
48  : At the end of all generations: 
49  : Find the best solution: [~, ind] = min(obj) 
50  : X = pop(ind, :) (best individual) 
51  : FVAL = obj(ind) (best objective value) 
52  : Set optimization options: options = optimset('Display', 'off') 
53  : Refine solution using fmincon : [X, FVAL] = conf min  (FITNESSFCN, X, lb, ub, options) 

54  : Store final best objective value: [BestFVALIter(end), ~] = min(FITNESSFCN(X)) 
55  : end function 

Fig. 3. Improved TLBO algorithm 
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3. Simulation results and discussion. In this study, 
we delve into the analysis of parameters derived from the 
TLBO algorithm. The study compares the traditional 
SDM for PV systems with an enhanced model using the 
TLBO algorithm. The data set for this analysis comprises 
a variety of PV devices, including the RTC solar cell from 
France, the Photowatt-PWP201, STM 6-40/36, and STP6-
120/36 PV panels. The performance evaluation is carried 
out using the RMSE as a benchmark to compare the 
results from the traditional model and the enhanced model 
that employs the TLBO algorithm. 

Additionally, an assessment of the suggested model 
and the TLBO algorithm in comparison to a number of 
accepted techniques, which presented in [17], [19], [23], 
[24] and SDO [28] are some of these. 

To obtain more comprehensive information on solar 
cell parameter extraction and to illustrate the validity of the 
new method we carried out several simulation results. 
Obviously, we execute 30 separate runs to determine the 
robustness of our suggested model. The TLBO algorithm 
uses 30 runs, and each run has 500 iterations. The lower limit 
values (lb) of the 5 characteristic parameters Iph(A), Isd(µA), 
n, Rs(Ω) and Rsh(Ω) are the same (0, 0, 1, 0, 0) for the 4 PV 
devices. The upper limit values (ub) of the 5 parameters are 
respectively (1, 1, 2, 0.5, 100) for the RTC France cell, 
(2, 5, 2, 1, 2000) for the PWP201, (5, 3, 2, 1, 2000) for 
STM 6-40/36 and (10, 3, 2, 1, 2000) for STP6-120/36. 

3.1. Comparison between the classic SDM and the 
MSDM. In this study, the simulation results considered 
for 4 PV devices are analyzed and the modified model is 
compared with the traditional SDM. However, to find the 
unknown parameters of the PV systems, the TLBO 
method is employed. Obviously, for this comparative 
analysis we perform 30 independent runs presented in 
Fig. 4–7. The optimal run is selected based on 2 
evaluation criteria. The first criterion is the real-time 
absolute error, denoted as Iex – Ian, where the 
experimentally measured current is Iex, and the 
analytically computed current is Ian. RMSE’s decimal 
logarithm serves as the basis for the second criterion. The 
absolute errors for the suggested and classical models 
Iex – Ian between the calculated and experimental current 
values are shown in Fig. 4–7. Obviously, Fig. 4 shows the 
absolute error for the STM6-40/36 panel, the performance 
of both models is comparable, though the proposed model 
exhibits a slight advantage. The absolute inaccuracy for 
the STP6-120/36 module is shown in Fig. 5, where the 
proposed model’s error ranges from 0 to 0.05, while the 
inaccuracy of the conventional model varies from 0 to 
0.15, highlighting the enhanced functionality of the 
suggested model. Figure 6 shows the absolute error for 
the RTC France solar cell, where the proposed model 
exhibits better convergence towards zero, indicating 
improved accuracy over the classical model. Additionally, 
Fig. 7 illustrates the absolute error for the Photowatt-
PWP201 module, where the proposed model also 
achieves more stable and precise results. A thorough 
comparison of absolute errors between different PV 
systems is shown in Fig. 4–7, which also emphasizes how 
much better the suggested model is at precision and 
convergence than the conventional model. 

Iex – Ian

Iteration

0.007

0.006

0.005

0.004

0.003

0.002

0.001

 
Fig. 4. The absolute error of classical and proposed model 

for the solar panel STM 6-40/36 
Iex – Ian

Iteration  
Fig. 5. The absolute error of classical and proposed model 

for the solar panel STP6-120/36 
Iex – Ian

Iteration  
Fig. 6. The absolute error of classical and proposed model 

for the solar cell RTC France 

 Iex – Ian

Iteration  
Fig. 7. The absolute error of classical and proposed model 

for the solar panel Photowatt-PWP201 
 

Figures 8–11 show the evolution of the decimal log 
of the RMSE for the 4 PV devices. In comparison to the 
classical model, the suggested model exhibits better 
convergence over the course of the simulation, as 
presented in Fig. 8–11. In the initial iterations, the 
classical model demonstrates better convergence, as 
indicated by the RMSE evolution for the STM6-40/36 
panel shown in Fig. 8. Still, the suggested model performs 
better at convergence starting with iteration 300. A 
detailed examination of the convergence behavior for 
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both models during the simulation results are shown in 
Fig. 8–11, which show that the suggested model 
outperforms the traditional model in terms of convergence 
and accuracy, especially in the later phases. 

log(RMSE) 

Iteration  
Fig. 8. The decimal log of the best RMSE for the solar panel 

STM6-40/36 

 log(RMSE) 

Iteration  
Fig. 9. The decimal log of the best RMSE for the solar panel 

STP6-120/36 
log(RMSE) 

Iteration  
Fig. 10. The decimal log of the best RMSE for the solar cell RTC France 

 log(RMSE) 

Iteration  
Fig. 11. The decimal log of the best RMSE for the solar panel 

Photowatt-PWP201 
 

3.2. Statistical analysis and comparison of 
parameter estimation algorithms. To evaluate the 
robustness of the proposed model, we conduct several 
iterations corresponding to the tables of values from the 
available measurements. This section compares the 
robustness of the classical model against the modified 
model. The robustness curves for the suggested model, 
which is based on the TLBO method, and the classical 
model, over 30 different runs, are shown in Fig. 12–15. In 
terms of forecasting the behavior of the 4 PV devices, the 
analysis of Fig. 12–15 makes it abundantly evident that 

the suggested model routinely outperforms the traditional 
models. The evaluation relies on RMSE, a metric that 
reflects model accuracy, with lower RMSE values 
signifying better performance. For each of the four PV 
devices, the suggested model continuously outperforms 
the conventional models in terms of RMSE values 
throughout the course of 30 independent runs. This 
implies that the predicted values of the proposed model 
are consistently closer to the actual values of the PV 
devices than those of the classical models. 
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Fig. 12. The different RMSEs for the 30 iterations for the solar 

cell RTC France 
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Fig. 13. The different RMSEs for the 30 iterations for the solar 

panel Photowatt-PWP201 
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Fig. 14. The different RMSEs for the 30 iterations for the solar 

panel STM 6-40/36 

 RMSE

Iteration  
Fig. 15. The different RMSEs for the 30 iterations for the solar 

panel STP6-120/36 
 

Table 1 presents a performance comparison between 
the proposed method and other recent works in the 
literature. This table shows the estimated parameters and 
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RMSE values for the proposed model and other classic 
models. The proposed model’s RMSE is better than that of 
classic models across all studied PV systems. This indicates 

that the proposed model demonstrates higher precision or 
predictive performance compared to the classic model used 
in the other works for the analyzed PV systems. 

Table 1 
Comparing the proposed model with traditional algorithms 

Solar cell RTC France 
Algorithm Iph, A Isd, A n Rs, Ω Rsh, Ω RMSE 

Improved - TLBO 0,76079 3,1194510–7 1,47737 0,03621 52,35576 7,8961110–4 
GAMNU [9] 0,76077 3,2559510–7 1,4821 0,03634 53,89686 9,861810–4 

ISCE [16] 0,76078 3,2302110–7 1,48118 0,03638 53,71853 9,8602210–4 
EHRJAYA [17] 0,76078 3,2302110–7 1,48118 0.03638 53,71853 9,8602210–4 
hARS‐PS [18] 0,7608 3,2310–7 1,481 0,0364 53,714 9,8410–4 

IGSK [19] 0,76078 3,2310–7 1,48118 0,03638 53,71853 9,8602210–4 
SEDE [21] 0,76078 3,2302110–7 1,48118 0,03638 53,71852 9,8602210–4 

DSCSE [24] 0,76078 3,2302110–7 1,48118 0,03638 53,7185 9,8602210–4 
SFS[27] 0,7609 3,16710–7 1,47918 0,03648 53,2805 7,93110–4 

Solar panel Photowatt-PWP201 
Algorithm Iph, A Isd, A n Rs, Ω Rsh, Ω RMSE 

Improved - TLBO 1,03235 1,7980210–6 1,34714 0,03571 19,65356 1,7256910–3 
GAMNU [9] 1,03077 3,0162310–6 48,09755 1,21912 906,27545 2,3824210–3 

ISCE [16] 1,03051 3,4822610–6 48,64284 1,20127 981,98228 2,4250810–3 
EHRJAYA [17] 1,03051 3,4822610–6 48,64283 1,20127 981,98222 2,4250710–3 
hARS‐PS [18] 1,0305 3,482210–6 48,6428 1,20120 981,9823 2,4210–3 

IGSK [19] 1,03051 3,482310–6 48,64283 1,20127 981,9823 2,4250710–3 
SEDE [21] 1,03051 3,4822610–6 48,64284 1,20127 981,98223 2,4250710–3 

DSCSE [24] 1,03051 3,4822610–6 48,6428 1,20127 981,982 2,4250710–3 
SDO[28] 1,03051 3,4810–6 1,35119 0,03337 27,27729 2,42510–3 

Solar panel STM6-40/36 
Algorithm Iph, A Isd, A n Rs, Ω Rsh, Ω RMSE 

Improved - TLBO 3,47128 1,1918110–6 1,19871 0,0157 27,38766 1,5828810–3 
ISCE [16] 1,6639 1,7386610–6 1,5203 0.00427 15,92829 1,7298110–3 

EHRJAYA [17] 1,6639 1,7386610–6 1,5203 0.00427 15,92829 1,7298110–3 
hARS‐PS [18] 1,0305 3,482210–6 48,6428 1,2012 981,9823 2,4210–3 

IGSK [19] 1,6639 1,738710–6 1,5203 0,00427 15,92829 1,7298110–3 
SDO[28] 1,66391 1,7410–6 1,5203 0,00427 15,92829 1,7310–3 

Solar panel STP6-120/36 
Algorithm Iph, A Isd, A n Rs, Ω Rsh, Ω RMSE 

Improved - TLBO 7,47482 1,4640710–6 1,23924 0,005 14,70737 1,2971310–2 
GAMNU [9] 7,469 2,73910–6 45,84837 0,16269 1468,618 1,673510–2 

ISCE [16] 7,47253 2,33510–6 1,2601 0,00459 22,21991 1,6600610–2 
EHRJAYA [17] 7,47253 2,33510–6 1,2601 0,00446 222,19907 1,6610–2 

IGSK [19] 7,47253 2,33510–6 1,2601 0,00459 22,21989 1,6610–2 
SFS[27] 7,4757 3,0110–6 1,2816 0,16 827,5815 1,5910–2 
SDO[28] 7,47253 2,3310–6 1,2601 0,0046 22,21991 1,660110–2 

 

4. Conclusions. This research underscores the 
significance of precise solar cell modeling to ensure that 
PV systems are designed effectively. It highlights that in 
order to improve modeling precision, precise parameter 
estimate is essential for simple models. In this work, we 
suggest improving the single-diode model analytically to 
improve its performance. This improvement incorporates 
the optimization of unknown parameters and performance 
evaluation of the model through the application of the 
TLBO algorithm. When compared to other well-known 
studies in the field, our findings show that the suggested 
model outperforms the traditional approach in terms of 
accuracy and dependability. The application of the TLBO 
algorithm enables the proposed model to yield more precise 
and robust results, demonstrating higher rates of 
convergence. Looking ahead, our future research will 
explore the use of other metaheuristic algorithms for 
parameter extraction from single, double and triple diode 
models. This investigation could offer additional insights 
and further refine the modeling process. The MPPT issue, 
which is crucial for maximizing solar power output, will 
also be covered in our research. To further develop the field 

of solar cell modeling and PV system design, our future 
research plan includes investigating alternate metaheuristic 
algorithms and tackling the MPPT problem. 
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Adaptive finite-time synergetic control for flexible-joint robot manipulator with disturbance 
inputs 
 

Introduction. In this paper, the adaptive finite time controller is designed for flexible-joint manipulator (FJM) to stabilize oscillations 
and track the desired trajectory based on synergetic control theory (SCT) under disturbance inputs. The problem of the proposed work 
consists in the development of a mathematical model of the flexible joint while ignoring the nonlinear components of the actuator and 
synthesizing the control law that ensures the system stability within a settling time. The aim of this study is to use finite-time synergetic 
controller to ensure the reduction of system tracking error, avoid vibration and achieve steady state in a certain time period. An adaptive 
synergetic law is developed to solve the problem of uncertainty in the mathematical model of the actuator of FJM and input 
disturbances. Methodology. First, based on SCT the finite-time controller is constructed via the functional equation of the first manifold. 
The control law is designed to ensure the movement of the closed-loop system from an arbitrary initial state into the vicinity of the 
desired attractive invariant manifold, that is, the target attracting manifold. Secondly, to adjust the control law online, an adaptive law is 
developed to estimate the disturbance acting on the input. Then, the Lyapunov function is used to prove that the system can be stabilized 
in a sufficiently small neighborhood of the origin within finite time under input disturbances. Novelty. The implemented controller is 
effective in ensuring stability over a given time, minimizing the jitter problem while maintaining tracking accuracy and system 
robustness in the presence of input noise. Results. Numerical simulation and experimental results are presented to illustrate the 
effectiveness of the proposed method. The research directions of the model were determined for the subsequent implementation of the 
results in experimental samples. References 25, table 1, figures 7. 
Key words: flexible-joint manipulator, synergetic control theory, finite-time control, Lyapunov function, adaptive control. 
 

Вступ. У роботі розроблено адаптивний кінцевий регулятор часу для гнучкого шарнірного маніпулятора (FJM) для стабілізації 
коливань та відстеження бажаної траєкторії на основі синергетичної теорії управління (SCT) при вхідних збуреннях. Завдання 
пропонованої роботи полягає у розробці математичної моделі гнучкого шарніра з ігноруванням нелінійних складових приводу та 
синтез закону управління, що забезпечує стійкість системи протягом часу встановлення. Метою даного дослідження є 
використання кінцевочасного синергетичного регулятора для забезпечення зниження помилки відстеження системи, виключення 
вібрації та досягнення стійкого стану за певний проміжок часу. Розроблено адаптивний синергетичний закон для вирішення 
проблеми невизначеності в математичній моделі приводу FJM та вхідних збурень. Методологія. По-перше, на основі SCT будується 
кінцевий регулятор часу за допомогою функціонального рівняння першого різноманіття. Закон управління розроблений для 
забезпечення переміщення замкнутої системи з довільного початкового стану в область бажаного притягуючого інваріантного 
різноманіття, тобто цільового різноманіття. По-друге, для налаштування закону управління в режимі онлайн розробляється 
адаптивний закон для оцінки обурення, що діє на вході. Потім за допомогою функції Ляпунова доводиться, що система може бути 
стабілізована у досить малої околиці початку координат за кінцевий час при вхідних збуреннях. Новизна. Реалізований регулятор 
ефективний для забезпечення стійкості протягом заданого часу, мінімізуючи проблему коливань, зберігаючи точність відстеження 
та надійність системи за наявності вхідного шуму. Результати. Наведено чисельне моделювання та експериментальні результати 
для ілюстрації ефективності запропонованого методу. Визначено напрями досліджень моделі для подальшої реалізації результатів у 
експериментальних зразках. Бібл. 25, табл. 1, рис. 7. 
Ключові слова: гнучко-шарнірний маніпулятор, синергетична теорія управління, кінцевий час управління, функція 
Ляпунова, адаптивне управління. 
 

1. Introduction. Nowadays, robotic technology has 
developed strongly, flexible-joint manipulator (FJM) have 
been widely used in mechatronic systems. Compared to 
traditional robot joint drive systems, FJM has smaller 
structures and lighter weights. FJMs are typical 
representatives of nonlinear coupling systems, which have 
complex dynamic relationships between rigid links and 
flexible joints. In these systems, the joints are often driven by 
elastic mechanisms such as speed reducers or cables [1], and 
joints with torsional stiffness are known as flexible joints. The 
existence of joint flexibility causes oscillations in the output 
of the system. Reducing output oscillation and improving 
control quality of flexible joints has become a topical issue of 
interest to many researchers [2]. 

To achieve high quality control of servo systems, 
most control methods require establishing an accurate 
dynamic model. The modeling and control of single 
disturbances in flexible joint robot controllers have been 
extensively studied in many researches [3–11]. In [3] the 
influence of friction force on the control moment of the 
FJM system is considered. In [4] the dynamic modeling 
and analytical modeling for robot manipulators with rigid 
links and flexible joints are presented. Dynamic equations 
of flexible-joints are firstly developed using the 

Lagrangian formulation in minimal joint and motor 
coordinates. In [6] presents a way to derive a low-order 
model for multi-space serial arms. Due to the low number 
of degrees of freedom, this model can be used in real-time 
systems for control and estimation. To build a more 
accurate dynamic model, work [7] considers the 
flexibility of the load. Many researches indicate that small 
power motors are always prioritized as joint actuators to 
make the mechanical structure compact enough in the 
design of robot controllers. Consequently, this leads to the 
fact that joint actuators cannot provide arbitrarily large 
torque as required by the unconstrained control laws 
proposed in most previous controllers. In [8, 9] the 
presence of actuator dynamics is not considered in 
controller calculations, assuming motor torque is 
proportional to the voltage supplied to the actuator, 
simplifying the mathematical model in the synthesis of 
control laws. In many real-world situations, flexible joint 
controllers do not account for motor dynamics and input 
disturbances. If these impacts on torque are ignored in the 
control method design, the performance of the FJM 
controller system will decrease, which can lead to a 
reduction in the system’s control quality. Therefore, 
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practical problems require considering motor dynamic 
uncertainties and input disturbances when designing 
controllers for FJM. 

In recent years, many researches have presented 
control laws have been designed to improve the control 
quality performance of FJM systems, such as PID 
controller [10], fuzzy logic controller (FLC) [11–13], 
sliding mode control [8, 14, 15], backstepping control [9, 
16, 17], robust control [18], intelligent control [19], 
synergetic controller [20, 21] and adaptive control [22]. 
For example, in [10] the authors designed a PID 
controller, similar to a rigid robot for the flexible joint 
robot system, and its effectiveness was demonstrated 
through simulation. In [12], the authors proposed an 
adaptive FLC using the backstepping approach and 
dynamic surface method. In [8], an adaptive SMC was 
proposed, which improves tracking quality under 
disturbances and is implemented on a real system. In [15], 
a finite-time sliding mode controller is designed in 
combination with a disturbance observer to enhance 
control quality. A novel hybrid control strategy for single-
link flexible articulated robot manipulators, addressing 
the inherent uncertainties and nonlinear dynamics. By 
integrating nonlinear reduced-order active disturbance 
rejection control with backstepping control is presented in 
the paper [16]. In [18], a robust model predictive 
controller scheme for flexible joint robots modeled as 
nonlinear Lipschitz systems with unknown bounded 
perturbations is designed. In [19], a neural network 
control method was presented for the flexible joint 
controller system under disturbance conditions. In 
research [20], synergetic control theory (SCT) was applied 
with the proposed sliding manifolds. This research show 
the control system has high robustness, but they do not 
consider stabilization time and input disturbances. The 
research on flexible joint controllers that account for input 
disturbances and stabilization time are still limited. In [22], 
a generalized adaptive saturated controller based on 
backstepping control, singular perturbation separation, and 
neural networks was designed to achieve tracking control 
with limited torque inputs. 

Purpose and objectives of the article. With the 
requirement of ensuring the stability of the FJM system in 
a given time and overcoming the effects of input 
disturbances and actuator uncertainties. This work 
proposes a adaptive finite-time synergetic controller to 
overcome the effects of external disturbances and ensure 
the stability time, the adaptive control law compensates 
the disturbance observed at the system input. The main 
contribution of this study is to develop a controller by 
constructing manifolds that satisfy the functional 
equations that ensure a predetermined convergence time, 
while simultaneously resisting disturbances and reducing 
static errors, with the best performance and chattering 
reducing. In addition, the adaptive control law has been 
used in the ensemble controller to identify input 
disturbances and actuator uncertainties. The main 
objective of this work is to evaluate the effectiveness of 
the proposed control law for the FJM system. Second, 
deploy and validate the control law on a real system. The 
Lyapunov method is used to prove the stability, with the 
contributions of the work highlighted by: 

1) The manifold design using regression and 
functional equations ensures the finite-time stable system 
to improve the control accuracy, finite-time convergence 
and fast transient response. 

2) The stability analysis is proven according to the 
Lyapunov criterion, in which the adaptive law is generated. 

3) The control law is realized on an embedded system 
to verify the effectiveness of the proposed control law.  

2. Methods. 
2.1. Concept of finite-time control.  
There is a nonlinear system that can be described as: 

0)0(),),(()( xxuxx  tft ,                 (1) 

where xRn is the state variable vector and f(0, 0) = 0, 
uRp is the control signal; f(x, 0) = 0 is the continuously 
nonlinear function in an open neighborhood near the origin. 
If the convergence time is limited by a function T(x0), the 
system without input impact is considered finite-time 
stable. In other words, the system can achieve convergence 
with certain predetermined time constants denoted by Tmax, 
where Tmax is a constant satisfying T(x0) < Tmax. 

Lemma 1 [25]. Consider the system (1), when u = 0 
and suppose there exist a Lyapunov function V(x), c>0, 
k>0 and 0 <  < 1 such that  

0)()()(  xxx kVcVV                        (2) 

holds. Then, the equilibrium is finite-time stable and the 
convergence time is given by 
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Similarly, the origin U = D = Rn and V(x) is globally 
finite-time stable if and only if and is radially unbounded. 

2.2. Synergetic control law design process. The 
main steps of the STC controller synthesis process can be 
summarized as follows [19, 23, 24]. Assume the 
controlled system is described by the nonlinear 
differential equation system in the form (3). First, by 
defining a manifold as a function 1(x), the control law is 
designed to force the system to move to the manifold 
1(x) = 0. The designer can select the manifold type with 
characteristics according to the desired control quality 
criteria. In specific cases, the manifold may be a simple 
linear combination of the state variables.  

When the system has not reached technological 
maturity, continue the same process, defining m manifolds 
(with p  n–1) sequentially in a decreasing order. The 
synthesized controller will ensure the system converges to 
the next manifold 2 and then to m. On the final manifold, 
the system will ensure movement along m towards the 
origin. These manifolds will have dynamic characteristics 
satisfying the equation of the form: 

0,0)(  iiiii TFT  ,                  (4) 

where Ti is the parameter that affects the rate of 
convergence to the manifold specified by the macro 
variable. Simultaneously, the functions Fi(i) must satisfy 
the following conditions: Fi(0) = 0 and Fi(i)(i) for all 
i = 0, meaning equation (4) is globally asymptotically 
stable. Additionally, the functions Fi(i) are chosen in 
such a way that they satisfy the requirements of the 
control problem.  
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The process of designing the control law for system 
(1) with p = 1 is performed as follows: First, take the 
derivative of the manifold i(x) = 0 and substitute it into 
(4) combined with system (1) to obtain: 
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Solving (5) we find the control law u. With such a 
control law, the system enters the first manifold, leading to 
system (1) being partitioned into a subsystem of a lower 
order than the original system. Continue the steps above 
with the partitioned subsystems until the final manifold is 
reached to obtain the complete control law of the system. 

In this design process, each manifold introduces a 
new constraint in the state space and reduces the order of 
the control system, operating towards global stability. The 
quality of the system can be determined through the form 
of the functional equation and the form of the manifold. As 
presented above, the settling time can be predetermined 
through the choices of functional equation forms. The 
process summarized here can be easily implemented as a 
computer program for automatic control law synthesis or 
can be manually executed for simple systems, such as the 
synthesis of control for a two-degree-of-freedom FJM. 

2.3. Platform introduction and operating 
principle. In this paper, the flexible joint system built in 
the laboratory is taken as the research object (Fig. 1), and 
the nominal parameters of the system are approximately 
determined, with the model of the DC motor not fully 
identified. The motor is considered as a proportional link 
between the output torque and the input voltage. The 
prototype of the FJM system and the experimental setup 
are shown in Fig. 1. The system includes a FMJ system, 
an OMRON E6B2-CWZ6C 1000 (P/R) rotary encoder 
sensor, a 385-P16 Hall magnet encoder sensor, a BTS 
7960 motor control power amplifier circuit, a 775 
planetary gear reducer motor, and power supply circuits 
of 3.3 V and 12 V. 
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Fig. 1. FJM: a – block diagram; b – schematic diagram 

 

The STM32F411 embedded board is used as the main 
board of the real-time control model system. This 
embedded board has a system frequency of up to 100 MHz 
and a high-performance 32-bit CPU. The embedded board 
is the core of the experimental platform and is used to 
implement real-time algorithms. A large number of 

peripheral interfaces make the STM32F411 not only 
capable of good data processing but also facilitate the 
design of digital systems. The control program is written 
in C language on the STM32CubeIDE software. 
Experimental data readings are displayed on MATLAB 
software through UART communication with a baud rate 
of 9600 bit/s. The rotational angle data of the link and 
motor shaft are collected through 2 encoders and read 
through the interrupt pins of the embedded board. The 
control algorithm is implemented in embedded software. 
The control signal is modulated in pulse-width 
modulation from the general-purpose input/output pins of 
the embedded board to the voltage amplifier and then to 
the motor and actuate the link of the FJM. 

2.4. Mathematical model of the FJM. This section 
refers to works [8, 14]. The basis of the controller 
determines the angular position of the flexible link 
controlled by a direct current motor with an encoder, 
while the flexible link will respond based on the action of 
the motor shaft. The deviation of the soft link response is 
determined by the stiffness of the joint. Due to unknown 
motor parameters, it is assumed that the output torque is 
proportional to the voltage applied to the motor, and its 
joint can only deform when rotating in the vertical plane 
in the direction of the joint’s rotation. Assuming that the 
frictional force between the links is very small and can be 
neglected and the states can be measured, the dynamic 
equation of the FJM takes the form [9, 21]: 
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where q1, q2 are the rotation angles of the 2 links of the 
FJM in Fig. 1. The coefficient k is the stiffness of the 
flexible joint controller model. The larger the elastic 
stiffness k, the larger the elastic stiffness and the smaller 
the flexibility of the flexible joint, and q1 is closer to qm. 
The smaller the k, the smaller the elastic stiffness of the 
flexible joint, the greater the flexibility, and the easier it is 
to bend the soft arm. I and J are the moments of inertia of 
the flexible link and the motor rotor; m is the mass of the 
flexible link; l is the distance from the center of the 
flexible link to the flexible – joints; g is the gravitational 
acceleration;  is the control torque generated by the 
motor. In this research, the motor model is not used in the 
synthesis of the control law, assuming  is proportional to 
the voltage supplied to the motor, meaning  = Nu, in 
there u is the voltage supplied to the motor and N is the 
coefficient; d is the control torque disturbance and the 
uncertainty of the motor model. 

We define 24231211 ;;; qxqxqxqx   . The 

system of equations of FJM (6) is rewritten as: 
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Assumption 1. The unmeasurable factor d is 
bounded: maxDd  , where Dmax is positive constant. 
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Assumption 2. If x1 = 0; x2 = 0 and 02 x  then 

x3  0. 
The model above shows that the system is complex 

and non-linear. Importantly, the state vector elements are 
connected to each other through a chained integration 
procedure and the last state variable can be obtained by 
integrating the control input u. The objective of the FJM 
control problem is that the angle q1 of link rotates 
correctly according to the desired signal, the setting time 
is within the given time tf and while maintaining control 
quality under input disturbance d. 

2.5. Synthesis of finite-time control law based on 
SCT without input disturbance. In this section, the FJM 
control problem is to ensure that link q1 moves according 
to the desired trajectory xsp by adjusting the voltage u 
supplied to the motor to create a torque acting on link q2. 
Under the effect of the motor torque acting on link q2 to 
bring the system to the desired point in a finite time and 
keep the system stable at that position. First, the control 
law is designed when there is no disturbance, which 
means d = 0. From the perspective of SCT, this means 
that it is necessary to synthesize the control signal u(x). 
The action of the control law will move the links through 
the joints from the initial position following a given signal 
or stabilize at the desired position when there is a 
disturbance to ensure control quality. 

From the requirement of FJM control problem to 
follow the desired value, based on SCT for engineering 
systems, we propose the first technological invariant 
corresponding to the control objective: 

x1 = xsp.                                 (8) 
In the first step, based on the purpose of controlling 

and reducing the order of the system model according to 
SCT, the first manifold selected has the form:  

1 = x4 – 1(x1, x2, x3).                      (9) 
In the manifold (9) contains the function 1(x1, x2, x3), 

which determines the desired properties of the link 
velocity x4 at the intersection with the invariant manifold 
1 = 0. The function 1(x1, x2, x3) is calculated in the next 
steps, to ensure that it satisfies the technological invariant 
(8). According to SCT, to ensure that the manifold 1 = 0 
and satisfies the finite-time condition, the macro variable 
1 is chosen as the solution of the functional equation of 
the following form: 
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In there c1>0, k1>0 and 0.5 <  < 1. Substituting (9) into 
(10) we have: 
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Substituting 4x  in the system of equations (7) when 

d = 0 into (11), we obtain the control signal u as follows: 
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With the synthesis of the control law u as described, 
after some time, the manifold 1 will change and 
asymptotically stabilize to 0 (i.e., x4 becomes 1). At this 

point, the dynamics of the initial system will become the 
dynamics of the following system: 
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In the following steps, the synthesis process is 
carried out sequentially to determine the internal control 
signals 1, 2(x1, x2) and the technological invariant (8). 
The manifolds are chosen sequentially to ensure system 
stability and convergence to the following manifolds: 
2 = x3 – 2, 3 = x2 – K(x1 – xsp). These manifolds satisfy 
the following functional equations: 

0222 T ;                          (14) 

0333 T ,                          (15) 

where T2, T3 are the positive constants. 
With the synthesis steps as described above, the 

system will move to the final manifold 3. When the 
system reaches the final manifold, it means that: 

0)(0 123  spxxKx .             (16) 

The condition for (15) to be stable about xsp is K<0. 
From equations (15) and (16), we find the internal 

control signals 1 and 2: 
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From (12), (17) and (18), we find the control law u 
for the FJM. To analyze the stability of system (7) with 
control law (12) and prove the stability time of the control 
system, we choose the Lyapunov function of the form: 

2
12
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Derivative of function (19) gets: 
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According to the Lyapunov method, 10 as t. 
Combined with SCT 20, 30 and x1xsp. 
Therefore, the system is asymptotically stable. From (20) 
and according to Lemma 1, the settling time to the first 
manifold from the initial position is calculated using (3). 

2.6 Adaptive synergetic control design. In practice, 
control systems can be subject to model uncertainties and 
input disturbances. As presented in the mathematical model 
of the FJM above, the component of the actuating motor is 
not fully modeled. For this reason, the finite-time controller 
must be designed to counteract these input disturbances. A 
common approach is to design an adaptive control law, 
incorporating estimated values of uncertainties into the 
control law. In this section, an adaptive control law is 
designed to estimate the input disturbance d. The proposed 
adaptive controller is as follows:  
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where d̂  is the estimated value of d.  
Consider the Lyapunov function as in (19). The 

derivative of function (19) with the controller (21) applied 
to the system (7) when the system enters the first 
manifold is given by: 

111
12

111 )sgn(  





  

kcV ,       (22) 

where ddd ˆ~
  is the error between the input 

disturbance and the observed disturbance. The Lyapunov 
function for designing adaptive controller has the 
following form: 
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1
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where  is the positive constant. 
The derivative of function (23), we have: 
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The adaptive controller is determined based on adV  

being negative: 

1
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The function (25) becomes: 
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According to the Lyapunov method and SCT, the 
controller (21) with the adaptive law (25) ensures that the 
system (7) is asymptotically stable. The block diagram of 
the control system with the finite-time adaptive controller 
for the FJM is shown in Fig. 2. 
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Fig. 2. Control system diagram of FJM 

 

3. Results and discussion. In this section, to verify the 
effectiveness of the SCT law for flexible joints in the 
presence of input disturbances, different cases are conducted 
on numerical simulations and on the experimental model. 

3.1 Simulation results. In the simulation, the FJM 
system is controlled according to the adaptive synergetic 
controller (21) implemented in MATLAB software. The 
model parameter values used in the simulation include: 
m = 0.25 kg; k = 20 Nm/rad; J = 1 kgm2; I = 0.2 kgm2; 
g = 9.81 m/s2; l = 0.35 m; N = 30 Nm/V. The parameters 
of the proposed control law (23) are as follows: K = –90; 

T2 = 0.12; T3 = 0.12; c1 = 100;  = 0.9; k1 = 100;  = 0.01. 
The input disturbance d = 50 Nm. The simulation process 
of implementing the proposed finite-time adaptive 
synergetic control law is carried out with 2 cases: the first 
case, where the initial state of the system is at the origin 
x1 = 0; x2 = 0; x3 = 0; x4 = 0 moving to position x1–sp = /2; 
x2–sp = 0; x3–sp = /2; x4–sp = 0 in the first 5 s, and in the next 
5 s, it moves to position x1–sp = –/2; x2–sp = 0; x3–sp =–/2; 
x4–sp = 0. The second case, where the initial position of the 
system is x1 = 0; x2 = 0; x3 = 0; x4 = 0 and then the link q1 
tracks the desired trajectory signal in the form x1–sp = cost 
with the angular frequency  = 1 rad/s. The maximum 
voltage applied to the motor is 12 V. 

In the first case, the results indicate that the angle 
response of link q1(x1–pro) and q2(x3–pro) compared to the set 
value (x1–sp) are shown in Fig. 3. From the graph, we see 
that the response of link q1 stabilizes to the desired value 
with times of 0.495 s and 0.509 s, respectively (Table 1). 
The response of link q2 shows oscillations during the 
transient process. This indicates that the actuator control 
signal adjusts quickly to ensure the system is stable within 
the given time according to Lemma 1. The difference in 
angle response between the two links and the set value is 
due to input disturbances and the flexible connection 
between the two links. The angular velocity response of 
link q2(x4–pro) is faster than link q1(x2–pro) to reduce the 
oscillation of link q1. The control signal is clearly changing 
during the transient process to ensure the tracking 
performance of link q1. The control signal does not return 
to zero because of the existence of the input disturbance d. 
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Fig. 3. Stability results in the first case with input disturbance: 

a – angle response; b – angular velocity response; 
c – control input 
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Table 1 
Control system performance indicators 
Time 0–5, s Time 5–10, s 

Ts, s P.O., % ess, rad Ts, s P.O., % ess, rad x1 

0,495 0 0 0.509 0.8 0 
*Ts is the settling time; P.O. is the percent overshoot; ess is the 
steady-state error. 

 

In the second case, the results indicate that the angle 
response of link q1 tracking the setpoint signal and the 
angle of q2 are shown in Fig. 4. From the graph, we can 
see that the response of link q1 tracks the desired 
trajectory after 0.52 s. The response of link q2 shows 
oscillations during the transient process, but eventually 
tracks the setpoint angle. During the transient process, the 
angular response oscillations indicate a change in the 
rotation direction of link q2 to cancel out the oscillations 
in link q1. The control signal with oscillations during the 
transient process and then following the periodic value of 
the setpoint signal once tracking is achieved. 
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Fig. 4. Stability results in the second case with input disturbance: 

a – angle response; b – angular velocity response; 
c – control input 

 

3.2 Experimental verification. To confirm the 
effectiveness of the proposed controller, experiments 
were conducted on the experimental model described in 
section 2 (Fig. 5). The control algorithms were 
implemented on STM32 cube IDE using C language with 
a sampling time of 2.5 ms. The experimental results of the 
proposed controller demonstrate the effectiveness of the 
proposed method without explicitly modeling the motor 
and input disturbances. In this case, model errors 
including of the motor and the controller, are inherent in 

the model. In the simulation section, these errors are 
considered as disturbance d. The dynamic parameters of 
the controller and the cases conducted are the same as in 
the simulation section. 

 

FJM 

STM32F4 -Dis. Computer 
 

Fig. 5. Experimental platform FJM 
 

The results presented in Fig. 6 show that the angle 
response of the FJM with the angle feedback of link q1 
stabilizes to the desired value. The angle response stabilizes 
to zero when the system is stable at the set value. The control 
signal supplied to the motor. Clearly, when stabilized at the 
balanced position, the voltage does not completely return to 
0. This is due to various sources of disturbance such as 
friction, backlash in the gearbox, and joints, leading to the 
above errors. This also leads to the systems response not 
completely matching the simulation part. 

 
 

0 2 4 6 8 10
-1

0

1

2

t,s 

 

x1-sp

x1-pro.

x3-pro.

x1, x3, rad. 

a)

 
 
 
 

0 2 4 6 8 10

-10

0

10

t, s
 

x2-pro.

x2-pro.

x2, x4, rad./s 

b)

 
 
 
 

0 2 4 6 8 10

-10

-5

0

5

10

t, s

u,V

c)

 
Fig. 6. Experimental results in the first case: a – angle response; 

b – angular velocity response; c – control input 
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The tracking performance on the experimental 
model is shown in Fig. 7. From the results, the angle of 
link q1 tracks quite well. Besides, for the set-point signal 
in the form of an evaluation quantity, the response on the 
actual system is greatly affected by the motor with a 
gearbox. However, its results also show the possibility of 
realizing the controller appearing on real objects. 
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Fig. 7. Experimental results in the second case: a – angle 
response; b – angular velocity response; c – control input 

 

4. Conclusions. The article presents the synthesis 
method of the finite-time adaptive synergetic control law 
for flexible joint systems. The synthesized control law 
ensures small system tracking errors and avoids 
oscillations. The finite-time characteristic is established 
based on the choice of the function equation. The 
developed adaptive law has well solved the problem of 
uncertainty in the mathematical model of the actuator and 
input disturbances. The stability of the system with the 
proposed control law is proven by the Lyapunov function. 
The simulation results of the proposed controller 
demonstrate its effectiveness. With two different tracking 
signal forms, the results show stability and tracking 
performance within a specified time. The results show 
that the system response has no oscillation and no 
overshoot. The proposed control law has been applied on 
the experimental model. Experimental results demonstrate 
the above tracking capability of the developed control 
method in the presence of input disturbances and without 
taking into account the mathematical model of the motor. 

Although the results on the actual system have limitations 
due to equipment quality and model uncertainty FJM, 
they also affirm the practical applicability of the control 
law. Finally, future researches will consider the effects of 
strong nonlinear disturbances from the actuator. It will 
also incorporate some modern theories such as fuzzy 
logic, neural networks, and nature-inspired optimization 
algorithms to fine-tune controller parameters and design 
the adaptive law. 
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Design and control of a DC-DC buck converter using discrete Takagi-Sugeno fuzzy models 
 

Introduction. A DC-DC buck converter plays a crucial role in industrial applications by efficiently stepping down voltage levels to 
power various electronic components and systems. However, controlling a buck converter is challenging due to its inherently nonlinear 
behavior. This paper presents a novel fuzzy tracking control approach for the buck converter, based on the combination of time-discrete 
Takagi-Sugeno (T-S) fuzzy models and the concept of virtual desired variables (VDVs). Originality. This paper introduces an innovative 
fuzzy tracking control that integrates time-discrete T-S models and VDVs concept to develop an efficient digital controller. Goal. The 
proposed fuzzy control strategy aims to regulate the output voltage regardless of sudden change in setpoint, load variation and change 
in input voltage. Methodology. The proposed control strategy aims to regulate the output voltage of a DC-DC buck converter. The 
design starts with a discrete T-S fuzzy controller based on the nonlinear model of the buck converter. A nonlinear tracking controller is 
developed using a virtual reference model that incorporates the VDVs concept. System stability is analyzed via Lyapunov’s method and 
expressed through linear matrix inequalities. Results. Simulation tests under varying conditions validate the accuracy and effectiveness 
of the controller in achieving superior voltage tracking performance. Comparative analysis with a conventional PID controller 
highlights faster dynamic response and better tracking, showcasing the advantages of the proposed approach. Practical value. The 
practical value of this research lies in the development of a robust voltage control strategy for DC-DC buck converters and the 
establishment of reliable and efficient electrical systems using discrete-time fuzzy T-S control. This work also opens up the prospect for 
future implementation in experimental prototypes. References 30, table 2, figures 7. 
Key words: discrete-time Takagi–Sugeno fuzzy models, DC-DC buck converter, linear matrix inequalities. 
 

Вступ. Понижуючий DC-DC перетворювач відіграє важливу роль у промисловості, ефективно знижуючи рівні напруги живлення 
різних електронних компонентів і систем. Однак управління понижуючим перетворювачем є складним завданням через його 
початковий нелінійний характер. У статті представлено новий підхід до управління нечітким відстеженням для понижуючого 
перетворювача, заснований на поєднанні дискретних за часом нечітких моделей Такагі-Сугено (T-S) та концепції бажаних 
віртуальних змінних (VDV). Оригінальність. У статті наведено інноваційний підхід до управління нечітким відстеженням, який 
поєднує дискретні за часом моделі T-S та концепцію VDV для розробки ефективного цифрового контролера. Мета. Запропонована 
стратегія нечіткого управління спрямована на регулювання вихідної напруги незалежно від раптової зміни уставки, зміни 
навантаження та зміни вхідної напруги. Методологія. Запропонована стратегія управління спрямована на регулювання вихідної 
напруги понижуючого DC-DC перетворювача. Проєктування починається з дискретного нечіткого контролера T-S на основі 
нелінійної моделі знижувального перетворювача. Нелінійний контролер відстеження розроблено з використанням віртуальної 
еталонної моделі, що включає концепцію VDV. Стійкість системи аналізується за допомогою методу Ляпунова та виражається 
через лінійні матричні нерівності. Результати. Тести моделювання в різних умовах підтверджують точність та ефективність 
контролера у досягненні високої продуктивності відстеження напруги. Порівняльний аналіз із традиційним PID-регулятором 
підкреслює швидшу динамічну реакцію та краще відстеження, демонструючи переваги запропонованого підходу. Практична 
цінність цього дослідження полягає у розробці надійної стратегії управління напругою для понижуючих DC-DC перетворювачів та 
створення надійних та ефективних електричних систем з використанням дискретного часу нечіткого управління T-S. Ця робота 
також відкриває перспективи майбутньої реалізації у експериментальних прототипах. Бібл. 30, табл. 2, рис. 7. 
Ключові слова: дискретні нечіткі моделі Takagi–Sugeno, понижуючий DC-DC перетворювач, лінійні матричні нерівності. 
 

Introduction. A DC-DC buck converter is an 
electrical device designed to reduce a DC voltage level to a 
lower one. It plays a crucial role in contemporary 
electronics, facilitating effective power control and voltage 
regulation in many applications. Because of its user-friendly 
nature, exceptional effectiveness, and adaptability, as well 
as its ability to work independently and interact 
harmoniously with energy storage and renewable energy 
systems, it is used in a diverse array of fields, such as 
providing power for industrial and residential settings [1–5]. 

The DC-DC buck converter exhibits considerable 
nonlinearity and varies structurally throughout each 
switching period. These characteristics can pose challenges 
when designing the controller, rendering conventional linear 
control approaches such as P, PI and PID inadequate for 
ensuring satisfactory performance across a broad operational 
spectrum [6, 7]. To tackle this problem, several advanced 
nonlinear control design strategies have been suggested. 

The authors in [8] suggest an active damping method 
to provide a virtual resistance, thereby modulating the buck 
converter’s output voltage. Active damping offers system 
stability and results without further power loss, but it comes 
at the cost of lower output voltage. In [9], a nonlinear 
feedback linearization technique is introduced to control the 
buck converter’s output voltage of a system that provides 

power to a constant load. This strong controller does not 
require a disturbance sensor. However, this approach has 
disadvantages, such as low precision and slow processing 
speed. The sliding mode controller’s design simplicity and 
adaptability have established it as the most widely utilized 
controller [10] and [11]. Nevertheless, the benefits of these 
improvements are counteracted by an undesired occurrence 
referred to as «chattering», which involves oscillations with 
a specific frequency and amplitude. This phenomenon is 
widely recognized as the primary hindrance to achieving 
real-time implementation [12, 13]. 

The use of fuzzy logic control solved the 
shortcomings of the previous methods [14–17]. 
Nevertheless, this method sometimes lacks precision 
because it heavily depends on assumptions. Creating 
fuzzy rules and membership functions presents a tough 
task [18]. The authors in [19, 20] describe developing and 
implementing a robust fuzzy logic control for a DC-DC 
buck converter. This controller is designed to utilize 
measurements of the inductor current and output voltage 
but requires an additional sensor, which inevitably 
increases the cost and reduces the system’s reliability. 
Several methods were proposed to address this problem 
based on Takagi-Sugeno (T-S) fuzzy models [21, 22]. 
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T-S fuzzy model employs a collection of fuzzy rules 
to represent a nonlinear system by utilizing a series of 
local linear models seamlessly linked together by fuzzy 
membership functions. T-S fuzzy model has gained 
significant popularity due to its utilization of an affine 
dynamic model in its consequence section instead of a 
fuzzy set. It possesses the subsequent benefits: 

1) Numerous established robust tools, such as the 
Lyapunov’s method, can be employed for stability 
analysis and controller synthesis; 

2) T-S fuzzy model is less affected by the problem 
of high dimensionality compared to other fuzzy models; 

3) The structure of the model and the properties of 
local models can be readily linked to the physical 
characteristics of the system [23–25]. 

The accuracy of the mathematical model is crucial for 
designing a robust controller for the DC-DC buck converter. 
Thus, accurate modelling of switching DC-DC converters is 
needed to predict stability and design a suitable controller 
with enhanced stability and performance. There is currently a 
revived interest in discrete-time analysis and modeling to aid 
the implementation of practical digital control for high-
frequency DC-DC converters on microcontroller boards. 
This is driven by the desire to eliminate delay effects in 
averaged models. 

Goal. This paper deals with the design of a new 
controller for a buck converter system using T-S fuzzy 
models. The proposed fuzzy control strategy aims to 
regulate the output voltage, despite changes in reference 
voltage, load variations, and changes in input voltage. 
Many simulation tests were conducted under various load 
and input voltage situations to validate the precision and 
efficiency of the suggested controller in operating the DC-
DC buck converter to drive the desired reference voltage. 

Developed fuzzy control scheme. The objective of 
this work is to construct a T-S fuzzy controller capable of 
efficiently controlling buck converter states x = [iL vo]

T to 
track a specific trajectory x = [iLd vod]

T. At first, we 
construct a digital fuzzy controller utilizing the discrete-
time T-S fuzzy model of a buck converter system. 
Afterward, we create a virtual reference model and a 
nonlinear controller that drives the considered system to 
track the desired voltage. The proposed control scheme is 
illustrated in Fig 1. 

 

 
Fig. 1. Proposed fuzzy tracking control scheme 

 

Nonlinear state space system model. Figure 2 
depicts the buck converter’s schematic, illustrating the 
components such as the input voltage Vin, electronic 
switch (MOSFET), diode D, capacitor C, load resistor R 
and inductor L. 

 

 
Fig. 2. Schematic representation of a DC-DC buck converter 

To represent the buck converter, we use the 
nonlinear state space system form shown below [21]: 
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where RL is the inductor’s winding resistance; VD is the 
diode’s threshold voltage; RC is the filter capacitor’s 
equivalent series resistance; RM is the transistor’s 
resistance (MOSFET). Current flowing through the 
inductance, voltage at the output, and duty ratio are 
represented by the variables iL, vo and u, correspondingly. 

Discreet-time T-S fuzzy model. The creation of the 
suggested T-S fuzzy controller necessitated the 
conversion of the nonlinear model into a fuzzy model, 
utilizing the current of inductance iL as the decision 
variable. The nonlinear state space of the buck converter 
is expressed in a nonlinear manner: 
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The suggested control strategy necessitates a discrete-
time model, which can be obtained from the nonlinear model 
of the system. This is done assuming that the switching 
period is significantly less than the time constants of the buck 
converter circuit. The forward Euler approximation is used to 
derive the following discrete-time model: 
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The T-S discrete-time state-space model of the buck 
converter can be derived based on this assumption: 
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Suppose the premise variable z(k) = iL(k) has borders 

as: LLL iii  . In addition, by using the sector 

nonlinearity transformation [26], the nonlinear system 
given by (1) can be accurately indicated by a discrete T-S 
fuzzy model with the inclusion of the subsequent two If-
Then rules: 
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The membership functions F11 and F12 are obtained by:  
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The ultimate result of the fuzzy model is deduced in 
the following manner: 
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Control design and stability analysis. The 
following requirements must be met to design T-S fuzzy 
control: 

 kkxkx d as0)()( ,                 (8) 

where xd(k) is the desired trajectory variable. 
Let us establish the tracking error as:  
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Subsequently, its equivalent discrete-time derivative 
can be expressed as:  
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By replacing (7) with (9) and including the term: 
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The first equation of (7) becomes:  
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Let’s select a new control variable for (11) that 
meets the requirements listed below: 

 1))()()(()(
11




KxEkuBkxAzhkBh diidi

r

i
ii

r

i
i  .(12) 

By employing (12), the discrete derivative of the 
tracking error, as expressed in (11), can be reformulated 
in a following manner: 
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The fuzzy tracking control problem is addressed by 
the novel controllers, which are designed to: 

- Controller rule 1: If iL is F11 Then )(~)( 1 kxKk  ; 

- Controller rule 2: If iL is F12 Then )(~)( 2 kxKk  . 

The final output of the fuzzy controller is as follows:  

)(~))(()(
1

kxKkzhk i

r

i
i


 .                (14) 

The closed-loop system is represented as follows by 
substituting (14) into (13): 
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By permitting Gij = (Ai – BiKj), equation (15) can be 
restated in the following manner:  
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Stability analysis. The process of acquiring the 
fuzzy controller involves identifying the gains that meet 
the conditions stated in the subsequent theorem [27]: 

Theorem 1. The system represented by (16) achieves 
global asymptotic stability if there exist matrices 
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The gains of the control law are: Ki = YiX
–1. 
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Virtual desired variables and control law. The 
virtual desired variables and tracking control law for the 
buck converter system may be determined by (12), which 
can be expressed in the following manner: 
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Let’s define aggregated matrices as follows: 
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Subsequently, equation (20) can be restated in a 
concise manner as: 
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By applying (22) to the buck converter model, we 
obtain the following matrix form: 
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From (23) it can be extracted the reference inductor 
current as: 
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Also from (23) it can be extracted the tracking 
control law as: 
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Simulation results. Several simulation tests were 
carried out at different load and input voltage conditions to 
prove the accuracy of the suggested controller for a DC-DC 
buck converter. The used parameters are shown in Table 1. 

Table 1 
Buck converter parameters 

Parameter Values
MOSFET resistance Rm, Ω 0.1 
Threshold voltage of the diode VD, V 0.8 
Output capacitor C, µF 270 
Output capacitor resistance RC, Ω 0.18 
Inductor L, µH 180 
Winding resistance of inductor RL, Ω 0.1 
Resistance load R, Ω 25 
Input voltage Vin, V 12 
Switching frequency f, kHz 31 

The first test used a constant reference voltage of 6 V. 
The output voltage, inductor current, duty ratio and PWM 
signal responses are depicted in Fig. 3,a–d, respectively. 
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Fig. 3. Simulation results for a fix reference voltage: 

a – output voltage; b – inductor current voltage; 
c – duty ratio; d – PWM signal 

 
These results show that the output voltage precisely 

follows the wished trajectory. Additionally, it has been 
demonstrated that the time necessary for the system to 
respond to the reference model is brief, specifically 0.4 ms. 

In the second test, a variable reference voltage was 
used. The output voltage, inductor current, and duty ratio 
responses are depicted in Fig. 4,a–c, respectively. From 
these results, we notice that despite the random change in 
the chosen voltage, the output voltage always follows the 
desired voltage with a minimal response time and 
limitation of overshoot. 
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Fig. 4. Simulation results for variable reference voltages: 

a – output voltage; b – inductor current voltage; c – duty ratio 
 

In the third test, another scenario is used to prove the 
effectiveness of the proposed controller. A variable voltage is 
applied to the input of the buck converter, and observing of 
the response of the output voltage. Figure 5 shows the output 
voltage response under input voltage variations. Initially, the 
input voltage was set to 12 V, and the desired output voltage 
was set to a constant 8 V at t = 15 ms. These results show 
that the output voltage matches the chosen level quickly and 
remains constant even when the input voltage changes. 

 

 V, V 

t, s  
Fig. 5. Responses of the output voltage for input voltage variable 

 
In the fourth test, we randomly changed the load 

resistance value and noted the output voltage response 
and how well it followed the desired voltage (Fig. 6). 

 

 V, V 

t, s  
Fig. 6. Responses for resistor load variable 

 
In the next scenario, the reference voltage is kept at 8 V. 

At time t = 0 s, the converter functions with a load 
resistance of 25 . Then, at time t = 2.5 ms, the load 
resistance is modified to 30 . The overshoot in a transient 
condition is observed to be brief. Subsequently, the output 
voltage remains constant at 8 V. The results produced by 
the T-S fuzzy controller, in the last test, are compared to 
those obtained by the PID controller [28–30] (Fig. 7). 

 V, V

t, s  
Fig. 7. Performances comparison between PID and T-S controllers 

 

Table 2 presents the comparison results. The 
performances of the both controllers are evaluate based on 
the specified parameters of overshoot (efficiency), settling 
time (accuracy and stability), and rise time (speed). 

Table 2 
Results of the comparison and evaluation between 

T-S fuzzy and PID controllers 

Method PID controller Proposed method
Overshoot, % 0 0 
Settling time, ms 4 25 

Rise time, ms 28 2 

 

The comparison results indicate that the developed 
controller provides superior performance and a faster 
response compared to the conventional PID controller, 
which has numerous drawbacks, such as a slow response 
to accurately track the required voltage and significant 
oscillations around the desired voltage, particularly during 
variations in the resistor load and input voltage. 

Conclusions. This paper presents the control of the 
output voltage of a DC-DC buck converter. A discrete-time 
T-S fuzzy model is used to represent the considered 
system’s dynamic and then employed to develop a fuzzy 
controller. The concept of virtual desired variables is used 
to extract the desired reference model and nonlinear control 
law. Sufficient conditions for stability are derived from 
Lyapunov’s method, and then they are converted into linear 
matrix inequalities to find the controller gains. The 
simulation results show that the proposed control can drive 
the output voltage to track its reference exactly with a 
shorter response time and without any overshooting. A 
comparison of the suggested controller with the 
conventional PID shows its superiority in terms of time 
response and tracking. Exploring practical application and 
robustness challenges will take center stage in an upcoming 
research endeavor. 
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Single-phase power shunt active filter design using photovoltaic as reactive power compensator 
 

Introduction. The rapid production of electronic equipment circulating and used by the public has resulted in a decline in the power quality 
in the power system. The goal of the article is to build a parallel active filter for reactive power compensation in a single-phase power 
system using photovoltaic (PV) as the input DC link voltage for the inverter through simulation modeling using MATLAB/Simulink. 
Methods. The method used is to design a parallel active filter modeling for a single-phase electrical network that serves loads in the form of 
AC DC converters with inductive recessive and capacitive recessive loads using MATLAB/Simulink. Results. The simulation results show 
that the total harmonic distortion (THD) value of the system before being screened is 37.93 % for inductive resistive loads and 18.77 % for 
capacitive resistive loads, and after going through screening the THD value can drop significantly by 0.35 % for inductive resistive loads 
and 1.45 % for resistive capacitive loads. Practical value. PV systems can be used as power generators to provide a voltage of 800 V on a 
single-phase parallel active power filter using a voltage source inverter. References 30, table 2, figures 11. 
Key words: active shunt filter, compensator, photovoltaic, reactive power, voltage source inverter. 
 

Вступ. Швидке виробництво електронного обладнання, яке використовується населенням, призвело до зниження якості 
електроенергії в енергосистемі. Метою статті є побудова паралельного активного фільтра для компенсації реактивної 
потужності в однофазній енергосистемі з використанням фотоелектричних (PV) елементів як вхідної напруги постійного 
струму для інвертора за допомогою імітаційного моделювання з використанням MATLAB/Simulink. Методи. Використовуваний 
метод полягає у розробці моделювання паралельного активного фільтра для однофазної електричної мережі, яка обслуговує 
навантаження у вигляді перетворювачів змінного струму у постійний з індуктивними рецесивними і ремісивними ємнісними 
навантаженнями з використанням MATLAB/Simulink. Результати моделювання показують, що значення повного гармонійного 
спотворення (THD) системи перед екрануванням становить 37,93 % для індуктивних резистивних навантажень і 18,77 % для 
ємнісних резистивних навантажень, а після проходження екранування значення THD може значно знизитися на 0,35 % для 
індуктивних резистивних навантажень і 1,45 % для резистивних ємнісних навантажень. Практична цінність. PV системи 
можуть використовуватися як генератори енергії для забезпечення напруги 800 В на однофазному паралельному активному 
фільтрі потужності з використанням інвертора напруги. Бібл. 30, табл. 2, рис. 11. 
Ключові слова: активний шунтуючий фільтр, компенсатор, фотовольтаїка, реактивна потужність, інвертор напруги. 
 

Introduction. The rapid production of electronic 
equipment circulating and used by the public, such as 
computer equipment, power converters, and variable 
frequency drive systems for electric motors or devices 
based on power electronics, has resulted in a decline in the 
quality of power in the power system. Because of its 
nature, this load falls under the category of nonlinear loads. 
In power systems, the current has high wave distortion, 
leading to a large total harmonic distortion (THD). Excess 
heat generated by harmonics can cause power losses and 
reduce the efficiency of power equipment [1–3].  

Various methods for reducing the presence of these 
harmonics include the use of filters. According to the 
configuration, there are 3 types of filters: passive, active, 
and hybrid (a combination of passive and active filters) [4, 
5]. The harmonics of this power system occur in odd orders 
such as 150 Hz, 250 Hz and 350 Hz. Passive filters can be 
in the form of capacitive receptive (RC) or inductive 
receptive (RL) elements and are generally used to reduce 
the highest harmonic distortion at selected frequencies or 
tune at frequencies that are more dominantly disturbing, 
and the THD value can be reduced significantly [6, 7].  

An active filter is a series of filters that use passive 
and active electronic elements originating from electronic 
devices such as operational amplifiers, MOSFETs and 
transistors in the form of inverters that produce reverse 
current or anti-harmonics [4]. The output of the inverter is 
controlled through ignition pulses, one of which uses 
hysterical current control [8]. Shunt active power filters 
(SAPFs) offer greater benefits than typical filter solutions 
because of their ability to map the injection currents more 
accurately, resulting in economic advantages [9, 10]. 
Hybrid filters, on the other hand, are a combination of 
passive and active filters that are commonly utilized in 
aluminum smelting plants to manage harmonic 
attenuation [11]. This filter is classified into 2 types, 

series active filters and parallel active filters, based on 
their configuration. Series active filters were used to 
eliminate current harmonics, whereas parallel active 
filters were used to reduce voltage harmonics.  

The efficiency of active filters is determined by 
various factors such as the control system, filter reactor, 
DC link capacitor parameters, and electrical system. To 
achieve improved power quality, three components are 
necessary: power compensation for current and voltage 
waveform distortions, reactive power compensation, and 
compensation for load imbalance [12]. Solar energy is 
increasingly being used to compensate for the reactive 
power in electric power systems. In particular, the use of 
renewable energy, such as solar energy, has been 
developed for various applications. One such application is 
the use of SAPF technology. Compared to a thyristor 
bridge on a voltage source inverter (VSI) with an input 
reactor inductance equal to or smaller than the input reactor 
inductance of the SAPF, the SAPF is more efficient in 
terms of reactive power and harmonic attenuation [13].  

Photovoltaic (PV) is practically an endless energy 
resource, which has made it highly essential recently, 
especially for electrical power applications in high-
luminosity countries [14]. PV technology is a renewable 
way of converting solar energy into electrical energy. It can 
be used to address the current harmonics in power systems 
with parallel active filters [15, 16]. There are 2 varieties of 
PV systems: grid-connected and stand-alone. Because of its 
easy energy conversion process and modular scaling, grid-
connected PV systems have been used extensively in the 
commercial sector [17]. When a stand-alone PV system is 
connected to the grid, it produces fluctuations in the output 
voltage owing to changes in temperature and irradiation. 
This makes it necessary to control the voltage and power 
quality, particularly when unbalanced load conditions 
occur. This control helps minimize the ripples on the DC 
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link [18, 19]. The use of PV solar energy is essential to the 
shift to a low-carbon economy [20]. 

The goal of the paper is to build a parallel active 
filter for reactive power compensation in a single-phase 
power system using PV as the input DC link voltage for 
the inverter through simulation modeling using the 
MATLAB/Simulink. 

Subject of investigations. This study involved the 
development of a simulation of the compensation current 
IC injected into a single-phase power system with a linear 
load. Basic concept of parallel SAPF is shown in Fig. 1. 
 

IC 

Shunt active power filter

Nonlinear load 

V DC

Power source 

IS IL 

 
Fig. 1. Basic concept of parallel SAPF 

 

The compensation of the harmonic currents is 
performed using a closed-loop controlled active power 
filter. This filter injects a compensation current IC into the 
power system mesh whenever the load changes. Based on 
Fig. 1, the source current IS can be represented as: 

iS = iL – iC,                                (1) 
where iS is the source current; iL is the load current; iC is 
the compensation current. 

The modeling design of the parallel active filter 
circuit is shown in Fig. 2. 
 

 
Fig. 2. Single-phase parallel active filter design 

using PV as a compensator 
 

This circuit involves a single-phase voltage source 
connected to a nonlinear load, and is equipped with a parallel 
active filter. The filter comprises a series of low-pass filters 
and multiple active semiconductor components that 
collaborate to regulate the shape of the harmonic interference 
at every frequency order. The compensation current is 
generated by causing anti-harmonics in the current, which 
are affected by harmonics. Subsequently, this compensation 
current is introduced into the circuit. Schematic block of the 
overall model circuit shown in Fig. 3. 

 
Fig. 3. Schematic block of the overall model circuit 

 

The system has a complete design that includes 3 main 
parts: a DC power source PV system, a SAPF and a single-
phase power system with a nonlinear load. The PV system is 
a DC power generator that produces 29.3 V voltage and a 
maximum short circuit current of 7.97 A. To meet the 
voltage requirements of the VSI, the voltage is increased 
through a booster circuit to 800 V [21–24]. The filtering 
process in an electrical system requires a battery module to 
store energy. The power filter, also known as an active shunt 
filter, generates a reference current iref. This process involved 
multiple stages. In the first stage, a voltage sensor and 
current sensor measured the magnitudes of the source current 
and source voltage, respectively. In this study, a single-phase 
voltage system was used. However, the power quality (PQ) 
theory is more suitable for 3-phase systems. Therefore, a 
virtual voltage and current source were created to obtain the 
parameters va, vb, vc, ia, ib, and ic. After obtaining these 
parameters, the next step is to transform them into – 
coordinates. This transformation is known as Clark 
transformation and is essential for obtaining the iref quantity. 

Results. Static calculations. This section discusses the 
results presented in the form of pictures, graphs, tables, etc. 
to make it easier for readers to understand them.  

Clark transformation. Mathematical transformation 
calculations were performed to obtain the single-phase 
reference current. The reference current generation flow was 
based on the PQ theory discovered by Akagi in 1983. This 
theory was presented in [25]. PQ theory is best suited for 
3-phase systems. To apply it to single-phase systems or to 
obtain the other 2-phases, virtual voltages and currents must 
be created for phases B and C that are 120° apart from phase 
A. The virtual voltages and currents for phases B and C can 
be derived from the voltage and current of phase A by 
shifting them 120° and –120°, respectively: 

vA = Vmsin(t); 
vB = Vmsin(t + 120);                          (2) 

                                  vC = Vmsin(t – 120), 
where vA, vB, vC are the voltages of phases A, B, C. 

Reference signal generation algorithm. Once the 
virtual voltage and current parameters were obtained from 
the measurement results of a single-phase power system, the 
parameter values were converted into single-phase voltage 
system coordinates. This conversion involves transforming 
the absolute coordinates of the voltage and current to α–β 
coordinates using the PQ theory. This transformation is also 
known as Clark transformation [26, 27]. Reference current 
generation algorithm is shown in Fig. 4. 
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 Voltage and current 
load measurement 

Clark transformation 

p and q calculation 

Filter for p calculation Filter for q calculation

Compensation current calculation 

Clark inverse transformation 

iref  
Fig. 4. Reference current generation algorithm 

 

Shown in Fig. 4 is the flow for getting the voltage 
and current parameters v, v, i, i, v0, i0: 
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The voltages and currents in reference frames α and 
β are: 
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The next step is to determine or calculate the values 
of the active p and the reactive q powers: 
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Equation (9) shows that the instantaneous active 
power p is equal to the sum of ppivivp ~  , 

which can be broken down into 2 components: the p  

component (DC component value) and the p~  component 

(AC component value). The p  component is the 

instantaneous average power transferred from the source 
to the load, whereas the p~  component is the average 

power exchanged between the source and load via ABC 
coordinates. However, the p~  component does not 

transfer energy from the source to the load; therefore, it 
must be removed with a filter: 
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where ic, ic are the compensation currents in reference 
frames α and β; p~  is the alternating active power 

component;  p  is the total direct active power 

component; q is the reactive power component. 
After obtaining the p components, a reverse 

transformation is carried out to obtain the reference 
current value [28]: 
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pppx Δ~   and 0Δ pp   then qqqqx
~ , where 

px is the unwanted active power component; qx is the 
unwanted reactive power component; 0p  is the active power 

zero sequence component; q  is the direct reactive power 

component; q~  is the alternating reactive power component. 

The single-phase reference current can be defined as: 
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where i0 is the zero sequence current. 
Parameter values of the modeling system are 

presented in Table 1. 
Table 1 

Parameter values of the modeling system 
Parameter Value Parameter Value 

Single-phase AC input 
voltage 

220 V Frequency 50 Hz 

Input 
impedance 

R=0.5 Ω; 
L=35 mH 

Load 
impedance 

RL=20 Ω, 
LL=5 mH 

Coupling impedance 
(smoothing) 

Rc=1 Ω; 
Lc=3.5 mH 

DC link 
capacitor 

C1=C2= 400 V,
50 nF 

AC-DC converter 
Bridge rectifier 

diode 
Rectifier 
load 

RL (R=50 Ω, 
L= 15 mH; 

RC (R=50 Ω, 
C = 1,5 nF 

Kp 3 Ki 1 

PV max power 218.87 W 
Open circuit 
voltage 

36.6 V 

Max power point 
voltage 

29.3 V 
Current short 
circuit 

7.97 A 
 

A boost converter regulator was used to increase the DC 
input voltage from the battery without the need for a 
transformer. Figure 5 shows the operation of the boost 
converter circuit, which can be divided into 2 modes. Mode 1 
begins when switch S is turned ON at t = 0. The input 
current increases, the inductor is formed by a magnetic 

field with a voltage of VL =
t

i
L L

d

d
; 

R

V

t

V
C CC 

d

d
 = 0 and 

the current increases with a constant slope. This state is 
VDC = VL. Mode 2 begins when switch S is turned OFF at 
t = 1. The current flows through L, the diode D and C. 
The inductor current decreases until switch S is turned on 
again during the next cycle. 
 

 
Fig. 5. Boost converter circuit 

 

When switch S is in the OFF mode, VDC = VL + VC, the 
voltage across the circuit is the sum of the voltages across the 

inductor and capacitor. This implies that 
t

i
L L

d

d
 = VDC – VC, 
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where 
L

VV

t

i CDCL 
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d

d
. In this situation, the current 

decreases, eventually reaching the same level as that 
when the switch is ON. During the gate switch switching 
on current, the output current wave pattern increases by 
Imax – Imin = VDC  k / L, where k is the duty cycle. 
Similarly, when the switch is turned OFF, the current 

decreases to Imin – Imax =  k
L

VV CDC 


1 , where 

k

V
VV DC

C 


10
.                             (13) 

To increase the input voltage, multiple stages of the 
boost converter can be arranged, resulting in a conversion 
ratio that is always higher than that of a single boost 
converter. This type of converter can be used in various 
applications, such as Microgrid systems, electric trains, 
UPS, inverters and wireless energy transfer [24]. 

PI controller. When an active filter injects a current 
into the power system, it must always be greater than the 
current flowing from the source to the load. To achieve 
this, the voltage of the VSI must be greater than the wire-
to-wire voltage of the single-phase source and must be 
kept constant. PI controller was used to regulate the DC 
voltage by adjusting the Kp and Ki values [29]. PI 
controller block is shown in Fig. 6. 
 PI 

 
Fig. 6. PI controller block 

 

Voltage source inverter (VSI) is a powerful power 
conditioner used in active filters. One of the reasons to 
consider using a VSI over the current source inverter is that 
it is easier to control the current compared to current source 
inverter. A VSI uses capacitors for DC energy storage. The 
single-phase VSI circuit comprises 2 electronic switches 
that can be in the form of a MOSFET or power transistor 
placed in parallel with a capacitor bank. MOSFETs are 
generally preferred for fast switching and low-frequency 
applications [30]. Table 2 provides information on the 
relationship between the switch conditions and VSI output 
voltage. Figure 7 shows the single-phase inverter. 

 

 

 
Fig. 7. Single-phase inverter 

Table 2 
Operation of switches on the inverter 

No. Condition v0 Active components 
1 S+ ON and S– OFF vi/2 S+ if i0>0; D+ if i0<0
2 S+ OFF and S– ON –vi/2 D– if i0>0; S– if i0<0
3 S+ and S– OFF –vi/2 and vi/2 D– if i0>0; D+ if i0<0

 

The S+ and S– switches must not operate at the 
same time, as this can cause a short circuit. The ON and 
OFF states of the S+ and S– switches are controlled using 

a modulation technique, specifically pulse width 
modulation (PWM). The PWM principle in this circuit 
compares the modulation signal VC (in this case the 
expected output alternating voltage) with a carrier signal 
with a saw waveform (VΔ). Practically, if VC > VΔ then the 
S+ switch will be ON and the S– switch will be OFF, and 
if VC < VΔ, then the S+ switch will be OFF and the S– 
switch will be ON. 

RC load observation. Observations and tests were 
conducted on nonlinear, RC and RL loads to observe the 
sinusoidal current waveform patterns before and after 
filtering. Display of load current, compensation current 
and source current with non-linear and RC loads is shown 
in Fig. 8, which shows the distorted capacitive load current 
waveform. The waveform was no longer a pure sinusoidal 
pattern and appeared uneven. The middle image represents 
the compensation current waveform injected into the power 
line. Finally, the last image displays the current waveform 
that has been compensated for by the injected current, and its 
shape now returns to a sinusoidal pattern. 

 

 
Fig. 8. Display of load current, compensation current and source 

current with non-linear and RC loads 
 

THD measurement for RC loads using fast Fourier 
transform (FFT) is shown in Fig. 9.  
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Fig 9. THD measurement for RC loads using FFT 
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Figure 9,a shows odd-order harmonic interference at 
250, 350, 550, 850 and 950 Hz. Index THD before 
compensation indicating a value of 18,77 %. The 5th order 
harmonic was the largest at 250 Hz. Figure 9,b shows that 
the compensation current reduces the THD to 1.45 %. 

RL load observation. Display of load current, 
compensation current and source current with non-linear 
and RL loads is shown in Fig. 10, which shows 3 different 
current waveforms. The first image depicts a distorted 
waveform that appears almost square, caused by nonlinear 
and RL loads. The middle image shows the compensation 
current waveform, whereas the bottom image shows the 
source-current waveform after the compensation current 
is applied. 

 
Fig. 10. Display of load current, compensation current 

and source current with non-linear and RL loads 
 

Figure 11 shows the THD measurement at RL load 
using FFT. Figure 11,a shows a graph of the THD index 
before compensation, indicating a value of 36.93 %. 
Meanwhile, Figure 11,b displays a THD index of 0.48 % 
after filtering. 
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Fig. 11. THD measurement at RL load using FFT 

 

Conclusions. The PV systems can be used as a power 
generator to provide a voltage of 800 V on a single-phase 
parallel active power filter using a voltage source inverter. 

This voltage value is achieved by increasing the DC voltage 
from the boost converter circuit. The PV power can also be 
used as a reactive power compensator to prevent the presence 
of harmonics in single-phase power systems. The DC link 
capacitor functions as a compensation current pattern 
generator. The instantaneous power theory, which is 
commonly used in 3-phase power systems, can also be 
applied to single-phase systems by adding two virtual voltage 
sources that resemble a 3-phase voltage source. The 
compensation current has a waveform that is similar to the 
reference current, and it is obtained through mathematical 
calculations of the Clark transformation. Test results have 
shown that this parallel active filter can reduce the THD from 
18.77 % to 1.45 % on capacitive loads, and it can reduce the 
THD value from 37.97 % to 0.48 % on inductive loads. 
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Simplified method for analytically determining the external magnetostatic field of uncertain 
extended technical objects based on near-field measurements 
 

Introduction. An important scientific and technical problem of magnetism of uncertain extended energy-saturated objects - such as naval 
vessels and submarines is implementation of strict requirements for magnetic silence based on mathematical modeling of magnetic field, 
adequate to its real measurements. The purpose of the work is to develop a simplified analytical method for determining the external 
magnetostatic field of extended technical objects with uncertain magnetic field sources based on near-field measurement data using spherical 
and spheroidal sources in a Cartesian coordinate system. Methodology. Forward problems of magnetostatics solved based on developed 
method of analytical calculation of magnetostatic field induction of spherical and spheroidal sources in Cartesian coordinate system based on 
near-field measurements. Geometric inverse problems of magnetostatics for solving prediction and control problems of magnetic silence of 
technical object calculated based on vector games solution. Both vector games payoff calculated as forward problems solutions Wolfram 
Mathematica software package used. Results. The results of prediction of magnetic field magnitude in far zone of extended technical objects 
based on designed multispheroidal magnetic field model in form of spatial elongated spheroidal harmonics in prolate spheroidal coordinate 
system and in form of multispherical magnetic field model in form of spatial spherical harmonics in spherical coordinate system using 
measurements near field and taking into account magnetic characteristics uncertainty of extracted technical objects. Originality. For the first 
time, a method of simplifying the mathematical modeling of the magnetic field of an uncertain long energy- saturated object developed based 
on development and application of method of analytical calculation of induction of magnetostatic fields of spherical and spheroidal sources in 
the Cartesian coordinate system. Unlike known methods developed method allows modeling magnetic field directly in Cartesian coordinate 
system based on near-field measurements without finding magnetic induction projection in prolate spheroidal coordinate system and in 
spherical coordinate system without their translation from prolate spheroidal coordinate system and in spherical coordinate system in 
Cartesian coordinate system and vice versa. Practical value. The possibility of a more than 10 times calculation time reduction of magnetic 
field induction of magnetic field elongated spheroidal sources and the possibility of a more than 4 times calculation time reduction of magnetic 
field induction of magnetic field spherical sources when magnetic field calculating of uncertain extended energy-saturated object based on 
development and application of analytical calculation method of magnetostatic field induction of spherical and spheroidal sources in the 
Cartesian coordinate system based on near-field measurements shown. References 50, tables 2, figures 4. 
Key words: energy-saturated extended technical objects, magnetic field, multispheroidal model, magnetic silencing, extended 
spheroidal coordinate system, spatial extended spheroidal harmonics. 
 

Проблема. Важливою науково-технічною проблемою магнетизму невизначених протяжних енергонасичених об’єктів таких як 
військово-морські судна та підводні човни є реалізація жорстких вимог «магнітної тиші» на основі математичного моделювання 
магнітного поля, адекватного його реальним вимірюванням. Метою роботи є розробка спрощеного аналітичного методу 
визначення зовнішнього магнітостатичного поля протяжних технічних об’єктів з невизначеними джерелами магнітного поля на 
основі даних вимірів в ближній зоні з використанням сферичних та сфероїдальних джерел в декартовій системі координат. 
Методологія. Прямий метод проблеми магнітостатики вирішується на основі розробленого методу аналітичного розрахунку 
індукції магнітостатичного поля сферичних та сфероїдальних джерел в декартовій системі координат на основі вимірювань 
ближнього поля. Геометричні обернені задачі магнітостатики для вирішення проблем передбачення і контролю магнітної тиші 
технічного об'єкта обчислюються на основі розв'язання векторних ігор. Виграші обох векторних ігор обчислюються як рішення 
прямої проблеми з використанням програмного пакету Wolfram Mathematica. Результати. Результатом прогнозування є 
величини віддаленого магнітного поля протяжних технічних об’єктів на основі спроектованої мультисфероїдальної моделі 
магнітного поля в вигляді просторових витягнутих сфероїдальних гармонік в витягнутій сфероїдній системі координат, та в 
вигляді мультисферичної моделі магнітного поля в вигляді просторових сферичних гармонік у сферичній системі координат з 
використанням вимірювань ближнього поля з врахуванням невизначеності магнітних характеристик витягнутих технічних 
об’єктів. Оригінальність. Вперше розроблено метод спрощення математичного моделювання магнітного поля невизначеного 
протяжного енергонасиченого об’єкта на основі розробки та застосування методу аналітичного розрахунку індукції 
магнітостатичного поля сферичних та сфероїдальних джерел в декартовій системі координат. На відміну від відомих методів, 
розроблений метод дозволяє моделювати магнітне поле безпосередньо в декартовій системі координат на основі вимірювань 
ближнього поля без знаходження проекції магнітної індукції в витягнутій сфероїдальній системі координат та в сферичній 
системі координат без їх переводу із витягнутій сфероїдальній системі координат, та із сферичної системи координат, в 
декартову систему координат, чи навпаки. Практична цінність. Показана можливість скорочення, більше ніж у 10 разів, часу 
розрахунку індукції магнітного поля витягнутих сфероїдальних джерел магнітного поля, та можливість зменшення, більше ніж 
в 4 рази, часу розрахунку індукції магнітного поля сферичних джерел магнітного поля при обчисленні магнітного поля 
невизначеного протяжного енергонасиченого об'єкта на основі розробки та застосування методу аналітичного розрахунку 
індукції магнітостатичного поля сферичних і сфероїдальних джерел в декартовій системі координат на основі вимірювань 
ближнього поля. Бібл. 50, табл. 2, рис. 4. 
Ключові слова: енергонасичені протяжні технічні об'єкти, магнітне поле, мультисфероїдальна модель, магнітна тиша, 
витягнута сфероїдна система координат, просторові протяжні сфероїдні гармоніки. 
 

Introduction. An important scientific and technical 
problem of modern magnetism of technical objects is 
implementation of strict requirements for external magnetic 
field level. This problem is especially acute for magnetism 
of spacecraft, naval vessel and submarines [1–4]. The 
success of solving the problem of magnetism of these 
technical objects is largely determined by the adequacy of 
mathematical models of the external magnetic field (MF) 
to the real values of the magnetic characteristics of these 
objects [5–7]. To measure the real characteristics of the 
MF of spacecraft, military ships and submarines, special 

magnetodynamic measuring stands have been developed, 
one of which is located at the Anatolii Pidhornyi Institute 
of Power Machines and Systems of the National Academy 
of Sciences of Ukraine [8]. Based on the experimentally 
measured values of the MF components on the bench, a 
mathematical model of the MF of technical object 
designed [9–11]. Then, based on the mathematical model 
of the technical object designed on the basis of 
measurements of the near MF, the values of the MF 
parameters in the far zone are calculated. This is the task 
of MF prediction [6]. Then, based on the calculated 
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values of the MF parameters in the far zone, the problem 
of calculating the parameters and coordinates of the 
location in the space of the technical object of the 
compensating sources of the MF is solved to meet the 
requirements for the parameters of the MF of the 
technical object [6, 7]. 

The most widely used sources of MF are point 
sources, the MF of which is described in a spherical 
coordinate system (SCS). The mathematical model of 
technical objects is often adopted in the form of a multiple 
dipole model (MDM). The parameters of the dipoles and the 
coordinates of their location in the space of the technical 
object are determined in the course of solving the geometric 
inverse problem of magnetostatics from the condition of 
minimizing the error between the measured and predicted 
by the model values of the parameters of the external MF at 
the specified points of measurement of space [6]. 

Despite the fact that the shape of military ships and 
submarines has a «cigar-shaped» appearance of elongated 
technical objects, mathematical models of the MF of such 
objects are also often adopted in MDM form. In the works 
of [12–16], the expediency of using mathematical models 
in the form of elongated ellipsoidal sources (EES) of MF, 
describing the parameters of the MF in prolate spheroidal 
coordinate systems (PSCS), is shown for such elongated 
technical objects. 

On magnetodynamic stands, measurements of 
magnetic characteristics of technical objects are usually 
measured in Cartesian coordinate systems (CCS) related 
to the center of technical objects. In MDM of the MF of 
technical objects, the positions of dipole sources of the 
MF are also specified in CCS related to the center of 
technical objects. In addition, on magnetodynamic stands, 
magnetic characteristics of component units of electrical 
equipment of technical objects are often measured, which 
are also, as a rule, measured in CCS related to the center 
of these component units of electrical equipment of 
technical objects [17–19]. 

However, mathematical models of concentrated MF 
sources are calculated in SCS associated with the centers of 
these sources. Mathematical models of elongated MF sources 
are calculated in the form of prolate spheroidal MF sources in 
PSCS associated with the centers of these sources [20, 21]. 

In classical works on electrodynamics [22–31], solutions 
of the Laplace equation for the scalar potential of a MF in a 
SCS and in a PSCS are known. Accordingly, these solutions 
are written in terms of SCS and PSCS [20, 21]. But for 
practice, it is often necessary to work in terms of a CCS [32–
34]. In addition, it is not the scalar potential that is practically 
important, but the projections of the magnetic induction. 

In modern works, for example, related to the 
magnetic cleanliness of spacecraft [22–31] and magnetic 
silence of naval vessel and submarines [17–19], analytical 
formulas of magnetic induction projections in terms of 
SCS and PSCS are derived on the basis of solutions to the 
Laplace equation for the scalar potential of the MF 
outside the source. Furthermore, in the case of SCS, 
generalized formulas for the magnetic induction 
projections for the nth spherical harmonic are derived 
[35], whereas in the case of PSCS, this is not the case. 
Instead, only general formulas for the magnetic induction 
projections are presented, which require taking the 
derivatives of the scalar potential with respect to the 
PSCS coordinates [20, 21]. In some instances, for several 
first spherical harmonics (up to 4), for some reason, the 

associated Legendre polynomials are written out, thereby 
obtaining rather cumbersome formulas [21]. An 
additional inconvenience is the constant necessity to 
transform both the coordinates from CCS to SCS and the 
projections of magnetic induction from SCS to CCS (the 
situation is similar with PSCS). This presents a significant 
challenge when attempting to calculate the MF from 
multiple sources, particularly when these sources are both 
spherical and spheroidal. 

The peculiarity of the considered energy-saturated 
elongated objects is the inaccurate knowledge of magnetic 
characteristics and their change in different operating 
modes. Such objects are called uncertain objects [5–7]. 

The purpose of the work is to develop a simplified 
analytical method for determining the external 
magnetostatic field of extended technical objects with 
uncertain magnetic field sources based on near-field 
measurement data using spherical and spheroidal sources 
in a Cartesian coordinate system. 

Definition of forward magnetostatics problem for 
spheroidal sources. Consider analytical formulas for 
projections of magnetic induction in CCS for spheroidal 
harmonics of MF in PSCS. Consider multyspheroidal 
model of original MF of energy-saturated extended 
technical object in PSCS. Let us assume that initial MF of 
extended energy-saturated object generated using 
spheroidal MF sources located at technical object space 
points with coordinates (xi, yi, zi) in CCS associated with 
the center of technical object (Fig. 1). 

 

Y

Z

X 

xi,yi,zi 

xj,yj,zj 

0

 
Fig. 1. Energy-saturated extended technical object 

 
The relationship between the right triple of unit 

vectors {x, y, z} of the CCS and the triple {ξ, η, φ} of the 
PSCS has the form [12–14, 36]: 
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where c is half the focal length of the spheroid whose foci 
lie on the z-axis at the points ±c. From a geometric point 
of view, the triple {ξ, η, φ} is a family of prolate 
spheroids (ξ=const), two-sheeted hyperboloids (η=const) 
and half-planes (φ=const) passing through the z-axis. 

The surfaces of prolate spheroids ξ=const satisfy the 
equation [12–14, 36] 

   2122222 1 cyxz 
  ,               (2) 

for two-sheeted hyperboloids η=const satisfy the equation 
[12–14, 36] 

   2122222 1 cyxz 
  .               (3) 
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The solution of the Laplace equation in the PSCS with 
respect to the scalar potential of the MF for the external 
region >0 outside the sources has the form [12–14] 
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where m
nP , m

nQ  are the associated Legendre functions of 

the first and second kind, respectively, with degree n and 

order m; m
nc , m

ns  are constant coefficients characterizing 

the MF in the PSCS. 
The scalar potential U(ξ, η, φ), presented in the 

PSCS (4), can also be considered in the CCS U(x, y, z), 
expressing {ξ, η, φ} through {x, y, z} in (1). To do this, it 
is necessary to solve (2) and (3), respectively, with 
respect to ξ and η. And to find φ, we divide the second 
equation by the first in (1). We obtain the following 
expressions: 
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We can find the projections of magnetic induction 
using the known relationship B = –0gradU. Moreover, it 
should be borne in mind that when taking partial 
derivatives with respect to x, y, z, the function U(x, y, z) 
should be perceived as a complex U[ξ(x, y, z), η(x, y, z), 
φ(x, y)] and act in accordance with the differentiation of a 
complex function. 

Let us write the partial derivatives with respect to 
x, y, z of the coordinates ξ, η, φ: 
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Using recurrence relations for associated Legendre 
functions [36]: 
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let’s take the derivative with respect to t from the product 

of complex functions   txPm
n  and   tyQm

n : 
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Note that in (11) x(t), y(t) are simply abstract 
functions that have no relation to the coordinates (1). 
Now, using (5) – (8), (11) and the relation B = –0gradU, 
we write the x-projection of B: 
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After simplification and grouping relative to 

functions  m
nQ  and  m

nP  to reduce calculation time, 

we obtain the final formula for Bx: 
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Similarly, we obtain formulas for By, Bz (note that 
in the case of Bz the first term in the curly brackets 

is zero, since z = 0): 
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Note, that all the formulas (1) – (15) given above are 
for the case when the technical object is extended along the 
z axis However, a more familiar coordinate system is also 
often considered, when the technical object is extended 
along the x axis. If the technical object is extended along 
the x-axis, then the CCS must be rotated relative to the 
PSCS so that the x-axis takes the place of the z-axis, y takes 
the place of x, and z takes the place of y. In this case, the 
following replacement must be made in formulas (5) – (8): 
x  y; y  z; z  x. And in the right-hand parts of 
formulas (13) – (15): Bx  By; By  Bz; Bz  Bx. 

Definition of forward magnetostatics problem for 
spherical sources. Let us consider analytical formulas for 
projections of magnetic induction in CCS using spherical 
harmonics. The relationship between the right triple of 
unit vectors {x, y, z} in CCS and triple {r, θ, φ} in SCS 
has form [14, 36]: 
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The solution of the Laplace equation in the SCS with 
respect to the scalar potential of the MF for the region 
outside the sphere r>R0, where the sources of this field are 
contained, has the form [14] 
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where m
ng , m

nh , are constant coefficients characterizing 

the MF in the SCS. 
Using (16), we write the relationship between {x, y, z} 

and {r, cosθ, φ} this way: 
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Let us write the partial derivatives with respect to x, 
y, z of the coordinate r and the function cosθ (x and y 
are already obtained by (8)):  
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Using the recurrence relation (9), we take the 
derivative with respect to t of the product of complex 

functions 
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Proceeding in a similar manner as for spheroidal 
coordinates, using (8), (18) – (21) and the relation 
B = –0gradU, we write the x-projection of B: 
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After simplifying and grouping relative functions 

cosm
nP  to reduce calculation time, we obtain the final 

formula for Bx: 
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Similarly, we obtain formulas for By, Bz (note that 
in the case of Bz the first term in the curly brackets 

is zero, since (z = 0): 
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It is quite simple to calculate the MF created by 
several, for example N1, spheroidal sources with 
coordinates xi, yi, zi relative to the center of the technical 
object {x0, y0, z0}={0, 0, 0} and several, for example N2, 
spherical sources that compensate for the MF in a given 
area, with coordinates xj, yj, zj relative to the center of the 
technical object. For this, we use the superposition 
principle and obtain, for example, for the projection: 
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where Bxi is calculated by (13) with its parameters сi, 
m
nic , 

m
nis  and Bxj calculated by (23) with its parameters m

njg , 

m
njh . The same is true for other projections. 

Thus, using formulas (13) – (15), (23) – (25), taking 
into account auxiliary formulas (5) – (8), (18) – (20), 
based on superposition principle, it is possible to calculate 
the MF at an arbitrary point in the region outside the 
spherical and spheroidal sources. 

The advantage of these formulas over the known 
ones [12–14] are: 

1) the projections of the magnetic induction in the 
CCS are explicitly written due to taking direct derivatives 
with respect to the CCS coordinates; 

2) their generalization to the case of the n-harmonic; 
3) there is no need to transform from one coordinate 

system to another, which is especially important in the 
case of calculating the MF from several spherical and 
spheroidal sources; 

4) the relative compactness of the formulas. 
Definition of prediction geometric inverse 

magnetostatics problems. Prediction problem implies 
design of mathematical model of MF of technical object 
based on experimentally measured values of MF 
components, as a rule, in near zone of technical object. 
The vast majority of mathematical models of MF of 
various technical objects – spacecraft, naval vessels and 
submarines – are MDMs. 

The main advantage of MDMs is the ease of 
calculating components of MF generated by each magnetic 
dipole as a source of MF in rectangular coordinate system 
connected to center of technical facility. The main 
disadvantage of MDMs is large number of dipoles required 
to adequately simulate MF of technical object to actually 
measured values of MF on magnetodynamic stand. This is 
especially typical for modeling MF of elongated energy-
saturated technical objects. 

A significant simplification of modeling MF of 
elongated energy-saturated technical objects achieved by 
using elongated spheroidal MF sources in prolate 
spheroidal coordinate system. Moreover, to obtain 
required adequacy of mathematical model to actually 
measured characteristics of MF number of elongated 
spheroidal MF sources may be required tens or even 
hundreds of times less compared to number of dipole MF 
sources [37–42]. 

The obtained formulas (13) – (15) and (23) – (25) 
allow us to solve forward problem of magnetostatics. 
Using these formulas calculated components of MF 
induction in CCS at any point in space generated by 
spheroidal and spherical sources of MF. Naturally, in this 
case, coordinates of spatial location of these MF sources 
and their harmonics are specified. 

The convenience of using these formulas lies in fact 
that components of projections of resulting MF in CCS 
are equal to sums of corresponding projections of MF 
induction of same in CCS, generated by all MF spheroidal 
and spherical sources. 

Consider formulation of geometric inverse problem 
of design mathematical model of MF based on results of 
experimental measurements of MF. Introduce vector G of 

uncertainties in magnetic characteristics of technical 
object, due to inaccurate knowledge of initial values of 
magnetic characteristics of blocks of technical object, as 
well as changes in these magnetic characteristics in 
different operating modes [43–48]. 

Typically, MF measurements are carried out in CCS 
associated with the center of technical object. Let us 
introduce vector YM(G) of measured MF components. 

Consider design of mathematical model of elongated 
energy-saturated object in form of set of spheroidal MF 
sources. Let us introduce vector XP of desired parameters 
components of which are coordinates of spatial location 
and spatial harmonics of MF of these spheroidal MF 
sources. Then, vector YC(XP, G) calculated values of MF 
calculated based on (13) – (15). 

Then solution of predictions geometric inverse 
problem of magnetostatics reduced to solution of vector 
game [49] 

E(XP, G) = YM(G) – YC(XP, G).            (26) 
To calculate payoff vector game (26) it is necessary 

to repeatedly solved forward problem of magnetostatics 
(13) – (15) for elongated spheroidal MF sources. 

Definition of control geometric inverse 
magnetostatics problems. The problem of controlling 
the magnetic silence of technical object is design of 
spatial arrangement and spatial harmonic sources of 
compensating MF. With the help of these compensating 
MF sources resulting MF of elongated energy-saturated 
technical object generated in such a way that stringent 
requirements for magnetic silence of energy-saturated 
technical object satisfied. 

Note that the requirements for magnetic silence of 
technical object are usually imposed in the far zone. In 
particular, for military ships and submarines, 
requirements are imposed on magnitude and rate of 
change of MF components at control depth when an 
object moves at given speed. 

The designed predictive mathematical model of MF 
of elongated energy-saturated object calculated based on 
experimental measurements of MF in near zone. Based on 
this prediction model of MF in near zone values of 
characteristics of MF of technical object calculated in far 
zone, which limited to meet requirements of magnetic 
silence of technical object. 

Introduced uncertainty vector GC of magnetic 
characteristics of energy-saturated technical object [43–48]. 
Then, based on the designed predictive model vector B(G) of 
initial values of magnetic characteristics of technical object, 
which determines its magnetic silence calculated. 

To compensate for the original MF of technical 
object introduced dipole sources of compensating MF. 
Introduced vector XC of required parameters for solving 
control geometric inverse problem of magnetostatics 
components of which are coordinates of spatial location 
and spatial harmonics of compensating dipoles. 

Then vector BC(XC, G) of calculated characteristics of 
magnetic silence of technical object calculated based on 
solution of forward problem of magnetostatics (23) – (25) 
for spherical MF sources. 

Then solution of control geometric inverse problem 
of magnetostatics reduced to solution of vector game 

BR(XC, GC) = B(GC) + BC(XC).             (27) 
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To calculate payoff vector game (27) it is necessary 
to repeatedly solved forward problem of magnetostatics 
(23) – (25) for spherical MF sources. 

Inverse magnetostatics problems solution 
method. Solutions of both vector games (26) and (27) 
calculated by particle multi-swarm nonlinear optimization 
algorithms. Number of swarms calculated by number of 
components in vectors games (26), (27), so that with help 
of each swarm solution of scalar game calculated. 

Each swarm j contained two types of particles i. 
Position xij(t) and movement velocity νij(t) for first type 
particles calculated from conditions of minimizing payoff 
game along vectors XP and XC of desired parameters and 
described by following expressions: 

     
    
    
     ;

)(
t)(

1

*
2

222

1i1

111

txtyt

tpHtrctx
tytpH

trctvwtv

ijjij

ijjjij

ijijj

jjijjij



















          (28) 

     .11  tvtxtx ijijij                     (29) 

Moreover, the best local yij(t) and global )(* ty j  

position of particle determined from condition of 
minimizing game vector along vectors XP and XC of 
desired parameters for games (26) and (27) respectively. 

Position gij(t) and movement velocity uij(t), zij(t) for 
second type particles calculated from conditions of 
minimizing payoff game along vectors G and GC of 
magnetic characteristics uncertainty and described by 
following expressions: 

     
      

    
    ;
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1
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4444
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332
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ttpHtrc
ttzttp

Htrctuwtu

ijj

ijijjj

ijijijij

jjijjij









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









            (30) 

     .11  tuttg ijijij                  (31) 

Moreover, the best local zij(t) and global )(* tz j  

position of particle calculated from condition of 
minimizing game vector along vectors G and GC of 
magnetic characteristics uncertainty for games (26) and 
(27) respectively. 

To narrow Pareto set of optimal solutions in 
(28) – (31) binary preference relations of local games 
used [49]. 

Simulation results. Let us consider the results of 
MF modeling of elongated energy-saturated technical 
object 200 m long and 40 m wide, for which the magnetic 
silence requirements are set at a control depth of 19 m and 
60 m. The initial MF was modeled using 16 dipole 
sources of the technical object’s MF, the measurement of 
which was performed at 909 points. 

For this example, we will consider checking the 
correctness and efficiency of applying formulas (13) – (15) 
and (23) – (25). We will check the correctness and 
efficiency of the formulas on the values of spherical and 
spheroidal harmonics obtained as a result of optimization. 
The following harmonic values were obtained: 

– for spheroidal c = 45.2171, c1
0 = –2.97466, 

c1
1 = –0.78397, s1

1 = –1.2093, c2
0 = –7.61832, 

c1
2 = 1.02365, c2

2 = –0.0247825, s2
1 = 0.321276, 

s2
2 = 0.0174991, c3

0 = 2.30698, c3
1 = –0.555808, 

c3
2 = 0.0022228, c3

3 = 0.000110621, s3
1 = 0.856448, 

s3
2 = –0.0155725, s3

3 = 0.0000373957; 
– for spherical g1

0 = –1811.98, g1
1 = 1145.52, 

h1
1 = 460.332, g2

0 = –2567.85, g2
1 = –13073.2, 

g2
2 = 3352.89, h2

1 = –16555.6, h2
2 = 6747.55, 

g3
0 = –54352.8, g3

1 = 38472.4, g3
2 = 22857.2, 

g3
3 = –9441.96, h3

1 = 18004.4, h3
2 = –31867.1, 

h3
3 = 8041.49. 

These values were obtained on the basis of solving the 
prediction of the geometric inverse problem of 
magnetostatics (26) by minimizing the sum of the squares of 
the differences in the projections of the real MF and the MF 
models: for spheroidal (13) – (15) and spherical (23) – (25) 
MF sources up to and including the third harmonics. 

The results of calculating the signatures of initial 
MF (solid lines) with models based on spheroidal (dotted 
lines) and spherical (dash-dotted lines) harmonics for 
projections Bx – red, By – green, Bz – blue are shown in 
Fig. 2 – 4, respectively, for 3 cases: Y = –20 m, Y = 0 m 
and Y = 20 m. Since the technical object is extended, the 
MF model based on spheroidal harmonics gives better 
results in approximating the original MF. 

The correctness of formulas (23) – (25) for spherical 
harmonics verified by comparing them with the results 
obtained by taking numerical partial derivatives with respect 
to the coordinates x, y, z from (17) taking into account (18) 
and standard approach [35]. The calculation results of the 
proposed method and the standard approach [35] are in full 
agreement with machine accuracy and differ from the results 
of numerical differentiation by about 10–20 T. 

 

 
Fig. 2. Magnetic signatures of original, model spherical and 

model spheroidal MFs for Y = –20 m 
 

 
Fig. 3. Magnetic signatures of original, model spherical and 

model spheroidal magnetic fields for Y = 0 m 
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Fig. 4. Magnetic signatures of original, model spherical and 

model spheroidal MFs for Y = 20 m 
 

Table 1 presents a comparison of the calculation time 
of the standard approach [35] (left column), the proposed 
method (right column) and the numerical one for spherical 
harmonics, as well as analytical formulas (13) – (15) taking 
into account (5) – (8) of the proposed method and the 
numerical one (numerical taking of derivatives with respect 
to the coordinates x, y, z from (4) taking into account (5)) 
for spheroidal harmonics. The cases of the 1st, 2nd and 3rd 
harmonics are considered. We see the relative parity in the 
calculation speed of the proposed method and the standard 
approach [35] and an order of magnitude faster than the 
calculation speed of the numerical taking of derivatives in 
the case of spherical harmonics. 

Table 1 
Comparison of calculation time of analytical and numerical formulas at z = 19 m 

Spherical harmonics Spheroidal harmonics Coordinates 
and order of harmonics Projections B, nT Time, ms Projections B, nT Time, ms 

x, m y, m n Bx By Bz Analit. Num. Bx By Bz Analit. Num. 
–100 –20 1 –0,326 0,005 0,134 0,229 0,296 2,622 –0,351 –0,016 0,313 1,492 6,486 
–100 –20 2 –0,310 0,039 0,181 0,278 0,479 7,458 –0,186 0,199 0,253 3,449 18,280
–100 –20 3 –0,310 0,038 0,182 0,431 0,773 15,836 –0,242 0,209 0,224 6,055 36,577
–100 0 1 –0,302 0,109 0,134 0,189 0,293 2,543 –0,326 0,130 0,328 1,474 6,601 
–100 0 2 –0,261 0,137 0,172 0,374 0,511 7,416 0,009 0,264 0,213 3,396 18,238
–100 0 3 –0,262 0,138 0,172 0,437 0,767 15,993 –0,030 0,297 0,160 5,991 36,670
–100 20 1 –0,211 0,177 0,112 0,195 0,293 2,628 –0,199 0,218 0,278 1,501 6,505 
–100 20 2 –0,160 0,186 0,136 0,275 0,481 7,432 0,156 0,180 0,154 3,406 17,987
–100 20 3 –0,160 0,188 0,135 0,424 0,761 15,704 0,150 0,204 0,095 5,933 36,646
–50 –20 1 –1,615 –0,420 1,231 0,187 0,291 2,574 –0,535 –0,430 2,786 1,472 6,474 
–50 –20 2 –1,325 –0,006 1,691 0,274 0,591 7,343 –1,520 1,508 2,431 3,400 18,052
–50 –20 3 –1,263 –0,063 1,694 0,423 0,764 15,959 –2,262 0,312 3,211 6,036 36,525
–50 0 1 –1,620 0,749 1,366 0,187 0,290 2,543 0,785 1,574 3,295 1,478 6,607 
–50 0 2 –0,761 1,021 1,579 0,281 0,482 7,247 2,711 4,218 –2,443 3,503 17,991
–50 0 3 –0,810 1,005 1,576 0,419 0,758 15,654 –0,417 4,852 –0,338 5,948 36,437
–50 20 1 –0,483 1,198 0,800 0,201 0,291 2,565 1,286 0,864 1,385 1,487 6,476 
–50 20 2 0,151 0,935 0,766 0,278 0,482 7,445 2,712 –1,321 –1,984 3,399 18,045
–50 20 3 0,142 0,973 0,723 0,419 0,758 15,651 1,944 –0,406 –2,416 6,089 36,514
0 –20 1 8,631 0,137 7,246 0,188 0,289 1,812 2,736 5,201 3,174 1,948 5,292 
0 –20 2 7,634 9,690 3,450 0,275 0,469 3,868 4,941 1,274 3,902 4,691 13,401
0 –20 3 4,026 7,440 0,257 0,415 0,741 7,375 4,268 5,591 0,260 8,411 24,772
0 0 1 26,417 16,701 –13,423 0,194 0,295 1,802 4,472 7,874 –15,782 1,777 5,036 
0 0 2 –11,694 –14,365 –33,622 0,291 0,491 3,920 1,621 2,420 4,089 4,205 12,287
0 0 3 –1,140 0,464 –9,774 0,418 0,744 7,281 3,802 0,238 –11,265 7,625 22,729
0 20 1 8,631 –6,433 –9,102 0,190 0,289 1,812 2,736 –7,051 –4,769 1,945 5,323 
0 20 2 –2,185 –0,307 1,008 0,277 0,477 3,859 –1,343 –0,271 –1,557 4,677 13,295
0 20 3 0,182 –3,008 –0,631 0,407 0,733 7,427 0,709 –3,390 –0,283 8,393 24,713

50 –20 1 –0,915 1,370 –0,470 0,192 0,291 2,591 –1,382 3,024 –0,495 1,481 6,491 
50 –20 2 –1,056 1,058 –0,751 0,340 0,480 7,332 –2,383 4,331 –3,915 3,384 18,292
50 –20 3 –0,957 1,112 –0,732 0,416 0,754 15,656 –1,149 2,594 –2,529 6,085 36,629
50 0 1 –2,220 0,749 –0,993 0,183 0,287 2,528 –5,443 1,574 –4,364 1,493 6,578 
50 0 2 –1,626 0,125 –1,198 0,280 0,482 7,239 –4,774 –1,676 –8,815 3,500 18,111
50 0 3 –1,722 0,254 –1,208 0,425 0,765 15,694 –2,190 0,440 –5,484 6,007 36,845
50 20 1 –2,047 –0,593 –0,900 0,200 0,293 2,617 –3,203 –2,591 –1,896 1,483 6,513 
50 20 2 –1,068 –0,629 –0,924 0,281 0,483 7,548 –0,953 –3,479 –2,190 3,421 18,310
50 20 3 –1,218 –0,677 –0,907 0,496 0,806 15,889 –1,378 –2,702 –2,557 6,119 36,763
100 –20 1 –0,255 0,186 –0,038 0,193 0,290 2,561 –0,422 0,273 0,039 1,479 6,688 
100 –20 2 –0,261 0,153 –0,072 0,290 0,495 7,318 –0,726 0,287 –0,138 3,510 18,209
100 –20 3 –0,260 0,157 –0,072 0,433 0,765 17,801 –0,628 0,283 –0,153 6,013 37,144
100 0 1 –0,350 0,109 –0,055 0,187 0,288 2,552 –0,584 0,130 0,011 1,470 6,455 
100 0 2 –0,325 0,066 –0,092 0,274 0,494 7,296 –0,846 –0,013 –0,170 3,377 18,165
100 0 3 –0,328 0,069 –0,092 0,426 0,764 15,637 –0,764 0,032 –0,194 6,155 36,744
100 20 1 –0,369 –0,004 –0,060 0,191 0,293 2,570 –0,574 –0,071 0,004 1,470 6,600 
100 20 2 –0,316 –0,034 –0,093 0,286 0,489 7,321 –0,672 –0,273 –0,122 3,507 18,187
100 20 3 –0,321 –0,033 –0,091 0,427 0,764 15,924 –0,650 –0,222 –0,151 6,076 37,415
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In the case of spheroidal harmonics, the difference in 
the calculation speed between the analytical and numerical 
methods is not as pronounced as for spherical ones, but it still 
takes place – by 4 or more times. Moreover, in all cases, with 
an increase in the order of the harmonic, this difference only 
increases. Let us now proceed to checking the correctness of 
formulas (13) – (15). The results of comparing the 
calculation using these formulas with the results calculated 
by taking numerical partial derivatives with respect to the 
coordinates x, y, z from (4) taking into account (5) are also 
consistent and differ by a deviation of about 10–20 T. Another 
way of checking is to consider the MF of a dipole and a 
spheroid (the case of the 1st harmonic) with an equivalent 
magnetic moment at large distances from the source. 

It is necessary to equate the 1st spheroidal 
harmonics in this way [13]: 

0
12

0
1

3
g

c
c  ,   1

12
1
1

2

3
g

c
c  ,   1

12
1
1

2

3
h

c
s  . 

And for dipole model [50, formulas (2), (3)]: 
0
1gM x  ,   1

1gM y  ,   1
1hM z  . 

Let us consider the points located on the rays from 
the source in all 8 coordinate octants. The rays pass 
through points NP. The distance from the center on these 
rays is RP. 

Table 2 presents the results of comparing the 
projections of the MF of the spheroidal model and the 
dipole model with an equivalent magnetic moment. As 
the distance from the field source increases, the relative 
discrepancies tend to zero. 

Table 2 
Asymptotic verification of the correctness of formulas (13) – (15) for the case of the 1st harmonic 

Projections B, nT Direction vector  
and distance Spheroidal harmonics Dipole model 

Relative 
divergence, % 

NP RP Bx By Bz Bx By Bz Δx Δy Δz 
{–1;–1;–1} 1 16,0 –771,6 –1903,5 –30904,7 –43730,6 –56917,1 100,1 98,2 96,7 
{–1;–1;–1} 10 2,8 –11,1 –20,4 –30,9 –43,7 –56,9 109,2 74,7 64,2 
{–1;–1;–1} 100 –0,02801 –0,04392 –0,05727 –0,03090 –0,04373 –0,05692 9,352 0,423 0,618 
{–1;–1;–1} 1000 –0,00003 –0,00004 –0,00006 –0,00003 –0,00004 –0,00006 0,094 0,007 0,009 
{–1;–1;1} 1 17,5 754,0 1898,8 –13186,5 –26012,4 56917,1 100,1 102,9 96,7 
{–1;–1;1} 10 4,1 2,8 19,1 –13,2 –26,0 56,9 131,3 110,7 66,4 
{–1;–1;1} 100 –0,01074 –0,02543 0,05673 –0,01319 –0,02601 0,05692 18,576 2,222 0,329 
{–1;–1;1} 1000 –0,00001 –0,00003 0,00006 –0,00001 –0,00003 0,00006 0,191 0,019 0,001 
{–1;1;–1} 1 19,7 759,9 1892,9 13186,5 43730,6 –12825,9 99,9 98,3 114,8 
{–1;1;–1} 10 6,0 7,8 14,0 13,2 43,7 –12,8 54,2 82,1 209,5 
{–1;1;–1} 100 0,01498 0,04257 –0,01128 0,01319 0,04373 –0,01283 13,603 2,644 12,062 
{–1;1;–1} 1000 0,00001 0,00004 –0,00001 0,00001 0,00004 –0,00001 0,145 0,025 0,118 
{–1;1;1} 1 21,2 –765,7 –1897,6 30904,7 26012,4 12825,9 99,9 102,9 114,8 
{–1;1;1} 10 7,3 –6,0 –15,3 30,9 26,0 12,8 76,3 123,1 219,6 
{–1;1;1} 100 0,03226 0,02409 0,01074 0,03090 0,02601 0,01283 4,378 7,379 16,265 
{–1;1;1} 1000 0,00003 0,00003 0,00001 0,00003 0,00003 0,00001 0,049 0,073 0,162 

{1;–1;–1} 1 21,2 –765,7 –1897,6 30904,7 26012,4 12825,9 99,9 102,9 114,8 
{1;–1;–1} 10 7,3 –6,0 –15,3 30,9 26,0 12,8 76,3 123,1 219,6 
{1;–1;–1} 100 0,03226 0,02409 0,01074 0,03090 0,02601 0,01283 4,378 7,379 16,265 
{1;–1;–1} 1000 0,00003 0,00003 0,00001 0,00003 0,00003 0,00001 0,049 0,073 0,162 
{1;–1;1} 1 19,7 759,9 1892,9 13186,5 43730,6 –12825,9 99,9 98,3 114,8 
{1;–1;1} 10 6,0 7,8 14,0 13,2 43,7 –12,8 54,2 82,1 209,5 
{1;–1;1} 100 0,01498 0,04257 –0,01128 0,01319 0,04373 –0,01283 13,603 2,644 12,062 
{1;–1;1} 1000 0,00001 0,00004 –0,00001 0,00001 0,00004 –0,00001 0,145 0,025 0,118 
{1;1;–1} 1 17,5 754,0 1898,8 –13186,5 –26012,4 56917,1 100,1 102,9 96,7 
{1;1;–1} 10 4,1 2,8 19,1 –13,2 –26,0 56,9 131,3 110,7 66,4 
{1;1;–1} 100 –0,01074 –0,02543 0,05673 –0,01319 –0,02601 0,05692 18,576 2,222 0,329 
{1;1;–1} 1000 –0,00001 –0,00003 0,00006 –0,00001 –0,00003 0,00006 0,191 0,019 0,001 
{1;1;1} 1 16,0 –771,6 –1903,5 –30904,7 –43730,6 –56917,1 100,1 98,2 96,7 
{1;1;1} 10 2,8 –11,1 –20,4 –30,9 –43,7 –56,9 109,2 74,7 64,2 
{1;1;1} 100 –0,02801 –0,04392 –0,05727 –0,03090 –0,04373 –0,05692 9,352 0,423 0,618 
{1;1;1} 1000 –0,00003 –0,00004 –0,00006 –0,00003 –0,00004 –0,00006 0,094 0,007 0,009 

 

Conclusions. 
1. For the first time a simplified method of 

mathematical modeling of the external magnetic field of 
an uncertain extended technical object is proposed, 
based on the analytical calculation of the magnetic field 
induction of spherical and spheroidal sources in the 
Cartesian coordinate system. Unlike known methods, 
this method allows modeling the magnetic field directly 
in the Cartesian coordinate system without finding the 
projection of the magnetic induction in the prolate 
spheroidal coordinate system and the spherical 

coordinate system and without their translation from the 
prolate spheroidal coordinate system and the spherical 
coordinate system to the Cartesian coordinate system 
and vice versa. 

2. Promising magnetostatics problems are solved using 
the proposed method based on near-field measurements. 
Geometric inverse magnetostatics problems for predicting 
and controlling the magnetic silence of a technical object are 
calculated based on solving vector games. The payoff in both 
vector games is calculated as a solution to direct problems 
using the Wolfram Mathematica software package. 
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3. The use of the proposed simplified method allows to 
reduce the calculation time for determining the magnetic 
field induction of elongated spheroidal magnetic field 
sources by more than 10 times and makes it possible to 
reduce the calculation time of magnetic field induction of 
spherical magnetic field sources by more than 4 times. 

4. In the future, it is planned to conduct experimental 
studies of the efficiency of modeling and reducing the 
magnetic field of uncertain extended technical objects 
based on the developed method. 
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Efficiency of neutralization of electric charges on the surface of dielectric nonwoven fabric 
of two dual and triode electrode systems 
 

Introduction. The accumulation of electrostatic charges are exploited in various technological and industrial applications, but they can also 
pose significant challenges, especially due to the accumulation in inappropriate locations that can reach dangerous levels. Problem. The 
static charges are often considered annoying and constitute one of the main sources of hazards. Thus, their neutralization is more than 
necessary. The objective of this work is to improve the neutralization rate with equipment that can be easily integrated in the production 
lines. Novelty. The paper reports a comparative study of the neutralization efficiency of two electrode systems, dual and triode, with different 
high alternating voltages at the industrial frequency of 50 Hz. The use of the industrial frequency of 50 Hz reduces the elements of the 
neutralization equipment. By connecting the grid to ground, we aim to impose a zero potential on the surface of the initially charged 
polypropylene fibrous dielectric and to determine the variation of the neutralization rate as a function of the discharge intensity (voltage 
amplitude). Methodology. The samples were charged during 10 s using a triode-type corona electrode configuration supplied by negative or 
positive DC high voltage. After 300 s of the charging process. The neutralization was performed during 4 s, using the dual or the triode 
systems powered by sinusoidal high voltage. Neutralization efficiency is achieved by non-contact sampling of surface potential profiles 
before and after neutralization. The results show that neutralization efficiency is proportionate to the discharge current intensity. The 
neutralization using the triode system is more efficient. The results show the possibility of imposing a desired potential on the charged or 
uncharged dielectric surface by acting on the potential of the metallic grid and the discharge intensity of the triode system. Practical value. 
The results demonstrate the proportionality of the neutralization efficiency with the discharge intensity for the triode system. Therefore, an 
adjustment of the voltage amplitude is necessary in order to optimize its efficiency for the dual system. References 30, figures 7. 
Key words: surface potential, corona discharge, charge neutralization, fibrous electrets, triode system. 
 

Вступ. Накопичення електростатичних зарядів використовуються в різних технологічних та промислових застосуваннях, але 
вони також можуть становити значні проблеми, особливо через накопичення в невідповідних місцях, що може досягати 
небезпечних рівнів. Проблема полягає в тому, що статичні заряди часто вважаються неприємними і є однією з основних причин 
небезпек. Тому їх нейтралізація є більш ніж необхідною. Метою роботи є покращення рівня нейтралізації за допомогою 
обладнання, яке можна легко інтегрувати в виробничі лінії. Новизна. У статті представлено порівняльне дослідження 
ефективності нейтралізації двох електродних систем:діодної та тріодної, при різних високих змінних напругах на промисловій 
частоті 50 Гц. Використання промислової частоти 50 Гц зменшує кількість елементів нейтралізаційного обладнання. 
Підключення сітки до землі дозволяє нав’язати нульовий потенціал на поверхні початково зарядженого поліпропіленового 
волокнистого діелектрика та визначити зміну рівня нейтралізації залежно від інтенсивності розряду (амплітуди напруги). 
Методологія. Зразки заряджали протягом 10 с за допомогою електродної конфігурації типу тріода, живленої негативною або 
позитивною постійною високою напругою. Після 300 с заряджання, нейтралізація проводилась протягом 4 с за допомогою 
подвійних або тріодних систем, живлених синусоїдальною високою напругою. Ефективність нейтралізації визначалась шляхом 
безконтактного зняття профілів поверхневого потенціалу до та після нейтралізації. Результати показали, що ефективність 
нейтралізації пропорційна інтенсивності розрядного струму. Нейтралізація за допомогою тріодної системи є більш 
ефективною. Результати показують можливість нав’язати бажаний потенціал на зарядженій або незарядженій діелектричній 
поверхні, впливаючи на потенціал металевої сітки та інтенсивність розряду тріодної системи. Практична цінність. 
Результати демонструють пропорційність ефективності нейтралізації до інтенсивності розряду для тріодної системи. Тому 
коригування амплітуди напруги є необхідним для оптимізації її ефективності для подвійної системи. Бібл. 30, рис. 7. 
Ключові слова: поверхневий потенціал, коронний розряд, нейтралізація зарядів, волокнисті електрети, тріодна система. 
 

Introduction. The use of static electricity extends to 
various technological and industrial fields [1, 2], including 
electrostatic painting, the removal of dust from waste gases 
[3, 4], the separation of granular materials [5], and the 
creation of electrets transducers [2]. Fibrous polymers such 
as polypropylene, polycarbonate, polyurethane and 
polyethylene are often used in electrostatic filters for their 
ability to retain electrical charges for a long time [6]. 
However, the charge accumulated on these materials due to 
different physical phenomena of charging generally by 
triboelectric effect are inherent to the manufacturing 
process and can be harmful either to the operator or to 
sensitive electronic equipment and components. In the 
electronics manufacturing industry, the main hazard is the 
static charge accumulated on the manipulator’s suits [7]. 
Indeed, electrostatic discharges can interrupt the contacts 
and the connection of increasingly miniaturized electronic 
components. Electrostatic discharges cause considerable 
damage in different industries, oil, electronics, textiles, 
etc. On the other hand, static electricity is subject to 
several studies aiming to improve some processes [2, 5], 

to develop new applications and to limit their negative 
effects [7, 8]. 

Corona discharge effects are exploited in various 
industrial applications [9], ranging from surface and 
material treatment, water treatment and air purification 
[10, 11] to electrostatic charge neutralization [12] and 
electrical network diagnostics [13]. Due to various 
applications, corona discharge is the subject of several 
researches [14–16]. For open, delicate or sensitive 
surfaces, the most effective method of controlling static 
electricity is active neutralization using a corona 
discharge, because this method does not require direct 
contact with the surface to be neutralized. Compared with 
other neutralization methods, corona discharge can be 
more energy-efficient [17–19]. 

The corona electrode is energized by different 
amplitudes of high voltages (HV) at high frequencies [8]. 
Several studies have been carried out on the active 
neutralization of the charge present on the surface of films 
[20–22], granules and non-woven fibrous materials [23]. In 
previous studies, the authors used the same method to 
evaluate the effect of wave forms of the HV at different 
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frequencies on the neutralization efficiency using dual 
electrode system [24]. Also, they evaluated the effect of 
charging time, neutralization time, the frequency and the 
amplitude of AC HV on the neutralization efficiency [23]. 
Using the triode system, the authors were interested in the 
effects of successive neutralizations with increasing discharge 
intensities and also the effects of the neutralization modes 
(fixed or scanning) on the neutralization efficiency [25]. 
Despite the high degree of neutralization obtained in previous 
work, the complete neutralization has not been achieved yet. 

The aim of this work is to improve the 
neutralization efficiency and to evaluate the effect of the 
voltage level at industrial frequency (50 Hz) as well as the 
effect of the polarity of the deposited charge on the 
neutralization efficiency. We also aim to compare the 
neutralization efficiency of two electrode systems, dual 
and triode, under the same ambient conditions. 

The use of the industrial frequency of 50 Hz allows 
to directly using the output voltages of the autotransformer 
(without the function generator and the amplifier). 
Polypropylene samples are charged by negative or positive 
corona discharge using a triode electrode system. After the 
surface potential decay becomes almost zero [26, 27], the 
samples are subjected to an AC corona discharge 
generated by the dual electrode system in the first part of 
the tests and by the triode system with the grid connected 
directly to ground for the second part of the tests. During 
neutralization, both electrode systems are powered by high 
sinusoidal voltages at industrial frequency (50 Hz). This 
work aims to improve the neutralization efficiency with a 
simple device that is easy to incorporate into the 
production chain. 

Materials and methods. The experiments were 
performed at ambient air temperature (18 °C to 23.5 °C) 
and relative humidity (50 % to 61 %). The samples used 
are 1209 mm (Fig. 1,e), cut from the same nonwoven 
sheet of polypropylene. The electric charging of the 
samples was performed using a triode electrode system 
(Fig. 1,a,b) [28, 29], composed of a HV wire-type dual 
electrode [24], facing a grounded plate electrode 
(aluminum, 165115 mm), and a grid electrode. The HV 
electrode consists in a tungsten wire (diameter 0.2 mm) 
suspended by a metallic cylinder (diameter 26 mm) at 34 
mm distance from the axis. 

The wire and the cylinder were energized from the 
same adjustable HV supply, 100 kV, 3 mA (model SL300 
Spellman) as shown in Fig. 1,a. The distances between 
the wire and the grid and between the grid and the surface 
of the plate electrode were 15 mm. 

The metallic grid (Fig. 1,d) is connected to the ground 
through a series of calibrated resistors of an equivalent 
resistance R. In this way, for a current intensity I, a well-
defined potential Vg = IR is imposed between the grid and 
the grounded plate on which the samples are placed. 

Part of the charge generated by the corona electrode 
will be discharged to ground through the resistors 
connected to the grid, the other part, the ions which pass 
through the grid, will be retained by the surface of the 
sample. The potential at the surface of the sample is 
limited by the potential of the grid Vg or by the partial 
discharges of the deposited charge. 

In all the experiments described hereafter, the 
samples were charged for 10 s. The grid potential 
Vg = 1.2 kV for negative and positive polarity. 

R
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                                  d                                          e 
Fig. 1. a – configuration of electrode system type «triode» used for 

charging and neutralization; b – triode system «wire – grid – plane»; 
c – dual electrode system used for neutralization; 

d – metallic grid; e – fibrous polypropylene sample 
 

The sample carrier consisted of a polyvinyl chloride 
PVC plate; to which plate electrode was firmly fixed. A 
conveyor belt supported the sample carrier and transferred 
it from the charging position to the surface potential 
measurement and charge neutralization sections of the 
experimental set-up. The speed of the conveyor can be 
adjusted from 1 cm/s to 6 cm/s, for the various needs of 
the experiments. 

The efficiency of the neutralization is obtained by 
comparing the profiles of the potential of the surface charge 
before and after neutralization [8, 24]. Non-contact 
measurement of the surface potential is used to take 
multiple profiles without affecting the sample charge state. 

As soon as the HV supply of the corona charger was 
turned off, the conveyor belt transferred the samples at a 
constant speed through the measurement section. Thus the 
repartition of the surface potential along the central axis 
OX of the sample was measured with an electrostatic 
voltmeter (model 341B), equipped with an electrostatic 
probe (model 3450, Trek Inc., Medina, NY), and recorded 
via an electrometer (model 6514, Keithley Instruments, 
Cleveland), connected to a computer. The acquisition and 
processing of experimental data was performed using an 
ad-hoc virtual instrument, developed in LabView 
environment. 

In the first part of the experiment the neutralization 
was performed with a dual wire-type electrode similar to 
the one described above. The neutralizer–sample spacing 
was 50 mm (Fig. 2). 
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Fig.2. Experimental setup 

 
In the second part of the experiment, the neutralization 

is carried out by the triode system, used previously to charge 
the sample, by closing the switch K and putting the switch K' 
on position 2 (Fig. 2). Closing the switch K imposes a zero 
potential to the grid. The intensity of the discharge is 
measured by the micro-ammeter connecting the grid to the 
ground. In both systems, the neutralization electrode was 
connected to a HV amplifier 30 kV, 20 mA (model 30/20A, 
Trek Inc., Medina, NY). 

The amplitude Un and the frequency f of the HV 
were adjusted using a synthesized function generator 
(model FG300, Yokogawa, Japan). In order to follow the 
decay of the surface potential and get a relatively stable 
charge, neutralization is carried out after 300 s of the 
charging turn off. For both neutralizing electrode 
configurations, the corona electrode is energized by high 
alternative voltage at industrial frequency (50 Hz). 

The neutralization with the dual electrode system is 
performed in motion at a speed of 3 cm/s. 

In triode configuration, the neutralization is in static 
mode, the sample is centered under the active electrode of the 
triode system during the discharge which takes 4 s. The 
profiles of the surface potential are obtained just before and 
after the neutralization using the previously described method. 

Each experiment was repeated 3 times, and each run 
is performed on a new sample. If the tests show a 
disparity, further tests will be performed. 

The neutralization rate N % is expressed as a function 
of V01 and V02, the maximum recorded values (absolute 
values) of the potential along the central axis OX of the 
sample, respectively before and after neutralization: 

N [%] = [1 – abs (V02/V01)]100.                (1) 
In the first part of the experiments, we used the dual 

system, the amplitude of the sinusoidal neutralization 
voltage was varied through 6 levels: Un = 16, 18, 20, 21, 
22, 24 kV at 50 Hz frequency. In the second part of the 
experiments, the neutralization is carried out by 
3 sinusoidal voltage amplitudes: Un = 6, 12.5, 15 kV, 
associated with respectively 3 grid current values: 
Ig = 10, 50, 100 µA. 

Results and discussion. The non-uniform 
distribution of the surface potential is due to the 
inhomogeneous structure of the non-woven dielectric and 
the partial discharges that can occur due to the local 
intensification of the electric field [26, 27]. 

Samples are charged for 10 s with positive or negative 
corona discharge. Each test is carried out on a new sample. 
The neutralization is performed after 300 s after charging, 
so that any variations in the profile of the surface potential 
before and after neutralization are only linked to the 
neutralization and not to the decline [6]. Thus, the effect of 
the surface potential decay on the efficiency of 
neutralization can be neglected. The decay of surface 
potential is due to the combined action of several physical 
mechanisms (partial discharges, recombination, lateral and 
transversal conduction) and also influenced by the value of 
the charge potential [6, 26, 27]. 

The efficiency of the neutralization of electrostatic 
charges on the surface of the dielectric is obtained by 
comparing the surface potential profiles just before and after 
neutralization. It is calculated as the ratio between the 
maximum electrical potential measured at the surface of the 
dielectric before (V01) and after exposing them to the bipolar 
ions generated by an AC corona discharge (V02) [23, 24]. 

Dual electrode system neutralization efficiency. In 
the neutralization with the dual system, the sample passes 
through the AC zone discharge with a constant speed of 
3 cm/s. Several amplitude values of the corona electrode 
voltage were tested. 

Figures 3, 4 show the surface potential profiles before 
and after neutralization with a double electrode system at 
high sinusoidal voltages at the frequency of 50 Hz. We 
notice a non-symmetry of the surface potential profiles 
shown in these figures and this is due to the inhomogeneous 
surfaces and structures of the samples used (non-woven 
fabric). Symmetry will be obtained if the samples are with a 
homogeneous surface such as films are used. 

At the amplitude of 16 kV, the neutralization did not 
occur; this is due to the fact that this amplitude value is 
slightly higher than the threshold value of the corona 
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discharge. The few electrons created in the ionization zone 
do not have enough energy to ionize other molecules and 
create other additional electrons. The positive ions do not 
have time to leave the drift zone before the arrival of the 
negative alternation (Fig. 3,a). On the other hand, for the 
positive charge, we notice a significant neutralization where 
the maximum potential is 1.29 kV and decreases to 0.81 kV 
after neutralization. This means that the negative ions arrive 
at the surface of the sample before the positive half-wave, 
due to the fact, that the mobility of the negative ions is 
greater than that of the positive ions as shown in Fig. 4,a. 

 
 

 
a) Un = 16 kV 

 
 

 

 
b) Un = 18 kV 

 
 
 

 kV

 
c) Un = 20 kV 

 

 
d) Un = 21 kV 

 

 
e) Un = 22 kV 

 
f) Un = 24 kV 

Fig. 3. Typical surface potential profiles before and after 
neutralization with dual electrode, negative initial charge 

 

At the large inter-electrode distances or at weak 
electric fields, there is an accumulation of space charges. 
Indeed; for weak electric fields the positive ions do not 
have time to be evacuated during the positive alternation. 
Their presence around the conductor increases the 
existing electric field. Therefore the following discharge 
mode takes place at a lower applied voltage. 

However, in the neutralization with a voltage of 18 kV, 
the potential after neutralization is positive, with 856 V as 
the maximum value, while the initial potential was negative 
with a maximum value of ǀ–1.2ǀ kV. This means that all the 
initial charges are completely neutralized and new charges 
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are deposited (Fig. 3,b). The surface occupied by the 
positive charges is wider than the initial negatively charged 
surface; this difference is due to the mode of charge and 
neutralization; fixed mode for depositing the charge and 
scanning mode for neutralization. For the initial positive 
charge, the neutralization is greater but the polarity of the 
charge on the sample has not changed. The maximum 
potential decreases from 1010 V to 231 V after 
neutralization (Fig. 4,b). 

Figures 3,c,d illustrate the profiles of the surface 
potential before and after neutralization with the amplitudes 
of sinusoidal high voltages of 20 kV and 21 kV respectively. 
The initial negative charges are completely neutralized and 
positive charges are deposited at the surface of samples. 

 

 
a) Un = 16 kV 

 

 
b) Un = 18 kV 

 

 
c) Un = 19 kV 

 
d) Un = 20 kV 

 

 
e) Un = 22 kV 

 

 
f) Un = 24 kV 

Fig. 4. Typical surface potential profiles before and after 
neutralization with dual electrode, positive initial charge 

 

The charge deposited by the magnitude of 20 kV is 
greater than that registered by the amplitude of 21 kV. The 
maximum values of the surface potential after 
neutralization are 500 V and almost 200 V for the 
amplitudes 20 kV and 21 kV respectively. At these voltage 
amplitude values, the electric field is not strong enough to 
create a significant number of positive ions and allow them 
to reach the sample surface during the positive half-wave. 
While for the initial positive charge, this is completely 
neutralized and there is a deposit of new negative charge as 
shown in Fig. 4,c,d. This means that the positive charge on 



Electrical Engineering & Electromechanics, 2025, no. 3 81 

the surface of the samples contributed to the corona 
discharge by reinforcing the electric field during the 
negative half-wave and reducing it during the positive half-
wave. Knowing that, the negative corona discharge appears 
at higher voltages than the positive corona discharge. 

However, at the amplitudes of 22 and 24 kV, the surface 
potential is negative after neutralization with maximum 
values ǀ–230ǀ V and ǀ–300ǀ V respectively (Fig. 3,e,f). These 
results show the existence of a value of voltage between 
21 kV and 22 kV which provides complete neutralization 
without depositing new charges. 

For the initial positive charges, after neutralization we 
have deposition of new negative charges, where the 
maximum surface potentials are ǀ–809ǀ V and ǀ–538ǀ V for the 
respective amplitudes of 22 kV and 24 kV (Fig. 4,e,f). This 
means that all the initial charge is completely neutralized. 

At the alternating voltage amplitudes greater than 
22 kV, the positive ions produced during the positive half-
wave do not all have time to be evacuated before the 
arrival of the negative half-wave. This positive space 
charge reinforces the electric field during the negative 
alternation and the majority of the ions which arrive at the 
surface of the sample are negative ions. In this case, there 
will be a tendency to deposit a negative charge on the 
surface of the samples. 

The variation of the neutralization rate N [%] and the 
ratio V02/V01 [%] are displayed in Fig. 5. V01 and V02 are 
respectively the maximum values of the surface potential 
before and after neutralization. When the samples are 
negatively charged, at the voltage of 16 kV, the potentials V01 
and V02 are too close; with this amplitude no neutralization is 
obtained. However, for the voltages of 18, 20, 21 kV, the 
surface potential after neutralization is positive whereas the 
potential before neutralization was negative. 

 

 

 
Fig. 5. Surface potential ratio V02/V01 [%] and neutralization rate 

N [%] as a function of high sinusoidal voltage amplitudes 
Un (kV) for 2 polarities of deposited charges 

 

The change of sign of the rate V02/V01 means that the 
initial charge is completely neutralized and a new charge 
of opposite sign is deposited. This also means that 
complete neutralization and without deposition of any 
new charge can be achieved in this voltage range. 

The maximum neutralization of a rate greater than 
85 % is obtained at the voltage of 21 kV. On the other 
hand, when the samples are positively charged, at a voltage 
of 16 kV, we obtain a neutralization rate of almost 38 % 
and the maximum neutralization of almost 78 % at 18 kV. 
This means that at these voltages, the charge on the 
sample contributes to the discharge. However, for 
voltages of 20, 21, 22, 24 kV, the surface potential after 

neutralization is negative while the potential before 
neutralization was positive. 

The change in sign of the voltage ratio V02/V01 
means that complete neutralization and without deposition 
of new charge can be achieved in the range of voltage. 

We note for the voltages of 22 kV and 24 kV the 
charge on the surface of the samples is negative whatever 
the initial charge of the samples. 

Neutralization efficiency of the triode system. 
Samples are charged for 10 s by negative corona 
discharge with current intensity I = 50 µA. The 
neutralization is carried out with triode system in static 
mode. The corona electrode of the triode system of 
neutralization is powered by alternating sinusoidal 
voltages corresponding 6, 12.5 and 15 kV with associated 
grid currents intensity Ig of 10, 50 and 100 µA 
respectively. The samples are exposed for 4 s to bipolar 
ions generated by an alternating corona discharge (AC). 

Figure 6 shows the surface potential profiles before 
and after neutralization with high alternating voltages, for 
3 HV sinusoidal amplitude (6, 12.5 and 15 kV). The 
profile of the surface potential is slightly affected at the 
extremities of the potential profile, where there was a 
decrease of a few volts due to exposure to the corona 
discharge at the amplitude of 6 kV associated to the 
current grid of 10 µA (Fig. 6,a). At this amplitude, there 
is not any neutralization obtained in the middle of the 
sample. This means that the discharge intensity is not 
sufficient and most of the ions lose their charges by 
hitting the grid connected to ground [30]. 

The discharge is between the active electrode and 
the grid. However, the amplitude voltage of 12.5 kV, 
associated to grid current intensity Ig = 50 µA, a 
maximum neutralization is achieved in the middle of the 
sample, just below the corona electrode, with a surface 
potential close to –25 V. 

At the edges of the profile, the surface potential is 
similar to the profile before naturalization, this means that 
the energy of the discharge is not sufficient to allow the 
neutralizing charges to deflect towards the sample 
extremities (Fig. 6,b) [20, 25]. 

The surface potential profiles obtained before and after 
neutralization with the voltage amplitude of 15 kV, 
associated to grid current of 100 µA are presented in Fig. 6,c. 

At this voltage, almost all the deposited charges are 
neutralized. The surface potential profile after 
neutralization is completely flattened with a small peak 
surface potential with a value that does not exceed –40 V. 
Indeed, under these conditions the corona discharge is 
assisted by an intense electric field which accelerates a 
portion of the positive ions and allows them to reach the 
negatively charged surface of the sample [28]. 

So, the neutralization of electrostatic charges on the 
surface of a fibrous dielectric material is more efficient at 
higher voltage and higher current intensities of alternative 
corona discharge. 

Figure 7 presents the variation of the neutralization 
rate N [%] and the ratio V02/V01 [%] as function of the 
neutralization voltage with the triode system, V01 and V02 
being respectively the maximum values of the surface 
potential before and after neutralization. At the amplitude 
of 6 kV, the neutralization is not obtained, the surface 
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potential profiles before and after neutralization are 
almost the same (V2 ≈ V1). However, for the amplitude of 
12.5 kV, the ratio of surface potentials just before and 
after neutralization V02/V01 is equal to 40 %, which leads 
to a neutralization rate of 60 %. 

 

 

 
a) Un = 6 kV; Ig = 10 A 

 

 
b) Un = 12.5 kV; Ig = 50 A 

 

 
c) Un = 15 kV; Ig = 100 A 

Fig. 6. Typical surface potential profiles before and after 
neutralization with triode electrode system 

 

 
Fig. 7. Neutralization rate N [%] and surface potential ration 
V02/V01 [%] as function of the neutralization voltage Un, kV 

 

For the neutralization voltage of amplitude 15 kV, an 
almost complete neutralization of 95 % of the charges 
deposited on the sample surface is achieved. The results 
show that the ratio V02/V01 is positive for all voltage level; 

this means that there is no deposition of a new charge of the 
same polarity or of polarity opposite to the initial charge. 

Indeed, with the neutralization by triode system, 
only ions of polarity opposite to the charges of the 
dielectric can cross the grid, due to the fact that the 
electric field is reinforced by the negative surface charge 
of the sample during the positive alternation. 

However, the field is weakened by the negative charges 
on the sample surface during the negative alternation. The 
negative ions will therefore be repelled by the negative 
charges of the sample and evacuated from the grid towards 
the ground. During the negative alternation, the discharge is 
between the corona electrode and the grid. 

Conclusions. The neutralization by high alternating 
voltages at industrial frequency is an advantage; this 
allows the network voltage to be used by amplifying only 
the voltage without any frequency adjustment. 

Dual system. For certain voltages levels, the entire 
initial charge is neutralized but new charges of opposite 
sign are deposited. Proper adjustment of the exposure 
time and amplitude of the high voltage is necessary to 
ensure neutralization of all charges without depositing 
new ones. For low neutralization voltage amplitudes, the 
polarity of the charge to be neutralized has a significant 
effect on the neutralization rate.  

Triode system. The neutralization with the triode 
system is more efficient, the grid connected to the ground 
prevents the deposition of new charges of opposite sign 
on the surface of the fibrous media. There is no deposition 
of new charge. The neutralization efficiency of 
electrostatic charge is proportional to the intensity of the 
discharge current. It is important to find the relationship 
between the exposure time and the intensity of the 
discharge with the neutralization efficiency. In industrial 
applications, the neutralization in scan mode is more 
convenient. The efficiency of the neutralization using a 
triode system can be improved by scan mode and 
optimizing its scanning speed. 
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The effect of SiO2 microparticle concentration on the electrical and thermal properties of 
silicone rubber for electrical insulation applications 
 

Introduction. Polymeric insulators, first developed in the 1950s, have since seen substantial advancements in both design and 
manufacturing, making them increasingly appealing to users and manufacturers in the electrical industry. Extensive testing in both 
laboratory and outdoor environments has consistently demonstrated that polymeric insulators outperform traditional porcelain and glass 
counterparts. Among the various polymeric materials, silicone rubber (SiR) has emerged as one of the most promising candidates for high-
voltage insulators. Its superiority is attributed to a unique combination of properties, including a non-conductive chemical structure, high 
dielectric strength, and excellent resistance to scaling. To further enhance these properties, SiR is often combined with fillers to form 
composite materials. These SiR composites are at the forefront of advanced high-voltage insulation systems, offering improved 
mechanical, thermal, and electrical performance. As a result, they not only meet the rigorous demands of high-voltage applications but 
also provide a significantly extended service life. Goal. This study aims to enhance the dielectric and thermal properties of SiR by 
incorporating micron-sized silicon dioxide (SiO2) filler. Methodology. SiR-based composite samples were prepared by incorporating 
micron-sized SiO2 at weight fractions of 10 %, 20 %, 30 %, and 40 % of the total composition. Initially, the samples were heated to 
specific temperatures (25°C, 60°C, 80°C, and 100°C) before undergoing dielectric strength testing to evaluate their performance under 
varying thermal conditions. Additionally, the samples were subjected to thermal aging for durations of 10, 20, and 30 minutes at the same 
temperatures before dielectric strength assessment. The results indicated that increasing the filler concentration enhanced the dielectric 
strength of the SiR/SiO2 composites. The highest breakdown voltage was observed at a filler concentration of 30 %. Practical value. 
Incorporating micron-sized SiO2 filler into the SiR matrix enhanced the composite's resistance to thermal stress. Compared to SiR-based 
composites with varying SiO2 concentrations, pure SiR exhibited the lowest dielectric strength. References 48, tables 5, figures 8. 
Key words: dielectric strength, silicone rubber, micron-sized silica dioxide, thermal behavior, neural network. 
 

Вступ. Полімерні ізолятори з моменту розробки в 1950-х роках значно удосконалилися як у проєктуванні, так і у виробництві, що 
робить їх все більш привабливими для користувачів та виробників електротехнічної продукції. Великі випробування як у 
лабораторних, так і промислових умовах демонструють, що полімерні ізолятори переважають традиційні порцелянові і скляні 
аналоги. Серед різних полімерних матеріалів силіконовий каучук (SiR) став найперспективнішим матеріалом для високовольтних 
ізоляторів. Його перевага пояснюється унікальним поєднанням властивостей, включаючи непровідну хімічну структуру, високу 
діелектричну міцність та відмінну стійкість до утворення накипу. Для подальшого покращення цих властивостей, SiR часто 
поєднують з наповнювачами для формування композитних матеріалів. Ці композити SiR знаходяться на передньому краї сучасних 
систем високовольтної ізоляції, пропонуючи покращені механічні, теплові та електричні характеристики. В результаті вони не 
тільки відповідають жорстким вимогам високовольтних застосувань, а й забезпечують значно більший термін служби. Метою 
дослідження є покращення діелектричних та теплових властивостей SiR шляхом включення наповнювача діоксиду кремнію (SiO2) 
мікронного розміру. Методологія. Зразки композиту SiR були приготовлені шляхом включення різних вагових відсотків мікронного 
розміру SiO2 відповідно 10 %, 20 %, 30 % та 40 % від загальної ваги. Потім діелектрична міцність цих зразків була оцінена за 
чотирьох температур: 25 °C, 60 °C, 80 °C і 100 °C для оцінки ефективності ефекти в різних умовах. Крім того, зразки старіли 
протягом 10, 20 і 30 хвилин при тих же температурах перед випробуванням. Результати досліджували вплив термічної поведінки 
на характеристики напруги пробою композитів SiR, зістарених у різний час і за різних температур. Результати показують, що 
збільшення концентрації наповнювача збільшує діелектричну міцність SiR композитів. Найкраща пробивна напруга досліджених 
зразків була отримана при концентрації наповнювача 30 %. Практична цінність. Додавання наповнювача SiO2 мікронного розміру 
в матрицю SiR підвищує опір полімерних композитів термічним механічним напругам. У порівнянні з SiR, завантаженим SiO2 у 
різних концентраціях, чистий SiR має найнижчу діелектричну міцність. Бібл. 48, табл. 5, рис. 8. 
Ключові слова: діелектрична міцність, силіконова гума, діоксид кремнію мікророзміру, термічна поведінка, нейронна мережа. 
 

Introduction. Electrical insulators are critical 
components in power systems, ensuring the safe and 
efficient transmission and distribution of electricity. As 
power systems evolve to meet increasing demands and 
integrate renewable energy sources [1–5], the role of 
insulators becomes even more vital [6–8]. Polymeric 
materials come in several forms, including high-density 
polyethylene, silicone rubber (SiR), ethylene propylene 
diene monomer, and ethylene rubber [9, 10]. 

Because SiR has several advantages, including high 
dielectric strength (DS) and scale resistance, it is widely 
used in electrical applications. However, it is expensive 
and has poor mechanical strength and tracking resistance 
[11–14]. Therefore, pure silicone is grafted with some 
fillers to enhance its mechanical, thermal, and electrical 
properties and increase its service life; this combination is 
named SiR composites [15–18]. A composite is a material 
composed of two or more distinct constituent materials. 
These constituents exhibit significant differences in their 
physical and chemical properties compared to the 
individual components before combination [19]. 

Fillers like alumina trihydrate, aluminum oxide, zinc 
oxide, titanium oxide, calcium carbonate, and barium titanate 

that are added to SiR have gotten a lot of attention [20–22]. 
A lot of research has been done on how mixtures of micro- 
and nanosized fillers affect the mechanical, electrical, and 
thermal properties of SiR-based composites [23–25]. 
Developing micro- and nanocomposite materials can 
enhance the thermal and electrical characteristics [26–31]. 
The DS of polymers in HV applications is a crucial factor in 
assessing their dielectric performance [32–35]. 

Neural networks (NN) are a class of artificial 
intelligence models that draw inspiration from the design 
and operation of biological NNs, like those found in the 
human brain [36]. Because of their effectiveness, speed, 
and ability to handle complex nonlinear functions, they are 
frequently used to solve complicated and challenging real-
world problems. This technique has been applied in several 
complicated engineering applications in various fields, 
including classification, prediction, intricate practical 
transformation models, and many other domains [37, 38]. 

The goal of the paper is to improve the SiR’s 
dielectric strength under varying environmental 
conditions by adding an appropriate weight percentage of 
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inorganic filler. This work investigates, evaluates, and 
records the impact of micron-sized silica filler on the 
electrical and thermal properties of SiR insulators.  

The NNs technique has been adopted to define the 
DS of the unmanufactured samples that have filler ratios 
in between the filler ratios of the manufactured samples. 
The goal is to define the DS of the unmanufactured 
samples, which have filler ratios in between those of the 
manufactured samples. Samples define the DS of the 
unmanufactured samples that have filler ratios in between 
the filler ratios of the manufactured samples. 

Materials. In this study, the following chemical 
components were used: 

1. The high-temperature vulcanized solid SiR was 
supplied by the German Company Sonax. Solid SiR 
contains high-molecular-weight polymers and relatively 
long polymer chains. 

2. The filler used in this study is silicon dioxide (SiO2) 
in micron-sized powder form. Supplied by Nanotech 
Egypt, it has a particle size of 20 μm ± 5 nm. 

Sample preparation. The samples were fabricated in 
the form of discs with a diameter of 5 cm and a thickness of 
2 mm for the DS test. Five different concentrations of 
SiR/SiO2 composites were prepared, as specified in Table 1. 

Table 1 
Formulations of the prepared SiR/SiO2 composite samples 

Composite symbol Mixtures of specimens 
B 100 wt. % SiR 

S10 90 wt. % SiR + 10 wt. % micron-sized SiO2

S20 80 wt. % SiR + 20 wt. % micron-sized SiO2

S30 70 wt. % SiR + 30 wt. % micron-sized SiO2

S40 60 wt. % SiR + 40 wt. % micron-sized SiO2
 

Micron-sized silica filler was added to the SiR base 
polymer to create the SiR composite samples. Filler 
concentrations are expressed as a percentage of the base 
polymer’s total weight. The mixture is placed in a two-
cylinder mill in the lab, which has a 470 mm diameter, 
300 mm of operating distance, and a 1 mm gap between 
the cylinders. A day was given to the specimens prior to 
vulcanization. Figure 1 shows the rolling machine that is 
used for SiR processing. The samples were cut to the 
dimensions that were most appropriate for each testing 
procedure. It can be noted that the samples’ color changes 
when SiO2 filler is added (Fig. 2). 

Dielectric strength test, which is a fundamental 
examination of an insulating material’s electrical 
properties, is measured in voltage per unit length 
(kV/mm) [6, 39]. It illustrates how the insulating material 
withstands the intensity of an electric field without 
changing or losing its insulating properties. The shape of 
the used samples in the test should be a disc with a 1 mm 
thickness and a 5 cm diameter. Figure 3 shows the 
dielectric breakdown strength testing circuit. HV AC is 
applied to evaluate the breakdown voltage of the tested 
samples in various situations. To reduce surges on the 
transformer’s HV side and more accurately determine the 
specimen’s breakdown voltage, it is important to 
remember that the voltage applied to the specimen should 
be changed gradually and slowly. Because of the 
importance of the results, the test of each set was repeated 
many times, the data was gathered with high precision 
each time, and then the average value of the tested sample 
for each set was calculated and recorded. 

 
Fig. 1. Rolling machine used for processing SiR samples 

 
 

 

B S10 S20

S30 S40  
Fig. 2. Images of prepared SiR/SiO2 composite samples 

 
 

HV transformer Sample 

R 
AC 220 V 

 
Fig. 3. The dielectric breakdown strength test laboratory circuit 

 

Dielectric strength test procedure. In the testing 
circuit (Fig. 3), the test cells were energized using a test 
transformer (220 V / 100 kV) to determine the breakdown 
strength. The test cells were filled with transformer oil [40]. 
The DS of composite samples aged under multiple thermal-
electrical stresses for different aging durations was 
evaluated at four temperature levels ranging from 25 °C to 
100 °C, categorized as follows. 

1) In the first scenario, the studied composite samples 
were heated until they reached different temperatures 
(25 °C, 60 °C, 80 °C, and 100 °C) with an initial exposure 
time of 0 min to these temperatures and then subjected to 
the DS tests. The first temperature (25 °C) represents 
normal ambient operating conditions. To simulate short-
circuit conditions the temperature was set to 60 °C. The 
third temperature (80 °C) was selected to represent high-
fault conditions under operating voltages exceeding 30 kV. 
Finally, the fourth temperature (100 °C) was chosen to 
simulate operation under heavy loading conditions and in 
environments with elevated temperatures. 

2) In the second scenario, the composite samples 
subjected to thermal stress were analyzed as a function of 
aging time. They underwent thermal aging for 10, 20, and 
30 minutes at the same test temperatures specified in the 
previous first scenario. 

Experimental results and discussion. Dielectric 
strength results under the first scenario. Figure 4 
presents the relationship between DS and the concentration 
of micro-sized SiO2 under varying temperatures, evaluated 
according to the conditions of the first scenario.  

At 25 °C, the breakdown voltages of S10, S20, S30, 
and S40 were 29.93, 34.8, 36.58, and 33.1 kV/mm, 
respectively. These values were higher than the DS of the 
pure sample (B), which measured 28.06 kV/mm. 
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A similar trend was observed at 60 °C, where the DS 
values of S10, S20, S30, and S40 increased to 27.01, 31.9, 
33.02, and 30.47 kV/mm, respectively, surpassing the DS 
of B (26.21 kV/mm). 

At 80 °C, the DS values of S10, S20, S30, and S40 
were 24, 28.13, 29.64, and 27.44 kV/mm, respectively, 
again exceeding the DS of B (22.51 kV/mm). 

Finally, at 100 °C, the DS values of S10, S20, S30, 
and S40 were 18.69, 19.87, 21.3, and 19.42 kV/mm, 
respectively, demonstrating improved performance 
compared to the DS of B (16.01 kV/mm). 
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Fig. 4. Dielectric strength of the studied samples evaluated 

under the conditions of the first scenario 
 

Dielectric strength results under the second 
scenario. According to the second scenario, additional 
sets of B, S10, S20, S30, and S40 were subjected to 
thermal aging at 25 °C, 60 °C, 80 °C, and 100 °C for 10, 
20, and 30 minutes before undergoing the DS test. 

Effect of 10-minute thermal aging. As shown in 
Fig. 5, incorporating different concentrations of SiO2 into 
the composite samples (S10, S20, S30, and S40) and 
aging them for 10 minutes at 25 °C resulted in AC DS 
enhancements of 4 %, 22 %, 28 %, and 16 %, 
respectively. The corresponding DS values were 27.23, 
32.01, 33.65, and 30.59 kV/mm, compared to the pure 
SiR (B) sample, which exhibited a DS of 26.32 kV/mm. 

At 60 °C, the DS values of S10, S20, S30, and S40 
increased to 25.27, 29.67, 31.28, and 28.09 kV/mm, 
respectively, surpassing the DS of B (24.03 kV/mm). 

At 80 °C, the DS values of S10, S20, S30, and S40 
were 23.84, 24.88, 27.09, and 24.02 kV/mm, respectively, 
all higher than the DS of B (20.01 kV/mm). 

At 100 °C, the DS values of S10, S20, S30, and S40 
reached 16.23, 17.00, 19.06, and 15.88 kV/mm, respectively, 
significantly exceeding the DS of B (12.54 kV/mm). 
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Fig. 5. Effect of 10-minute thermal aging on the dielectric 

strength of the studied samples 
 

Effect of 20-minute thermal aging. At 25 °C, the DS 
of the studied samples S10, S20, S30, and S40 improved by 

approximately 5 %, 22 %, 30 %, and 18 %, respectively, 
reaching 26.1, 30.5, 32.39, and 29.37 kV/mm, compared to 
the DS of the pure SiR (B) sample, which was 25 kV/mm, as 
illustrated in Fig. 6. 

At 60 °C, the DS values of S10, S20, S30, and S40 
increased to 21.19, 25.47, 27.77, and 24.78 kV/mm, 
respectively, compared to sample B (20.44 kV/mm). 

At 80 °C, the DS values were further enhanced to 
18.89, 19.78, 21.66, and 18.27 kV/mm for S10, S20, S30, 
and S40, respectively, compared to 15 kV/mm for the B 
sample. 

At 100 °C, the DS values of S10, S20, S30, and S40 
were enhanced to 14.02, 15.49, 17.62, and 14.36 kV/mm, 
respectively, compared to sample B (10 kV/mm). 
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Fig. 6. Effect of 20-minute thermal aging on the dielectric 

strength of the studied samples 
 

Effect of 30-minute thermal aging. At 25 °C, the 
DS values of S10, S20, S30, and S40 increased to 22.44, 
26.59, 29.00, and 25.09 kV/mm, respectively, compared 
to the DS of sample B (21.52 kV/mm). 

As shown in Fig. 7, comparable improvements were 
observed at 60°C, where the DS values of S10, S20, S30, 
and S40 increased to 20.11, 21.13, 23.09, and 20.45 kV/mm, 
respectively, while the DS of sample B was 16 kV/mm. 

At 80°C, the DS values of S10, S20, S30, and S40 
increased to 17.77, 18.59, 20.59, and 17.30 kV/mm, 
respectively, compared to 14 kV/mm for sample B. 

At 100°C, the DS values for S10, S20, S30, and S40 
improved by 43 %, 60 %, 83 %, and 47 %, respectively, 
compared to the DS of sample B.  
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Fig. 7. Effect of 30-minute thermal aging on the dielectric 

strength of the studied samples 
 

These results confirmed the overall trend observed in 
AC DS testing: the DS increased with higher SiO2 filler 
concentration, peaking at 30 wt %. Beyond this 
concentration, a decline in DS was observed, likely due to 
agglomeration or conduction path formation between filler 
particles. The initial improvement is attributed to the 
formation of interaction zones within the SiR matrix [41–43]. 
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These zones enhanced the interfacial area, thereby 
increasing the probability of charge trapping (e.g., 
electrons) at filler-matrix interfaces, which suppresses 
carrier mobility and improves breakdown strength [44–46]. 

Neural network (NN) modeling. An artificial neural 
network (NN) typically comprises an input layer, one or 
more hidden layers, and an output layer. Its performance 
depends on factors such as the number of neurons in each 
layer [47, 48]. Figure 8 presents the general architecture of 
the NN used in this study. 

 

 
Fig. 8. General structure of a multilayer NN 

 
NN validation in the first scenario application. 

Table 2 presents the experimental and NN-predicted DS 
values of SiR-based composite samples according to the 
first scenario. Four samples were used for model training, 
while the fifth sample served as a test case. The NN 
model demonstrated high prediction accuracy, with error 
percentages ranging from 0.0033 % (S40 at 80 °C) to 
0.0977 % (S20 at 25 °C). 

Table 2 
Experimental and NN results for the dielectric strength 

of SiR-based composite samples (first scenario) 
Dielectric strength, kV/mm 

Sample T, °C Experimental 
results 

NN 
estimations 

Error, % 

B 28.06 28.036 0.0855 
S10 29.93 29.9271 0.0097 
S20 34.8 34.766 0.0977 
S30* 36.58 36.6004 0.0558 
S40 

25 °C 

33.1 33.1013 0.0039 
B 26.21 26.2113 0.0050 

S10 27.01 27.0064 0.0133 
S20 31.9 31.8902 0.0307 
S30* 33.02 33.0178 0.0067 
S40 

60 °C 

30.47 30.459 0.0361 
B 22.51 22.4921 0.0795 

S10 24 24.0152 0.0633 
S20 28.13 28.1262 0.0135 
S30* 29.64 29.6365 0.0118 
S40 

80 °C 

27.44 27.4409 0.0033 
B 16.01 16.0142 0.0262 

S10 18.69 18.6777 0.0658 
S20 19.87 19.8523 0.0891 
S30* 21.3 21.303 0.0141 
S40 

100 °C 

19.42 19.4027 0.0891 
Note. * Indicates samples used for model testing. 

 

NN validation (effect of 10-minute thermal 
aging). Table 3 summarizes the DS results for the studied 
samples. Again, the NN model was trained on four 
samples and tested on the fifth. The prediction error 
ranged from 0.0015 % (S10 at 25 °C) to 0.1448 % (S40 at 
100 °C), validating the model's reliability. 

Table 3 
Experimental and NN results for the dielectric strength of 

SiR-based composite samples (effect of 10-minute thermal aging) 
Dielectric strength, kV/mm 

Sample T, °C Experimental 
results 

NN 
estimations 

Error, % 

B 26.32 26.3148 0.0198 
S10 27.23 27.2296 0.0015 
S20 32.01 32.0112 0.0037 
S30* 33.65 33.6472 0.0083 
S40 

25 °C 

30.59 30.5911 0.0036 
B 24.03 24.018 0.0499 

S10 25.27 25.2658 0.0166 
S20 29.67 29.7121 0.1419 
S30* 31.28 31.2765 0.0112 
S40 

60 °C 

28.09 28.0675 0.0801 
B 20.01 20.0075 0.0125 

S10 19.84 19.8314 0.0433 
S20 24.88 24.8847 0.0189 
S30* 27.09 27.0826 0.0273 
S40 

80 °C 

24.02 24.0321 0.0504 
B 12.54 12.5411 0.0088 

S10 16.23 16.2272 0.0173 
S20 17 17.012 0.0706 
S30* 19.06 19.0562 0.0199 
S40 

100 °C

15.88 15.857 0.1448 
Note: * Indicates samples used for model testing. 

 

NN validation (effect of 20-minute thermal 
aging). Table 4 presents the NN prediction results for the 
DS of the studied samples subjected to 20-minute thermal 
aging at various temperatures. 

Table 4 
Experimental and NN results for the dielectric strength of 

SiR-based composite samples (effect of 20-minute thermal aging) 
Dielectric strength, kV/mm 

Sample T, °C Experimental 
results 

NN 
estimations 

Error, % 

B 25.01 25.012 0.0080 
S10 26.1 26.1014 0.0054 
S20 30.5 30.521 0.0689 
S30* 32.39 32.387 0.0093 
S40 

25 °C 

29.37 29.371 0.0034 
B 20.44 20.438 0.0098 

S10 21.19 21.1903 0.0014 
S20 25.47 25.4712 0.0047 
S30* 27.77 27.772 0.0072 
S40 

60 °C 

24.78 24.7835 0.0141 
B 15.01 15.013 0.0200 

S10 18.89 18.8874 0.0138 
S20 19.78 19.7801 0.0005 
S30* 21.66 21.6622 0.0102 
S40 

80 °C 

18.27 18.266 0.0219 
B 10 10.0034 0.0340 

S10 14.02 14.0201 0.0007 
S20 15.49 15.4912 0.0077 
S30* 17.62 17.622 0.0114 
S40 

100 °C

14.36 14.3613 0.0091 
Note: * Indicates samples used for model testing. 

 

The trained NN model effectively estimated the DS 
values, with prediction errors ranging from 0.0005 % (S20 at 
80 °C) to 0.0689 % (S20 at 25 °C). 

NN validation (effect of 30-minute thermal 
aging). Finally, Table 5 summarizes the performance of the 
NN model in predicting the DS of samples subjected to 30-
minute thermal aging. The model demonstrated high 
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predictive accuracy, with errors ranging from 0.0015 % for 
sample S20 at 25 °C to 1.0988 % for sample B at 100 °C. 

Table 5 
Experimental and NN results for the dielectric strength of 

SiR-based composite samples (effect of 30-minute thermal aging) 
Dielectric strength, kV/mm 

Sample T, °C Experimental 
results 

NN 
estimations 

Error, % 

B 21.52 21.5204 0.0019 
S10 22.44 22.4411 0.0049 
S20 26.59 26.5904 0.0015 
S30* 29 29.0031 0.0107 
S40 

25 °C 

25.09 25.085 0.0199 
B 16 16.0012 0.0075 

S10 20.11 20.101 0.0448 
S20 21.13 21.1364 0.0303 
S30* 23.09 23.0881 0.0082 
S40 

60 °C 

20.45 20.285 0.8068 
B 14 14.152 1.0857 

S10 17.77 17.7864 0.0923 
S20 18.59 18.48 0.5917 
S30* 20.59 20.5865 0.0170 
S40 

80 °C 

17.3 17.3021 0.0121 
B 9.11 9.2101 1.0988 

S10 13 13.001 0.0077 
S20 14.61 14.6082 0.0123 
S30* 16.64 16.5723 0.4069 
S40 

100 °C 

13.43 13.425 0.0372 
Note: * Indicates samples used for model testing. 

 

Conclusions.  
1. Experimental studies conducted at four temperature 

levels (25 °C, 60 °C, 80 °C, and 100 °C) revealed an 
enhancement in the dielectric strength of the silicone 
rubber (SiR)-based composites filled with micron-sized 
silicon dioxide (SiO2) particles, in comparison to the 
unfilled (pure) SiR sample. 

2. The optimal dielectric strength was observed at a 
filler concentration of 30 wt %. Beyond this 
concentration, the dielectric strength declined, possibly 
due to the formation of conduction channels between 
filler particles within the SiR matrix. 

3. The neural network technique accurately predicted 
the dielectric strength of SiR insulation filled with 
micron-sized silicon dioxide. This approach significantly 
reduced the costs associated with extensive testing and 
material procurement. 
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