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Y. Lee

Online detection of phase resistance of switched reluctance motor by sinusoidal signal injection

Introduction. Switched reluctance motors (SRMs) are widely used in various applications due to their simplicity, robustness, and cost-
effectiveness. However, the performance of SRMs can be significantly influenced by variations in their phase resistance, especially under
high current and saturated conditions. Accurate knowledge of this parameter is crucial for optimal control and efficient operation.
Problem. During operation, SRM parameters, particularly phase resistance, can vary considerably. These variations pose challenges to
control strategies that rely on precise parameter values, leading to potential inefficiencies and degraded performance. There is a need
for an effective method to monitor and identify these changes in real-time. Goal. This paper aims to develop and validate a method for
the online detection and identification of phase resistance in SRMs. The method should work under varying operational conditions
without requiring additional hardware, thereby maintaining the system's simplicity and cost-effectiveness. Methodology. The proposed
method injects a sinusoidal signal into the inactive phase of the SRM using Sinusoidal Pulse Width Modulation (SPWM) via the main
converter. The phasor method is then applied to determine the impedance of the phase circuit, from which the phase resistance can be
identified. This approach eliminates the need for extra circuits, making it an efficient solution. Results. Simulations were conducted to
evaluate the proposed method. The results demonstrate that the method can accurately track the variation in phase resistance under
different operational conditions, validating its effectiveness. Originality. The originality of this work lies in its innovative use of the
phasor method combined with SPWM for online phase resistance detection in SRMs, without the need for additional hardware
components. Practical value. This method provides a practical solution for real-time phase resistance identification in SRMs, enhancing
the reliability and performance of control strategies in various industrial applications. References 17, table 1, figures 6.

Key words: parameter identification, signal injection, switched reluctance motor.

Bcemyn. Benmunoni peakmueni osucynu (SRMs) wiupoxo sukopucmogylomucs @ pisHux cghepax 3a0sKku c8oitl npocmomi, HadiiHocmi
ma exoHomiunitl eghekmuerocmi. OOnax na npooykmusricms SRMs mooicyms cymmeso ennusamu 3minu ix ¢pazo6o2o onopy, ocooauso 6
YMOBAX CUTLHO20 CHIPYMY ma Hacudenns. Toune 3HaHHA Yb020 NApaAMempa MAe SUPIAIbHe 3HAYEHHS O ONMUMATLHO20 YRPABIIHHS
ma egpexmusnoi pobomu. Ilpodnema. I1io uac po6omu napamempu SRM, 30kpema pazosuil onip, Moxcyms 3Hauno 3minoeamucs. Li
3MiHU CMBOpIoOMb npobNeMu 0N cmpameziti Ynpaeninia, sKi NOKIA0AiombCs HA MOYHI 3HAYEHHA NapAMempis, o npuseoouns 00
nomenyituHol Heeexmugnocmi ma nocipuienns npooykmueHocmi. Icnye neobXxionicmo epexmuenozo memooy MOHIMOPUHZY ma
ioenmuixayii yux 3min y pedxcumi peanvrozo dacy. Memow cmammi € po3poOka ma nepegipka Memoody OHIAAUH-BUAGTIEHHS Md
ioenmudgixayii ¢pazoeoco onopy y SRMs. Memoo nosunen npayrosamu 6 pisHux poboyux ymosax 6e3 HeoOXIOHOCHI 8UKOPUCTHAHHS
000amK06020 00IAOHAHHS, MUM camMum 30epieaioyu npocmomy ma eKoHOMIuHY eghekmugnicmsb cucmemu. Memoodonozis.
TIpononosanuii memoo 6800ume cunycoioanvhuil cucHan y neakmuety ¢pazy SRM 3a 0onomozo1o cunycoioanbHol wupommo-iMnyacHoi
mooynayii (SPWM) uepes 2onosnuii nepemsoprosay. Tlomim 3acmocogyemucsi Memoo 6eKmMopi6é GU3HAUEHHs, IMNeOaHCy (pazo8020 Koua,
3 SIKO20 MOJICHA eusHauumu onip ¢pasu. Taxuu nioxio ycysae nompedy y 000amKosux Koax, wo pooums to2o eQexmueHUM PilleHHsIM.
Pezynomamu. /[na oyinku 3anpononogano2o memody 6yno 30iticneno moodemosanns. Pesynomamu noxazyroms, wo memoo mooice
MOYHO GIOCTIOKO8Y8amu 3MiHYy Onopy (asu y pisHuUX pobouux yMoeax, niomeepodicyiouu oo epexmugnicmo. Opuzinanvhicms yici
pobomu noiazae 6 iHHOBAYIIHOMY BUKOPUCMAHHI Memody eekmopie y noeouanni 3 SPWM ons eusnauenna onopy ¢paszu é peswcumi
peanvrozo uacy SRMs 6e3 HeoOXiOHOCI 8UKOPUCTNAHHA 000AMKOBUX anapamuux Komnonenmis. Ilpakmuuna yinnicms. Leti memoo
3abe3nevye npakmuune piwienns Ons eusHauenus onopy gasu SRMs 6 peanvnomy uaci, niosuwyrouu Haditiicms i RPOOYKMUBHICMb
cmpamezitl ynpaguints @ pisHux npomuciosux 3acmocyeéannsx. biom. 17, Tabm. 1, puc. 6.

Kniouosi cnosa: inenTudikanis napamerpis, Noaaya CUrHaJly, BeHTUJIbHUN peaKTUBHUI JBUTYH.

Introduction. In recent years, the switched assume constant phase resistance, requiring additional

reluctance motor (SRM) has experienced significant
development and has become increasingly popular due to
its robust structure and low cost, making it appealing for
both industrial and domestic applications [1-3]. However,
during motor operation, key parameters such as phase
inductance and phase resistance can vary significantly.
Parameters measured at standstill may differ from those
when the motor is running, necessitating real-time
identification of these values to ensure optimal
performance [4, 5].

A neural network-based method for SRM parameter
identification was proposed in [6—12], utilizing a more
precise circuit model that includes an extra RL branch
connected in parallel to account for saturation and losses.
This method, however, requires complex modeling and
does not directly address the need for real-time resistance
identification without additional hardware.

Modulation techniques, such as phase and amplitude
modulation, have been employed to detect rotor position
without using encoders or Hall sensors [13—17]. These
techniques leverage phase inductance information but

circuitry such as signal generators, amplifiers, and resistors,
which add bulk and complexity to the motor drive. While
effective, these methods are not ideal for applications
where compactness and cost are critical concerns.

Purpose of the work. This paper proposes a novel
method for detecting variations in the phase resistance of
SRMs in real time. Unlike previous approaches, our
method does not require additional hardware; instead, it
utilizes the existing main converter to inject a small
sinusoidal signal during the negative inductance slope
region of the unenergized phase. By adjusting the signal
frequency to make the inductive reactance comparable to
the phase resistance, this method enhances the sensitivity
of resistance detection.

Proposed online detection method of phase
resistance of SRM. The phase resistance of a SRM is
typically measured when the motor is not in operation. This
is done by connecting the phase terminals to a dedicated
instrument. After obtaining the phase resistance, the

Electrical Engineering & Electromechanics, 2025, no. 2

winding is disconnected from the instrument and
©Y.Lee
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reconnected to the main converter to drive the motor.
Knowing the phase resistance is crucial for various
applications, including calculating copper loss, determining
flux linkage, and performing sensorless control. However,
this offline measurement method cannot be applied while
the motor is running. Moreover, the phase resistance may
change significantly during operation, especially under
high load conditions. Relying on the value measured at
standstill may lead to inaccurate calculations, as the
resistance might have varied. Therefore, it is essential to
measure the phase resistance online.

To achieve online detection of the phase resistance,
a low-amplitude sinusoidal voltage is injected into the
inactive phase of the motor — meaning the phase that is
not currently contributing to torque during the inductance
falling region. The resulting small current in the inactive
phase produces a minimal negative torque, which has
negligible impact on the overall motor performance.
Assuming that the self-inductance and resistance of the
phase remain constant over a short period, the circuit
model of a motor phase can be represented as a first-order
RL circuit with an alternating voltage source, inductor,
and resistor in series (Fig. 1).

v

R

ug, (D) EL

Fig. 1. One-phase model of SRM

The voltage equation for a single-phase circuit can
be expressed as:
ult)=Ri(t)+dy/de, (1)
where u is the phase voltage; R is the phase resistance; i is
the phase current; y is the flux linkage. Under unsaturated
conditions, the flux linkage can be expressed as:
w(t)=Li(), 2
where L is the phase self-inductance. Substituting (2)
into (1), the voltage equation becomes:

u(t):Ri(t)+L%. 3)
If a sinusoidal voltage is applied, it can be described as:
uy(t)=~N2U cosl2r- £ 1+, ), )

where Uy, f, ¢, are the RMS value, the frequency and the
phase angle of u,, respectively.

Since the voltage u, is chosen as the reference, ¢,
equals 0. It should be noted that, in practice, the actual
voltage applied to the phase is a pulse width modulated
voltage, whose effect is equivalent to that of the
sinusoidal voltage described above. The resulting current
in the circuit is expected to take the form:

i(t)zﬁlcos(27r-f-t+¢,~), %)
where 7 and ¢; are the RMS value and phase angle of i,

respectively.
The magnitude of the circuit’s impedance Z is given

lz|=U /1=y R* + X, (6)

where X; =27z fL is the inductive reactance.

by:

The phase resistance R can be determined as:

2
fU
R= —I; -x7 . @)

Alternatively, the resistance can also be calculated
using the impedance angle ¢ as follows:
R=|Z|cos;0, )]

where @ is the phase shift between the applied voltage and
the resulting current.

It is important to note that the variable resistor in the
circuit model (Fig. 1) indicates that the resistance may
differ from the value measured at standstill, though it is
assumed to be constant while solving the sinusoidal
circuit. The response current in this time-invariant circuit
will also take on a sinusoidal form.

As illustrated in Fig. 2, both the amplitude and angle
of the impedance will change if the phase resistance
varies during motor operation.

’

Z
‘<L

® @

AR R
Fig. 2. Change in impedance due to variation in phase resistance

The phasor diagram of the circuit (Fig. 3) highlights
that any change in phase resistance during motor
operation will result in variations in the angle and
amplitude of the response current vector.

I(R+ AR)

LR
Fig. 3. Phasor diagram of the single-phase circuit

The sinusoidal voltage injection can be performed
using the main converter. In this study, a full-bridge
converter is employed to drive the SRM, as depicted in
Fig. 4. This converter allows phase current to flow in both
directions. The sinusoidal voltage is injected using
Sinusoidal Pulse Width Modulation (SPWM) technique,
where a bipolar triangle wave serves as the carrier wave
and the desired sinusoidal voltage acts as the signal wave.

Full-Bridge
Rectifier Converter
i +
AC~ “—Upc| |

[e—

Fig. 4. SRM drive system utilizing a full-bridge converter

The selection of the sinusoidal voltage frequency is
critical for the effectiveness of the proposed phase
resistance detection method. The frequency must be high
enough so that the phase self-inductance remains

4
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constant, thereby validating the simplified circuit model
shown in Fig. 1. However, the frequency should also be
chosen such that the inductive reactance is comparable to
the phase resistance. This balance ensures that any
variation in phase resistance results in a noticeable change
in the phase and amplitude of the response current,
leading to improved sensitivity in detecting phase
resistance changes.

Simulation results and discussion. To validate the
effectiveness of the proposed online phase resistance
detection method for a SRM, simulations were conducted
using  MATLAB/Simulink. The motor used in the
simulation is an outer rotor type SRM, with key
dimensions provided in Table 1.

Table 1
Outer rotor SRM parameters

Parameters Value
Number of phases 3
Pole combination 6/4
Stator outer radius 51 mm
Stator inner radius 20 mm
Stator yoke 15 mm
Stator pole arc 28°
Rotor outer radius 95 mm
Rotor inner radius 52 mm
Rotor yoke 15 mm
Rotor pole arc 32°
Stack length 50 mm
Turn number/pole 150

The motor operates at a low speed during the
simulation. Once the tail current diminishes completely to
zero, a 100 Hz SPWM voltage is injected into the phase
during the negative inductance slope region. The
reference signal for this injection is a 100 Hz sinusoidal
wave with a RMS value of 5.55 V. Initially, the phase
resistance is set at 2.56 Q.

Before any change in resistance, the simulation
results are depicted in Fig. 5. As expected in an inductive
circuit, the response current lags behind the applied
voltage. The current is small, with an RMS value around
1.15 A, producing only a negligible amount of negative
torque. The rotor position is approximately 39°, where the
inductance is around 6.5 mH. The resistance, calculated
using (8), is found to be 2.57 Q, which is within 1 % of
the actual resistance value, demonstrating high accuracy.

When the phase resistance is doubled to 5.12 Q, the
simulation is repeated at the same rotor position of 39°.
The results are shown in Fig. 6. Due to the unsaturated
state of the circuit and the unchanged rotor position, the
inductance remains constant at 6.5 mH. The impedance
change is solely due to the increase in the resistive
component. The figure reveals that the response current
exhibits a smaller phase shift relative to the applied
voltage and a reduced RMS value of approximately 0.85
A, compared to the previous simulation. This reduction in
current amplitude indicates a change in phase resistance.
The resistance calculated from (8) is 5.11 Q, closely
matching the actual resistance value.

These simulation results clearly demonstrate that the
phase resistance information is effectively encoded in the
sinusoidal response current. Consequently, the proposed
method is capable of accurately extracting this

information to detect and monitor variations in phase
resistance in real-time.

Reference voltage (V)

| | | | | | | |
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045

SPWM voltage (V)

Response current (A)

o v L o on

o

0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045
Time (s)

Fig. 5. Simulation results with the initial resistance
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I I I I I I I I
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Response current (A)

| | | | | | | | |
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
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Fig. 6. Simulation results with the modified resistance

Conclusions. This paper presents a method for
detecting phase resistance in switched reluctance motors
(SRMs) using sinusoidal voltage injection via the main
converter. Unlike conventional methods that require
external instruments and can’t monitor resistance changes
during operation, this approach enables real-time detection,
especially in high-current and saturated conditions.

By injecting a finely tuned sinusoidal-equivalent
PWM voltage into the inactive phase, the method
accurately identifies phase resistance through impedance
or current analysis, without the need for additional
circuitry.

Future prospects. Further research could focus on
optimizing frequency tuning for greater detection
accuracy under varying conditions and validating the
method experimentally on physical SRM systems.

Electrical Engineering & Electromechanics, 2025, no. 2
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Additionally, integrating this detection method with
advanced control strategies and expanding it to monitor
other parameters like phase inductance could significantly
enhance the performance and reliability of SRMs in
industrial applications.
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Numerical-field analysis of differential leakage reactance of stator winding in three-phase
induction motors

Introduction. The differential leakage reactance (DLR) of the stator winding of three-phase induction motors (TIM) is considered. It is
known that DLR is the sum of the self-induction resistances of the winding from all harmonics of its magnetic field, excluding the first one,
and its analytical definition is too complicated. But this reactance is a mandatory design element, including for calculating a number of
other parameters and characteristics of such motors. Problem. Because of this, in the current classical design methods, the DLR are
determined by a simplified formula with the addition of a number of coefficients, tabular and graphical dependencies. As a result, not only
the physical and mathematical meaning of DLR is lost, but even the accuracy of its calculation is difficult to assess. Goal. The purpose of the
paper consists in the comparative verification of the classical design calculation of the DLR of the TIM stator winding by numerical-field
analysis of the harmonic composition of the EMF of self-inductions in this winding and by the determination of the considered DLR on such
a basis. Methodology. Harmonic analysis is performed by obtaining the angular and time discrete functions of the magnetic flux linkage
(MFL) of the stator winding with their formation in two ways: single-position calculation of the magnetic field and conditional rotation of
the phase zones of the winding, or multi-position calculations of the rotating magnetic field and determination of the MFL of stationary
phase zones. Results. Computational analysis is performed for nine common variants of TIM, designed according to a single classical
method with variation of their power and the number of poles. Originality. A comparison of the results of the classical and numerical-field
calculations of the DLR using the FEMM program showed their large discrepancy, which is attributed to the indicated inadequacy of the
first one, since the second option is devoid of the shortcomings of the first one due to the fact that it takes into account the dimensions of the
TIM structures, the saturation of the magnetic circuit and the physical and mathematical essence of the parameters and values under
consideration. Practical value. The presented method of numerical-field analysis and the obtained results of calculating the DLR of the TIM
stator winding are recommended as a basis for improving the system of their design. At the same time, a similar approach can be applied to
the DLR of the TIM rotor winding, but taking into account its features. References 27, tables 13, figures 7.

Key words induction motor, three-phase stator winding, differential leakage reactance, classical design, numerical-field
calculations, magnetic flux linkage, harmonic analysis

Bcemyn. Posensioacmocs Qughepenyianshuii peaxmughuti onip poscitoganns ({POP) obmomku cmamopa mpu@asHux acunxpoHHUX 08U2yHI8
(TAI]). Bioomo, wo JJPOP € cymoro onopig camoinoykyii oomMomKu 6i0 ycix 2apMoHIK ii MAZHIMHO20 NOJSL 34 BUKTIOYEHHAM Nepulol i 1020
ananimuyne BUHAYEHHs € HAOMO CKIAOHUM. Alle yell onip € 00606 A3K06UM elleMEHMOM NPOEKMYEAKHS, 8 MOMY YUCTI 018 PO3PAXYHKY HUSKU
iHwux napamempie ma xapakmepucmuk maxux ogueynie. Ilpoonema. Uepes ye 6 uunnux xnacuunux memooukax npoekmyéanis J{POP
BUSHAYAIOMbCA 30 CNPOWEHOIO (POPMYI0I0 3 O0OABAHHAM HU3KU Koepiyienmis, mabauunux i epaghiunux sanexchocmei. Y niocymky ue
mineku empavaemuvca Qisuko-wamemamuynuil cenc JPOP, ane nagimbs mounicme 1020 po3paxymky oyinumu eéadxcko. Mema pobomu
nonsieae y NopisHANLHIN nepesipyi kiacuuno2o npoekmnozo pospaxyuxky JPOP obmomxu cmamopa TAL winaxom uucensno-nonvo6o2o
auanizy eapmoniunozo cxknady EPC camoindyxyitl 6 yiti oomomuyi i eusnauenns Ha maxkii ocHosi {POP, wo poszensidacmocsa. Memoouka.
Tapmoniynuii ananiz 6io0yeacmuvcs 3a OMPUMAHHAM KYMOBUX MA 4ACOBUX OUCKDEMHUX DYHKYIU macHimnozo nomokosyennenns (MI13)
06MOmKU cmamopa 3 iXHIM OPMYSAHHAM OBOMA CNOCODAMU: OOHONOZUYIIHUM PO3PAXYHKOM MASHIMHO20 NOJA | YMOBHUM 0DEPMAHHAM
@aznux 301 06MomKuy, abo 6a2amonO3UYIHUMU PO3PAXYHKAMU 00epmo602o MazHimnozo nois i eusnauennam MII3 nepyxomux gasmux
30H. Pezynomamu. Po3paxynkosuil ananiz ukoHano 0 0eg ’smi nowupenux eapianmie TAJ], 3anpoekmosanux 3a €OUHOI0 KIACUYHOIO
MEMOOUKOI 3 8apit0O8aAHHAM iXHbOI nomydxcHocmi ma Kitbkocmi nomocie. Opuzinanvhicme. [lopigHanHa pe3yibmamie KIACUyHo2o i
uucenbHo-nomoso2o pospaxyuxie [JPOP 3a npoepamoro FEMM nokasano ixuio eenuxy posoixcHicms, wjo 6iOHeceHO 00 3a3HAYEHUX
ymoseHocmell i npunyujerb neputo2o, MOMy wo Opyuil eapianm no36aeneHuil HeooniKie nepuio2o 3a60aKu Momy, Wo il 8PaxX08Ye po3mipu
xoucmpykyiii TA/, Hacuuenmus macHimonposoody i isuxo-mamemamuyty CYmMHiCMb NApaMempie i 6elUyUH, Wo po32iA0arOmbCa.
Ilpakmuuna yinnicme. Haoana memoouxa 4ucenbno-nonv06020 ananizy i ompumani pesynomamu pospaxyuxy JPOP obmomku cmamopa
TAIl pexomendyiomvcsi sk 0cHOBa 05l YOOCKOHANEHHA CUCHeMU iXHbo20 npoekmyeanns. Ilpu yvomy ananoeiunuti nioxio MoodicHa
sacmocysamu i ons J[POP oomomku pomopa TAI], ane 3 ypaxysannsm ii ocobrusocmeii. bion. 27, tabmn. 13, puc. 7.

Kniouogi crnosa: acHHXpOHHHMI OBHIYH, TpudasHa o00MOTKa cTraTopa, JudepeHumianbHuii peakTUBHUII omip po3ciloBaHHS,
KJIACHMYHe NPOEKTYBAHHS, YHCEJIbHO-NI0/1b0BI PO3PaXyHKH, MATHITHEe IOTOKO34eIJICHHS, TAPMOHIYHNI aHAaTi3.

Introduction. Three-phase induction motors (TIMs)
are diverse and widespread in the technosphere around the
world. Their improvement is always relevant and occurs
due to various factors, including increasing the accuracy
and efficiency of the design system.

Among the design parameters of the TIMs, the active
and reactive resistances of its windings are mandatory and
important. At the same time, calculations of the inductive
resistances of their scattering are usually more complex and
insufficiently adequate. This applies to the resistances of
differential, slot and frontal scattering, for which specific
magnetic conductivities are determined, but in classical
design, for example in [1, 2], this is done using methods
with fairly approximate formulas.

First of all, this is characteristic of the differential
leakage reactance (DLR), which reflects the presence of

higher harmonic components in the magnetic field in the
gap between the stator and rotor cores. This reactance is
determined by a simplified empirical formula that takes
into account the minimum parameters of specific TIMs
and does not affect the physical essence of the harmonic
composition of the specified fields, but it is reinforced by
a number of «opaque» coefficients, tabular and graphical
dependencies. As a result, not only is the physical and
mathematical meaning of DLR lost, but even the accuracy
of its calculation is difficult to assess.

The problem of classical calculations of inductive
leakage reactances is that their methods are based on
simpler magnetic field models, oriented on the theory of
magnetic circuits, which does not give sufficiently
adequate results due to the complex geometry of the
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electromagnetic system of TIMs and, accordingly, the
structure of real magnetic fields.

In this sense, it is currently relevant to revise the
conservative classical system of TIM design based on
direct calculations of magnetic fields by numerical
methods, for which there are appropriate software tools,
for example, COMSOL Multiphysics, ANSYS Maxwell,
FEMM, etc., which allow to avoid forced conventions and
simplifications when determining the leakage reactances
of TIM windings.

The use of various software complexes, as well as
other experimental and computational studies of the
characteristics and parameters of TIMs is reflected in a
significant number of works, for example, in [3-21]. But,
focusing on the implementation of a specific goal, each of
them does not actually concern the analysis of the leakage
reactances of TIM windings. This means that such works
only use the data obtained during the classical design or
creation of TIMs, but the analysis of these parameters
does not occur. Therefore, the task of a detailed analysis
of the methodology for calculating the leakage reactances
of TIM windings remains insufficiently studied and is
currently relevant.

This is especially true for the parameters of
differential scattering of TIM windings, which are the
least studied due to the complexity of the physical process
of their formation, although the share of this scattering
among its other components is usually predominant.

The goal of the work is to further develop the TIM
design system through numerical-field calculation
analysis of the differential leakage reactance of their
stator winding, as well as a comparative check of the
corresponding empirical formulas inherent in the methods
of traditional design calculations.

Analysis of recent research. Despite the very long
development and use of TIMs, research on their further
study and improvement as such, as well as improving
their operation in electric drive systems, continues on a
fairly broad scale, for example, in works [3-10]. And
these works to one degree or another affect the parameters
of these motors.

Thus, in [3] for energy saving, an online estimation
of TIM parameters using an extended Kalman filter is
proposed. It is noted that to calculate the optimal value of
the stator current for energy saving, its exact parameters
are required, which are estimated in real time using an
online estimator, and that this can ensure minimal power
losses for the TIM drive.

The goal of the work [4] is to study the effectiveness
of implementing fuzzy logic on FPGA programmable
logic circuits for diagnosing failures of induction
machines in case of phase asymmetry and their breaks.
This is done on the basis of fuzzy logic and analysis of the
motor stator current signals, its root-mean-square value.

In the article [5], a new method for diagnosing
broken rotor bars in a lightly loaded induction machine in
a stationary operation mode is provided. This method is
used to solve the problem of using traditional methods,
such as the Fourier transform signal processing algorithm,
by analyzing the stator current envelope curve using
discrete and continuous wavelet transform.

In [6], the development of a neural network model is
presented, which allows generating a large database that
can cover the maximum possible faults of the TIM stator.
They take into account short circuits with large
fluctuations in the machine load. The aim is also to
automate the diagnostic algorithm using an artificial
neural network classifier.

In [7], a comparative study of methods for taking
into account the influence of loss processes in the stator
steel of an asynchronous machine on the parameters of its
operating mode was performed. This is done using
mathematical modeling with the introduction of
equivalent resistances connected in parallel to the
equivalent circuit of the motor, as well as equivalent steel
loss circuits.

The article [8] is devoted to the optimization of the
design of an induction motor using multiparameter FEM
methods. It is shown that the TIM parameters, including
the types of rotor and stator slots, steel core sheets and
rotor winding material, are optimized using the Rmxprt
module in Maxwell.

In [9], the stages, methodology and means of
complex design of electromechanical systems with
induction motors are substantiated. A quantitative
assessment of the possibilities of increasing their
economic efficiency using complex design according to
the criterion of maximum income is provided.

In [10], a flux linkage observer of an induction
motor is considered, adaptive to variations in the active
rotor resistance. Due to the redundant estimation of flux
linkages introduced into the observer, under the
conditions of persistence of excitation, the properties of
global exponential stability of the estimation of the
components of the flux linkage vectors and stator current
and active rotor resistance are ensured.

The following cycle of works [11-21] mainly
concerns the analysis of the active and reactive
parameters of the stator winding, the wuse and
improvement of TIM equivalent circuits, and operation
with them.

In the work [11], the reactive (inductive) reactances
of the scattering and active resistances of the TIM
windings are investigated with the aim of further
developing the TIM design system by means of numerical
field calculation analysis of the active and reactive
reactances of the TIM windings in the entire range of its
slip change, and the calculation of the mechanical
characteristics of the TIM to confirm the adequacy of the
calculations of these resistances. The reactances of the
TIM windings are determined by numerical calculations
of the magnetic fields of scattering using the FEMM code,
and in the core of the short-circuited rotor - with current
displacement.

In the article [12], the magnetic fields and the
corresponding magnetic conductivities of the slot
scattering of the TIM stator winding are investigated for a
comparative check of the analytical formulas from
different classical design methods. The numerical field
method shows that the classical design method can give
both sufficiently accurate results and unacceptable errors
in determining the magnetic conductivities of the slot
scattering of the TIM.
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In [13], it is emphasized that a deep understanding
of the parameters of an induction machine is necessary for
almost all program control methods to maintain high-
quality dynamic and steady-state characteristics of the
drive. This study presents a method for predicting the
parameters of an induction machine during start-up
without using any assumptions. The instantaneous
waveforms of voltage and current recorded during direct
start-up are used to estimate the parameters. In this way,
all six main electrical parameters of induction machines
can be independently determined.

In [14], a new simplified method for estimating the
parameters of the equivalent T-circuit of induction motors
is described, which is based solely on the manufacturer’s
data sheet and on the synergistic interaction of the
numerical and analytical dimensionless approach using
the Thevenin theorem. This provides accurate and stable
results for a wide range of rotational speeds and power of
induction motors.

In [15], the work is also devoted to estimating the
parameters of the equivalent T-circuit. These parameters
are necessary for many performance and planning studies
involving these motors. For their evaluation, an iterative
method is proposed that uses only motor nameplate data.

In [16] it is emphasized that for controlling the
torque in high-performance operations in a wide speed
range by vector control algorithms, the parameters of the
equivalent circuit of an induction motor must be known
precisely. The estimation method is based on information
from the manufacturer’s data and the principles of solving
nonlinear equations obtained from the equivalent circuit
of such a motor.

The article [17] is devoted to the identification of the
parameters of an induction motor in a stopped state. A
comprehensive identification procedure is analyzed,
which describes a method for reliably determining the
characteristics of the main flux saturation and transients
when testing the parameters from the rotor side. The
effect of the main flux saturation is studied based on the
results of transient tests and the determined rotor
parameters. The identification procedure is confirmed by
experiments using specific induction motors.

How to design a TIM with the desired characteristics
and how to implement high-performance control for a
specific TIM has always been a hot topic for many
researchers, as noted in [18]. Regardless of which control
technology is used to achieve high-performance TIM
drive, it depends on a deep understanding of the motor
parametric characteristics and their accurate acquisition.
An effective method for determining the parameters of the
equivalent circuit for induction motors is proposed to
improve the accuracy of the parameters by combining the
non-rotor test with the double-load test and using this
method to measure and analyze the parametric
characteristics of TIM.

In [19], a study of the degree of unbalance and the
differential magnetic leakage coefficient of electrical
machines equipped with multiphase windings is
presented. The analysis was carried out for 4800
combinations between slots/poles/phases/layers,
considering the changes in the leakage factor for each
condition and determining the optimal zone for

minimizing the leakage. The results show that the leakage
coefficient can be significantly reduced by using slightly
asymmetrical windings.

In the article [20], an accurate and simple method
for determining differential dissipation factors in
multiphase AC electric machines with asymmetrical
windings is provided. The method is based on the
properties of Gorges polygons, which are used to
transform an infinite series expressing the differential
dissipation factor into a finite sum in order to significantly
simplify the calculations.

The work [21] introduces the estimation of TIM
parameters based on a differential evolution algorithm
aimed at estimating its electrical and mechanical
parameters. A comparative study of the results using three
different input signals is carried out. Such an algorithm is
able to estimate the parameters of the equivalent electrical
circuit, such as stator and rotor resistances and leakage
inductances, magnetizing inductance, as well as
mechanical parameters, such as the moment of inertia and
the friction coefficient.

Object of study. To generalize the research of DLR,
they are performed for a number of TIM variants, which
have in common the nominal phase voltage Uy = 220 V
and frequency f; = 50 Hz; accordingly, the number of
phases m; = 3.

The basic one is a four-pole TIM with nominal
power Py = 7.5 kW, which is interesting in that it is a test
object in the design methodology [1], which is still
widespread at enterprises and Universities of the
corresponding profile.

A total of nine similarly designed TIM variants with
variable power of 4; 7.5 and 11 kW are considered, each
of which is considered with the number of pole pairs p
equal to 1, 2 and 3.

Motors with such parameters are quite common in
modern production of TIM of general industrial execution
[22, 23]. Thus, the nine adopted variants will allow us to
sufficiently fully demonstrate the results of calculations
using the numerical field method adopted here and
compare them with the results using the classical method.

The main design parameters of the selected TIM
variants are given in Table 1. They were obtained using
the classical method [1], which was converted into an
author’s Lua script included in a single software package
based on the FEMM code [24]. This script was tested on
the specified basic TIM variant, which eliminates design
errors of various origins.

Table 1
The most important design data of TIN

PN p h ds ls o qs Qs M Qr ]sN
KW |[—-|mm |mm |mm|mm |-| - | — | — A
11100 | 96 | 110 | 0,45 |4 |24|132|19| 7,92
4 2100|109 | 145|030 |3 [36]| 144 |28 | 8,74
31112 | 134 | 140 | 0,30 | 3|54 | 171 | 51| 9,29
1| 112|109 | 140 | 0,50 | 4 |24 | 88 [ 19| 15,42
7,5 12| 132 | 147 | 120 | 0,35 [ 3| 36| 126 | 34| 15,31
3| 132 | 158 | 155 0,35 |3 |54 | 135 |51 | 1594
11132129 | 135] 0,60 |4 |24| 76 | 19| 22,23
11 {2132 | 147 | 165 | 0,35 |3 [36| 90 |34 | 22,26
31160 | 192 | 135 | 0,40 | 3|54 126 |51 | 22,85
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Table 1 indicates the TIM parameters: & — height of
the rotation axis, d,, /; — inner diameter of the stator core
bore and its axial length; 6 — air gap; g, — number of slots
per pole and stator phase; N, — number of consecutive
turns in the phase winding; Q,, O, — number of stator and
rotor slots; Iy — nominal stator phase current.

The general layout of the TIM is given in Fig. 1.

Fig. 1. The electromagnetic system of the TIM with the
distribution of currents in its windings and the pattern of the
magnetic field lines of the stator winding

The stator winding is single-layer, diametrical,
which is typical for TIMs of the specified powers, the
rotor winding is short-circuited, cast from aluminum
alloy. This TIM uses common shapes of stator and rotor
slots of general industrial TIMs [1, 2, 22, 23], which are
shown in Fig. 1.

Design methodology for determining the
differential inductive reactance of the stator winding
of the TIM. For the transparency of the research
performed, the classical methodology for calculating the
DLR according to [1] and the results obtained by it are
first given.

Differential ~ scattering magnetic  conductivity

coefficient
2
st -09 (TS'KWS) 'Krdm'Kns'Kd[fs ) (1)
6-K¢
2
where K, =I—M is the coefficient that takes
‘L' .

N
into account the effect of opening the stator slots; by is
the slot width of its slots; 1y is the stator tooth pitch; Ky;s
is the stator differential dissipation coefficient, equal to
the ratio of the total EMF from the higher harmonics of
the stator magnetic field to the EMF from the first
harmonic, determined by Table 2; K, 4, is the damping
reaction coefficient of currents induced in the short-
circuited rotor winding by the higher harmonics of the
stator magnetic field, determined by Table 3 for the given
TIM variants; Ky is the stator winding coefficient; K. is
the air gap coefficient.

Table 3
Determination of the damping reaction coefficient of rotor
winding currents (fragment of the general table)

Values K, s, at O,/ p
4 10 15 20 25 30
0,98 0,93 0,88 0,85
3 0,92 0,87 0,84 0,78 -
0,90 0,84 0.8 0,77

4 B 081 0,77 0,75 0,72
Value: in the numerator — with bevel of the rotor slots,
in the denominator— with no bevel.

Data for (1) for all TIM variants according to
Table 1 are collected in Table 4.

The intrinsic conductivity coefficient of differential
scattering A, of the stator winding together with other
similar values are given in Table 5, where it is indicated:
Aais hgm — magnetic conductivity coefficients of slot and
frontal scattering; A, — total scattering coefficient; R, X
— total active and reactive resistances of the stator
winding in the nominal operating mode of the TIM, and
also X, — reactive resistance of differential scattering.

Table 4
Data for design calculation of the coefficient of magnetic
conductivity of differential scattering of TIM

PN )4 Ty bsl KL‘ KWS Krdm Kns Kdif
kW |—| mm | mm - — — — —
1/12,6 | 3,0 | 1,204 | 0,958 | 0,852 | 0,95 | 0,0089
4 (2] 9,5 | 3,0 1,349 ] 0,960 | 0,940 | 0,90 | 0,0141
3] 7,8 132 1,521 ] 0,960 | 0,910 | 0,86 | 0,0141
11143] 321,179 | 0,958 | 0,852 | 0,95 | 0,0089
7,5 12]12,8 | 3,5 ] 1,283 | 0,960 | 0,910 | 0,91 | 0,0141
3192 (3,511,433 0,960 | 0,910 | 0,88 | 0,0141
1/16,9 | 3,5 | 1,150 | 0,958 | 0,852 | 0,96 | 0,0089
11 |2(12,8] 3,5 1,283 | 0,960 | 0,910 | 0,91 | 0,0141
3111,2] 3,8 | 1,360 | 0,960 | 0,910 | 0,89 | 0,0141
Table 5
Calculated design resistances of TIM
P N |P }\'sn }"sd }"sfh 7\'0.? Rx er Xcs
kW |—| pu | pu | pu | pu Q Q Q
1] 1,261 | 1,729 | 1,805 | 4,794 | 1,771 | 0,654 | 1,815
4 (2] 1,377 | 2,200 | 0,704 | 4,281 | 1,842 | 0,871 | 1,695
3] 1,521 | 1,215 ] 0,676 | 3,413 | 2,103 | 0,437 | 1,226
1] 1,257 | 2,060 | 1,575 | 4,892 | 0,744 | 0,441 | 1,047
7,512] 1,365 | 3,55 | 1,089 | 6,014 | 0,834 | 0,893 | 1,508
3| 1,532 | 1,573 | 0,704 | 3,809 | 0,941 | 0,390 | 0,945
1] 1,254 | 2,487 | 1,884 | 5,625 | 0,452 | 0,383 | 0,866
11 |2] 1,355 3,559 | 0,789 | 5,704 | 0,487 | 0,626 | 1,004
3] 1,653 2,180 | 0,958 | 4,791 | 0,673 | 0,410 | 0,901

Note that the relative value of the differential
scattering conductivity coefficient Ay, in Ay, is a fraction
within 0.361-0.624, which shows a high specific weight
of this type of scattering against the background of its
other types.

The inductive resistance of the scattering of the
phase winding of the stator is calculated by the well-
known formula [1]:

2
fs'ls'Ns '}"Gs

Table 2 Xos =158 R )
Determination of the stator differential dissipation coefficient Pq,-10
q, 2 3 4 5 6 and the differential leakage reactance X;, — according to a
Kairs | 0,0285 | 0,0141 | 0,0089 | 0,0065 | 0,0052 similar formula when replacing Ay, with Ay
10 Electrical Engineering & Electromechanics, 2025, no. 2



The provision in Table 5 of the active resistance R
of the stator winding along with its total reactive
reactance X, indicates their proportionality and
importance of both in calculating important operational
parameters and characteristics of TIMs and their
operating modes [1, 2].

Numerical field calculations of the parameters of
differential scattering of the stator winding of the
TIM. The physically transparent path to the DLR lies
through the direct calculation of the harmonic
composition of the EMF of the stator winding, which are
determined directly through the time functions of its own
magnetic flux linkage (MFL) [25]. All this can be done in
the most reliable form on the basis of numerical
calculations of the corresponding magnetic fields of the
stator winding itself.

These magnetic fields in the TIM are calculated in
the popular free software package FEMM [24]. Given the
multivariate complex calculations that include the design
of the TIM, the construction of its physical and geometric
models in the FEMM software environment, control of
magnetic field calculations, determination of the time
functions of the MFL and EMF and their harmonic
analysis, all of them were automated. For this, following
the example in [26] and other works of the author, a
single script was created in the algorithmic language Lua,
integrated into the FEMM code.

The FEMM code solves a large system of algebraic
equations, which are formed on the basis of the Finite
Element Method and a differential equation describing the

magnetic field in the cross section of the TIM
electromagnetic system, namely [24]:
1 - -
Vx| —Vx(kAd,)|=kJ,, 3
{ w(5) ( z):| z €)

where J,, A, are the axial components of the current
density vectors and the magnetic vector potential (MVP);
u is the magnetic permeability depending on the magnetic

flux density B; k is the unit vector along the axial axis z.

To limit the TIM calculation zone, which is given in
Fig. 1, the Dirichlet boundary condition is set on the outer
surface of the stator core for the MVP, i.e. 4, =0.

A feature of this study is that to determine the
differential inductive resistance of the stator winding, the
basis is the calculation of the magnetic field of this
winding in the presence of a symmetrical three-phase
system of phase currents in it

Igg = I pgcos(o1) 5

icg :Imscos(o)t—%n); 4)
iyo =1,scos(wt+ %n) ,

where [, :ﬁls is the amplitude of the currents;

I, o = 2nf; are their effective value and angular
frequencys; ¢ is time.

When forming the current system (4) in specific
calculations of magnetic fields, the question arises of
choosing the calculated effective value of the current /.

The guideline for the calculations is that the
saturation of the magnetic system of the TIM should be at
the same level as in its nominal operating mode.

Accordingly, for the stator winding, the value of the
current of the idealized idle mode (IIM) is taken as a first
approximation, which provides this condition. Naturally,
there are no currents in the rotor winding in this mode.

The model in Fig. 1 shows the accepted distribution of
the phase zones of the stator winding, and the values of the
phase currents in them are given by (4) for specific moments
of time. So at # = 0 we have the corresponding instantaneous
values of the currents: is i,,=I,;; i;z=i,c= —0.51,,, and their
directions at the specified time are also indicated.

The conditional distribution of currents in the slots
of the stator winding is shown in Fig. 2 as a discrete
function in the angular coordinate o, which is indicated in
Fig. 1, and in the pole steps t,. The points that reflect the
currents in the slots are meaningful, and the connecting
lines are drawn for clarity of the current structure.

For the FEMM code, the numerical solution of
equation (1) by the Finite Element Method is a trivial
problem. As a result, in the cross section of the TIM, the
distribution of the MVP is obtained, which in Fig. 1 gives
a picture of the magnetic field lines in the idealized idle
mode. Here and further, current illustrations are provided
on the example of the adopted basic TIM model.

Is

Fig. 2. Angular discrete distribution of currents is of the stator
winding of the TIM along its slots on the scan of the cylindrical
surface in the gap

The next step of the calculations is to determine the
magnetic flux linkage (MFL) of the stator phase winding,
as which, as usual, the phase winding 4 with current i, is
taken. For the MFL in the FEMM code and the Lua script
there are corresponding procedures. But what is needed is
not just one value of the MFL, but its angular, and then
the time function.

For this, there are two ways of calculations: fast and
long-term, which we will consider in turn.

A fast method for forming time functions of the
MFL and EMF is appropriate at the initial stage of
numerical field studies of the DLR.

In this case, the angular function of the MFL is first
obtained after a one-time calculation of the magnetic field
at ¢ = 0, the picture of which is already shown in Fig. 1
and corresponds to a fixed distribution of the MVP.

Specifically, according to the distribution of the
MVP in the cross section of the TIM, the values of the
MFL of the phase winding 4 are «collected» with the
alternate selection of the «mask» of the phase zone with
its movement in the angular direction along the slot
structure of the stator.

Figure 3 shows the sequence of such actions for
moving the «mask» within two pole steps, which
corresponds to the period of the angular function of
the MFL.
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Fig. 3. The process of moving the «mask» of the phase zone of
the stator winding to collect the MFL within the period of its
angular function against the background of the calculated
magnetic field

In each selected position, the Lua commands
Ak=mo blockintegral(1) and Sk=mo_blockintegral(5)
read the surface integral of the MVP and the area of the
selected block of rods, which makes it possible to
determine the MFL of the conditional phase zone with
number k:

“Pk = NSAk / Sk. (5)

Thus, a discrete angular function of the MFL
appears

\Pk((x‘k); (X,kz(k—l)'cs; kzl, 2, 3,...K, (6)
where £ is the counter of the positions of the conditionally
movable «mask» of the phase zone; K=Q,/p is the number
of such positions within two pole steps t,, which is the
period T of the function (6); t,=360°/Q; is the stator tooth
step.

The resulting numerical array of the MFL is given in
Table 6.

Table 6

Angular discrete function of the MFL W, of phase zones of
phase winding A4 in 18 angular positions, Wb

k 1 2 3 4 5 6
w,| 0,4858 | 0,4555 | 0,3708 | 0,2418 | 0,0840 |—0,0840
k| 7 8 9 10 11 12
.| -0,2418 [ -0,3707 | -0,4554 | —0,4858 [ ~0,4512 | —0,3644
k| 13 14 15 16 17 18
.| -0,2366 [ -0,0819 | 0,0819 | 0,2366 | 0,3644 | 0,4512

The angular function at two pole steps, i.e. at its
period (Table 6), is in principle sufficient to give an idea
of its essence, but for the first attempt similar actions
were performed at two more pole steps and the result was
completely repeated. The resulting discrete function ¥ is
shown in Fig. 4.

The angular discrete function of the Wi(o,) of the
phase zones according to Table 6 is transformed into a
similar function for the phase winding A entirely at its
period:

Wk =Yelog) =Yg a(ag +7,)5 k=1,2,3,..K.(7)

Here it is taken into account that the winding
branches are formed by conductors in phase zones with
different current directions, located through the pole step
tp. In addition, the averaging of the MFL values of the
phase zones located through two pole steps is obtained,
due to which instead of the function ¥ in Fig. 4 over two
periods, the averaged MFL function ¥ over one period
within two pole steps is obtained. This function is
illustrated in the same Fig. 4.

Fig. 4. Angular function of the MFL phase zones of half of the
phase winding — ¥ and the phase winding in full — ¥

It turned out that the angular function of the MFL is
close to the cosine, as well as the time functions of the
phase currents (4), but it is fundamentally different from
the angular function of the current distribution in the slots
(Fig. 2). However, in the theory of TIM, based on the step
function of the stator currents is(a), it is customary to
form similar functions of the distribution of the
magnetomotive force (MMF) in the gap, then — of the
magnetic induction and magnetic fluxes. And all this is
laid down as the basis for the harmonic analysis of
magnetic and electrical quantities, including — the EMF in
the phase windings of the stator.

But the inadequacy of this approach is shown in
[27] on the example of a three-phase stator winding of a
turbogenerator. This is confirmed by the practically
harmonic function of the MFL (Fig. 4), from which
there is only one step left to a similar, but time, EMF
function.

The function ¥; (7) is periodic, therefore it is subject
to expansion into a harmonic Fourier series on its period
in two pole steps (see Fig. 4), on which the MFL is
calculated at K points (their specific number in this TIM
is 18, and point 19 is already included in the next period
and repeats point 1).

The expansion begins with the determination of the
sine and cosine amplitudes of the harmonic components:

2 K 2 K
s, =— > W sin(vay); ¢, =— Y W cos(vay), (8)
K2 K5
where v is the number of the current harmonic; & is the
number of the angular position in Fig. 3, 4; oy is its
angular coordinate.
It is known from mathematical foundations that the
maximum number of harmonics allowed is N, = K/2.

12
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Considering that cosine functions (4) are adopted for
the stator winding currents, then for the MFL, the
harmonic series of cosine functions is also determined by
the coefficients (8):

Ng
V=3 Y, cos(va+7yy,), 9)
v=1,3,5...
where this series for each harmonic includes the following
amplitude and argument (initial phase):

[ s
Yo = 35 +c3 S Yyv = —arctg —-.
c

v

(10)

The angular function (9) is converted into a time
function by the relation o=, where Q=w/p is the
angular velocity of the rotating magnetic field of the TIM.
As a result, for the MFL, a harmonic time function is
obtained, which corresponds to the stationary phase
winding A-4:

Ng
V= 3 Y, cos(votty,,).
v=135...

Note that in (9) the quantities vo. and v,, are
measured in angular radians or degrees, and in (11) the
quantities vot and y,,, are measured in electrical radians or
degrees, taking into account the known transition of
geometric angles a into electrical a,, i.e. o,~=pa.

From the MFL function (11) based on the law of
electromagnetic induction according to the general
expression e = —dW/d7, a transition is made to the
harmonic time function of the EMF of the stator phase
winding:

(11

Ng

€ = Z
v=135...
In this formula, the amplitude of the EMF of the v-th
harmonic is extracted

vo'?,,, cos (vo)t +Yyy — n/2). (12)

E,~voY¥,, (13)
and its corresponding initial phase
Yev:Y\uv_T[/z' (14)

Also, according to the known relationship for a
sinusoidal function, the effective value of the EMF of the
v-th harmonic is obtained through the amplitude, namely:

Eg, = \/Enfsv\l’mv > (15)
where it is taken into account that the angular frequency
o=21f; f; is the frequency of electromagnetic quantities
in the TIM.

The angular functions (6), (7) in Table 6 and Fig. 4,
respectively, have a semi-periodic asymmetry:
‘PS,/( (ak):_\Ps,k(ak+‘cp); kzl, 2,3,...K, (16)

therefore, the harmonic series (9), (11), (12) contain only
odd harmonics.

According to the provided method in the form of
formulas  (5)—«(15), a  corresponding  software
implementation of the formation and expansion of the
periodic MFL function into a harmonic Fourier series and
obtaining a similar EMF function was made on the Lua
script.

Determination of the magnetizing current of the
stator winding. As noted, the magnetic field calculations
are performed in the IIM under the condition of saturation
of the magnetic core equivalent to the nominal mode. For

this, the search for the corresponding current is introduced
into the calculation structure after the design of the TIM.
This occurs iteratively provided that the nominal voltage
of the stator winding U,y is reached.

The initial current value for the first iteration is the
design value of the magnetizing component of the stator
winding current /;,, which is equal to 5.65 A.

After calculating the magnetic field, the time
function of the MFL (11) and then the EMF (12) are
determined using the above method, for which the first
harmonic is isolated and used, namely, for the EMF — its
effective value Ej; (15) and the initial phase y,; (14).

This is enough to determine the phase voltage
complex in symbolic form according to the voltage
balance equation in the stator phase winding circuit.

gs =-Eg+ QRS +Qscdif +gsqfh > (17

where the complexes are applied: EMF E :Ele”@1 ;

voltage drop across the active resistance of the stator
winding U, =Rl and on the inductive resistances of

its differential U dif = JXsql,,and frontal

Usom = JXsmL, scattering (the inductive resistance of

the slot scattering is already taken into account in the
EMF E  due to the definition of the full MFL of the

stator winding (5) within its active part along the length of
the TIM cores); the stator winding current complex has
the form I,=I;, due to the fact that a zero initial phase is
assumed for it.

After determining the voltage at the current iteration,
the magnetizing current at the next iteration is corrected
by linear interpolation, and everything is repeated until
the voltage deviation dU; from its nominal value is
reduced to the permissible level. The course of the
iterative process is illustrated in Table 7, where n; is the
iteration number.

Table 7
Changes in magnetizing current in the iterative process of
bringing the voltage to the nominal value

n; I, A U,V dU, vV
0 5,65 240,9 20,86
1 5,16 224 4,01
2 5,05 2212 1,25
3 4,99 219,9 0,06
4 4,99 220 0

In this example, it is clear that at the design value of
the magnetizing current, the voltage deviates quite
significantly from the nominal, which is a consequence of
the use of magnetic calculation based on the theory of
magnetic circuits in the design. But the iterative process
showed that to operate with the nominal voltage, and
therefore with the corresponding saturation of the TIM
magnetic core, the magnetizing current should be 4.99 A.
This is the value of I, that is used for further calculations
of the test TIM in the IIM and determining its DLR.

As a result of further calculations and harmonic
analysis of the angular functions of the MFL and EMF on
the period, the following calculated data are obtained:
amplitude and initial phase of the first harmonic of the
MFL ¥,,= 0.9640 Wb; v,,,=0; effective value and initial
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phase of the same harmonic of the EMF E; = 214.1 V;
Yel= -90°,

The harmonic composition of these quantities in
relative units (p.u. is given in Table 8 (the value of their
first harmonics is taken as the basis), and the allowed
number of harmonics N, was 9.

Table 8
Harmonics composition of MFL and EMF
v — 1 3 5 7 9
Y, | p-u. | 1,000 | 0,0047 | 0,0017 | 0,0010 | 0,0009
E, | pu.| 1,000 | 0,0141 | 0,0087 | 0,0070 | 0,0078
E, | V | 2141 3,02 1,87 1,51 1,68

In general, the harmonic composition is estimated by
the distortion factor (using the example of EMF)

Ng
2
ddisth z Emv Eml > (18)
v=1

which for the functions of MFL and EMF received the
corresponding values: dgjn,= 1.0000; dyisiz=1.0002.

Taking into account the entire determined harmonic
composition, the equivalent effective value of the phase
EMEF of the stator winding is found

(19)

as well as differential EMF, which consists only of higher
harmonics,

Esdi = (20)

The last EMF allows to determine the desired
differential inductive resistance of the stator phase
winding:

Esqir
X Sdif = 7 .

N

e2y)

Calculations using (19)—(21) gave the following
results: E,=214.2 V; Egy;r=4.21 V; X40=0.84 Q.

If we compare the obtained differential inductive
resistance X, = 0.84 Q with its design value X, = 0.893
from Table 5, we can think about the closeness of the two
calculation options.

But this is until similar calculations have been
performed for all planned TIM options (Table 1): all the
results obtained are given in Table 9, where for different
options, according to their data, the number of available
harmonics N, was 9 or 11.

Table 9
Differential parameters of TIM obtained by a single numerical-
field calculation of the magnetic field

In relation to the data in Table 9, we note that the
distortion coefficients are within the limits: d;,,~1.0000—
1.0002; dy:z=1.0000-1.0023, 1i.e. the -corresponding
angular functions of the MFL and EMF, as in Fig. 4, are
close to their first harmonics. This is also evidenced by
the closeness of the values of E,; and E,.

As for the main quantity considered here, i.e. the
differential leakage reactance, its values X,; Ta X
obtained by different methods in Table 5 and 9, can be
both close and significantly diverge.

This indicates the absence of strict determinism of
the empirical formula (1) and a number of coefficients
included in it.

At the same time, the numerical-field method does
not have such drawbacks, because it has fewer weighty
conventions and assumptions. But in the considered
form, it also has a serious drawback, namely — a small
number of harmonics, which is associated with a limited
number of calculation positions (see Fig. 3) due to the
available number of stator slots at two pole steps, that is,
at the period of the MFL and EMF functions.

To solve the identified problem, it is necessary to
involve a more accurate calculation method. And as such,
the numerical-field method is again adopted, but one that
allows you to involve the desired number of calculation
positions and, accordingly, the number of harmonics in
the calculations.

The long-term method of forming the time
functions of the MFL and EMF is appropriate at the final
stage of numerical field studies of the DLR.

In this case, the time function of the MFL of the
stator winding is considered directly without its previous
angular function.

To obtain the time function of the MFL, multi-
position calculations of the magnetic field are performed
alternately, as shown in [25, 27], for a time series with a
step At:

t=NAt (k-1); k=1,2,...K, (22)
where K is the number of positions that allows forming a
time function at a given time interval.

Substituting these values of #; into (4), we obtain
the corresponding changes in the stator phase currents is
and their wave, which moves in angular Aa=Q-At,
where Q=2mnf/p is the already mentioned angular
velocity of the rotating magnetic field.

The calculation of the stator currents (4) at given
moments of time (22), as well as the calculation and
collection of the MFL values (5) were performed
automatically during the operation of the FEMM code
using the already mentioned program in the Lua
language.

In this case, the magnetic field rotates, and the phase
zones for collecting MFL values are stationary, which is
partially shown in Fig. 5.

As before, the phase zones were selected for phase
winding A4 (see Fig. 1), but in the order that explains Fig. 6.

P N _|P Isa \Pml E.Yl Es Evil[ XYLIt/_
kW [-] A Wb \ \ \ Q
1] 2,56 | 09747 | 216,5 | 216,5 1,99 | 0,78
4 [2]3,84 | 09700 | 2155 | 215,7 | 10,16 | 2,65
3] 6,34 | 09691 215,3 | 215,8 | 14,54 | 2,29
11439 ] 09749 | 216,6 | 216,6 1,99 | 045
7,5 (2] 499 | 09640 | 214,1 | 214,2 4,21 0,84
317,99 | 0,9694 | 2153 | 2156 | 10,01 | 1,25
11595 | 09723 | 2160 | 2160 | 2,05 | 0,34
11 |2 7,17 | 0,9655 | 214,5 | 2145 4,25 | 0,59
319,06 | 09658 | 214,6 | 214,6 6,33 | 0,70
14
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Fig. 5. Pictures of the rotating magnetic field of the stator
winding at fixed moments of time:
t,=0; 6,=0.1T; t,=0.2T; t,=0.3T, ts=0.4T; tc~=0.5T

Fig. 6. Selection of phase zones of the stator winding to obtain
the MFL of the stator phase winding

First, phase zones with a conditional positive current
direction +iy, are distinguished and their MFL W, is
obtained, then phase zones with a conditional negative
current direction -i4 are distinguished and their MFL W .
is obtained.

As a result, a time discrete function of the MFL of
the phase winding of the TIM stator at specific moments
of time with a change in their number £ is obtained:

\Ps,k = \PiSJr,k _\Pi k> tk,' k= 1, 2, 3,K (23)

S—,

Then everything happens as in the previous
calculation method, that is, according to (10)—(15),
starting with the harmonic expansion of the discrete time
function (23) instead of the similar function (9).

It is determined that it is enough to step by step (22)
pass one pole step of the TIM 1, which will correspond to
half the period T of the time function of the MFL W(¢) and
the calculation zone (in degrees):

o, =360°/2p, (24)
and in the test four-pole TIM a, = 90° specifically turns
out.

To justify a sufficient number of calculated positions
K, comparative calculations were performed at different
values of K. Thus, it was determined that the value of
K =27 is sufficient, and then the angular step (in degrees):

Ao =oa,/ K=3.333° (25)

This provides a satisfactory detailing of time
functions of type (23). At the same time, the calculation
time for one TIM on a sufficiently high-level computer
lasted about 1 hour.

The obtained time function of the stator phase
winding is shown in Fig. 7: in the first half of the period,
this is what was obtained by calculation, in the second

half, the full period is drawn for clarity under the
condition of semi-periodic asymmetry of type (16). With
the selected number of points, the graph of the MFL
function looks quite smooth (unlike the similar function
in Fig. 5), and the number of its harmonic components
can be taken up to N, = 27, which corresponds to the
number of points in half the period.

To analyze the MFL function, it was decomposed
into a harmonic series similar to (11), and then a
transition was made to the EMF harmonic series (12). The
values of the amplitudes of the EMF harmonics in p.u.
and their corresponding effective values in absolute terms
are given in Table 10, but only up to the 19th harmonic
out of 27 possible, because the higher harmonics were
then negligible.

Calculations using (19)—(21) gave the results:
Es: 2154 V, Esdif: 4.59 V, vadif’: 0.92 Q.

Fig. 7. Time function of the MFL of the phase winding
of the TIM stator
Table 10
Harmonic composition of the stator winding EMF
v — 1 3 5 7 9
E, | pu. | 1,000 | 0,0144 | 0,0155 | 0,0020 | 0,0011
E, | V | 2153 3,10 3,33 0,43 0,25
v - 11 13 15 17 19
E, | pu — 0,0012 | 0,0006 | 0,0000 | 0,0005
E, | V | 004 0,26 0,14 0,09 0,11

These results are again quite close to those obtained by
other calculation methods (X,,;r = 0.84 Q, X, = 0.893 Q),
although they differ from them, with a discrepancy of X,
0f 9.5 %.

But the same closeness of the results by comparative
calculation methods is not maintained for other TIM
variants, for which the results are summarized in Table 11.

Table 11
Differential parameters of different TIMs obtained by multiple
numerical-field calculations of the rotating magnetic field

PN p Iso \Pml Esl Es Ezﬁf XSM
kW |-| A Wb \Y \ \ Q
11256 | 09818 | 218,1 | 218,2 5,51 2,15
4 [2]3,84] 09815 | 218,0 | 2182 | 7,93 | 2,07
31634 ] 0969 | 2154 | 2159 | 14,67 | 2,31
11439 ] 09819 | 218,1 | 218,2 5,53 1,26
7,5 121499 | 09692 | 2153 | 2154 | 4,59 0,92
31799 | 09717 | 2159 | 216,1 | 10,17 | 1,27
11595 ] 09791 217,5 | 217,6 5,28 0,89
11 (2] 7,17 | 09712 | 215,7 | 215,8 4,71 0,66
319,06 | 09703 | 2155 | 215,6 6,46 0,71

Now we can compare the main calculation results
for all TIM variants obtained by three different methods,
which is done by the values of the differential inductive
resistance of the TIM stator winding by collecting their
values from Tables 5, 8, 11 to Table 12.
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This table indicates: M1 — design data according to
the standard method; M2 — data using a single numerical
field calculation based on the angular functions of the
MPZ; M3 — data using multi-position numerical field
calculations based on the time functions of the MFL.

Table 12
Comparison of differential reactances of TIM obtained by
different calculation methods

Calculation method Ml M2 M3
Py p L, Xoa Xair Xoair |
kW - A Q Q Q

1 2,56 0,654 0,78 2,15
4 2 3,84 0,871 2,65 2,07
3 6,34 0,437 2,29 2,31
1 4,39 0,441 0,45 1,26
7,5 2 4,99 0,893 0,84 0,92
3 7,99 0,390 1,25 1,27
1 5,95 0,383 0,34 0,89
11 2 7,17 0,626 0,59 0,66
3 9,06 0,410 0,70 0,71

Recall that for the M2 method, only 9 or 11
calculation points and the same number of harmonics was
used, for the M3 method - 27 points, but it was even
possible to limit ourselves to a smaller number.

The discrepancy between the values of X,y and Xz
by the M1 and M3 methods is impressive and excessively
large in the majority of TIMs, which indicates the
limitations of the classical method for calculating the
differential reactance of the TIM stator winding. The
same applies to the M2 calculation method in two-pole
TIM variants.

The rather close correlation of the results of classical
and numerical-field calculations for the basic TIM variant
can be explained by the fact that in the methodology [1]
the coefficients recommended for (1) were adapted
specifically for this variant, but, unfortunately, they have
not become universal for other TIM variants and still
mislead their designers.

Upon completion of the studies of the differential
parameters of the TIM when its magnetic system is
saturated according to the nominal operating mode,
calculated estimates of the effect of saturation on these
parameters were made using the example of the basic
TIM variant.

First of all, an example of a TIM with a completely
unsaturated magnetic system was considered. For this, in the
IIM, the current [, was set to 1 A, and multi-position
numerical field calculations were performed based on the
time function of the MFL (23). The results of the
calculations are given in the corresponding row of Table 13.

Table 13
Assessment of the effect of saturation of the TIM magnetic
system on the differential reactance of the stator winding

To assess the saturation level of the magnetic
system, the table provides the averaged values obtained
for the sections of the magnetic core: B, , B,., — magnetic
flux density in the stator and rotor teeth; W, W., —
relative magnetic permeability in them (in the backs of
the stator and rotor cores, the values of similar values
were W, = 5200; W, = 4920).

The very weak saturation (or its absence) is also
confirmed by the value of the phase EMF E,, which
turned out to be much lower than the nominal voltage of
the TIM. As a result, the differential EMF E; and,
accordingly, the DLR of the stator winding X
compared to the nominal saturation mode (see Table 12)
almost did not appear.

The studies were continued at saturation levels of
the magnetic core from the nominal to the one that can be
at the start of the TIM. But in this case, it was necessary
to take into account that with increased slips of the TIM
from critical to 1, the stator and rotor currents
simultaneously increase, and the voltage remains
unchanged. Therefore, with increasing currents, the
voltage drops on the active and reactive resistances of the
windings increase, and the EMF has a reduced share. In
proportion to the EMF, the main magnetic flux decreases
and, accordingly, the value of the magnetic induction in
the magnetic circuit.

The distribution of the magnetic field in the
magnetic circuit in such a case and the level of its
saturation require a careful analysis, which is difficult to
conduct in detail within the framework of this article, and
this can be performed and published separately.

In order to preliminarily assess how much such an
analysis will give significant results and makes sense to
perform, some conventions were adopted when
calculating the magnetic field of the stator winding to
determine the DLR.

Namely, that the saturation of the backs of the
stator and rotor cores also maintains its level, as in the
nominal mode. In fact, taking into account the remarks
made, the saturation will be much lower, but this is not
of principle, because even with a completely unsaturated
magnetic core, the DLR does not differ very much from
the results at nominal saturation. But the teeth of these
cores saturate very strongly due to a significant increase
in the magnetic fields of the slot and differential
scattering, as explained in [2].

These assumptions provided the basis for organizing
an artificial mode of calculating the DLR with strong
saturation of the tooth portion of the TIM magnetic
system.

Specifically, for the estimated calculations of the
DLR with increased slips, the relative magnetic
permeabilities in the backs of the stator and rotor cores
were taken W, = 1256; p,.,. = 3666 and they did not
change when calculating the magnetic field. At the same
time, the magnetic permeabilities in the core teeth were
determined by the FEMM code as is customary in the
process of such calculations.

The results of calculations of the specified variants
of the TIM magnetic circuit are summarized in Table 13
at the specified values of the [, current from 5 to 50 A.
The data on the differential parameters at a value of 5 A

Isa B rts B ntr Mot Moo Er E dif X@L
A T T p.u. p.u. \ \ Q

1 | 0,44 | 0,38 | 2500 | 2490 | 48 | 0,04 | 0,04

5 | 1,84 | 1,61 | 787 | 1265 | 208 | 4,38 | 0,88
551 1,89 | 1,70 530 1010 | 224 | 7,05 1,28

6 1,96 | 1,78 414 835 | 238 | 10,1 1,68
10 | 2,21 | 2,06 132 265 302 | 36,7 | 3,67
15 | 2,30 | 220 | 64 | 238 | 339 | 59,7 | 3,98
50 | 2,36 | 2,28 | 29 77 | 369 | 83,5 | 3,34
16
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in principle correspond to the data in Table 11 at the
standard operation of the FEMM code in the 1IM of the
TIM mode at current of 4.99 A.

The level of further saturation growth is reflected by
the given averaged values of magnetic induction and
relative magnetic permeability in the teeth of the stator
and rotor cores. At the same time, the differential
parameters of the TIM (EMF and DLR) increase
significantly, which is associated with the redistribution
of the magnetic field in the gap between the stator and
rotor cores with an increase in the saturation of their teeth.
And because of this, the higher harmonic components of
the MFL and EMF of the stator winding increase
significantly.

It can be seen from Table 13 that with an increase in
current in the stator winding, the rate of DLR growth
slows down compared to the increase in current, and even
in the case of oversaturation of the teeth, this reactance
reaches a maximum and even begins to decrease.

Conclusions.

1. In the system of design and theoretical research of
TIMs, a significant place is given to the leakage
reactances of their windings. They are determined on the
basis of the theory of magnetic circuits, which in the
conditions of complex tooth-and-groove structures does
not guarantee the desired accuracy of calculations. This
especially applies to the differential leakage reactance of
the stator winding, the determination of which requires a
detailed calculation of the magnetic field in the gap
between the stator and rotor cores, and a harmonic
analysis of the EMFs of this winding induced by it.

2.1t is shown that in the current classical methods of
designing DLR, they are determined by a simplified
formula with the addition of a number of coefficients,
tabular and graphical dependencies. As a result, not only
is the physical and mathematical meaning of DLR lost,
but even the accuracy of its calculation is difficult to
assess. Therefore, verification of the calculation results by
classical methods is relevant, and in modern conditions
this can be done on the basis of numerical methods for
calculating magnetic fields by available software
complexes and the accompanying harmonic analysis.

3. The absence of such studies is explained by their
complexity and significant labor intensity, which is
practically impossible to carry out in the «manual» mode.
Therefore, to overcome the problems of calculations, an
automated software complex was created in the form of a
single Lua script, which provides a physically transparent
path to the DLR, which runs through the design of the
TIM of its physical and geometric model in the FEMM
software environment, control of magnetic field
calculations, determination of the time functions of the
MFL and EMF and their harmonic analysis.

4. Comparison of the results of classical and
numerical-field calculations of DLR using the FEMM
code showed their large discrepancy, which is attributed
to the above-mentioned conventions and assumptions of
the first. But the second option is devoid of the
shortcomings of the first due to the fact that it takes into
account the dimensions of the TIM structures, the
saturation of the magnetic core and the physical and
mathematical essence of the parameters and quantities

under consideration. To exclude the randomness of the
assessment, the computational analysis was performed for
nine common TIM options, designed using a single
classical method with varying their power and number of
poles.

5. It was found that the DLR of the TIM stator winding
significantly depends on the saturation level of its
magnetic system, increasing with increasing saturation of
the tooth zone. If we take a completely unsaturated
system, then in the stator winding there remains
practically only the first harmonic of the EMF, and
differential scattering becomes insignificant. The classical
method does not focus on this and provides a universal
formula for calculating the DLR.

6. The conducted studies have shown that numerical-
field calculations of differential parameters of the TIM
stator winding are universal, therefore they can be
proposed for similar calculations for both the stator and
the rotor of various AC electric machines. Moreover,
given the software implementation based on the FEMM
code and the Lua script, such calculations can be built
into automated design methods for these machines.
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Brushless DC motor drive with optimal fractional-order sliding-mode control
based on a genetic algorithm

Introduction. Brushless DC (BLDC) motor is a type of permanent magnet synchronous motor that operates without brushes
employed in many applications owing to its efficiency and control in electric cars. One of the main reasons BLDC motors are better
than brushed DC motors is that they employ an electronic commutation circuit instead of a mechanical one. The fractional order
sliding mode controller (FOSMC) was used, which is characterized by high durability and is not affected by the disturbances that the
motor is exposed to during operation, as well as overcoming the chattering phenomenon present in the conventional sliding mode
controller (CSMC). The novelty of the proposed work consists of to use FOSMC by genetic algorithm (GA) to mitigate the chattering
phenomena in sliding mode control (SMC) for optimal response for speed control and regeneration braking control in BLDC motor
by using single stage by voltage source inverter and decrease energy use during motor starting. Purpose. Improvement FOSMC
techniques for the regulation of BLDC motor’s driving control system. Methods. Employing the GA to optimize the parameters of
FOSMC to mitigate the chattering phenomenon in SMC to regulate BLDC motor’s driving control system. Results. A comparison
was made between two types of sliding controllers to obtain the best performance of the control system in speed control operations
and motor braking operations, the FOSMC, through parameter optimization via the GA, surpasses the CSMC in achieving optimal
performance in driving the BLDC motor. Practical value. FOSMC exhibits superiority over the CSMC, as indicated by the reduced
integral time absolute error in motor speed tracking and regenerative brake control, with values of (0.028, 0.046, and 0.075) for the
FOSMC, in contrast to (2.72, 1.56, and 0.17) for the CSMC, the overshoot for FOSMC is (0, 0, and 11.4), but for CSMC it is (60.4,
43.7, and 11.2). During braking mode for FOSMC, the power recovery from the motor to the battery was (1.96, 9, and 17.76), but in
CSMC, it was (0.99, 4.49, and 11.98). Moreover, the braking length was expedited, and the battery’s initial power consumption
diminished at the outset. References 32, tables 5, figures 6.

Key words: fractional order sliding mode control, brushless DC motor, genetic algorithm, sliding mode controller.

Bcemyn. beswjimkosuil 0sueyn nocmitinoeo cmpymy (BLDC) — ye mun cuHXpoHHO20 08U2YHA 3 ROCMEUHUM MACHIMOM, SKUll npayioc 6e3
WIMOK i 8UKOPUCMOBYIOMbCA 6 DA2ambox chepax 3aCmocy8anHs 3a805KU CE0Ill eheKMUSHOCMI ma KOHMPOMO 8 eleKmpomMoOiiax.
Oona 3 eonosnux npuyun, yomy BLDC oOsucynu kpawji 3a wjimxogi O08ucyHu NOCMIUHO20 CMpYyMY, NOAA2AE 6 MOMY, WO 60HU
BUKOPUCTNOBYIOMb eNeKMPOHHY cXeMy KoMymayii 3amicms mexaniunoi. Bukopucmosysagcs konmponep pexcumy Ko83anHsa 0poboeo2o
nopaoky (FOSMC), axuii Xxapakmepusyemucs GUCOKOI0 008208IUHICINIO MA He 3ANedHCUmb 6i0 30ypedb, AKUM NI00AEMbCs 08U2YH nio uac
pobomu, a maxodc nooonag seuwe Gibpayii, npucymue y 36uuaiinomy kKowmponepi pedcumy koezanna (CSMC). Hoeusna
3anpononosanoi’ pobomu nonseae y suxopucmanni FOSMC 3a donomozoio cenemuunozo ancopummy (GA) ona nom axuienns saeuwa
siopayii 6 ynpaeninti pesicumom xoszanist (SMC) ons onmumanshoi peakyii 0151 Kepy8anHs WUOKICIIO Ma Kepy8aHHs peceHepayiiHuM
eanvmyeannsim y BLDC 0sueyHi 3a 00nomo2or0 00HOCMYRIHYAmMOo20 tHeepmopa 0dcependa Hanpyau i 3MEeHWUMU COXCUBAHHS eHepeii nio
uac 3anycky osucyna. Ilpusnauenns. Yoockonanenns memooie FOSMC ona pecymosanna cucmemu xepyéauus npueodom BLDC
osueyna. Memoou. Buxopucmanus GA ons onmumizayii napamempie FOSMC ona nom’saxwenna asuwa eiopayii ¢ SMC ona
peayniogants cucmemu Kepysauus npusooom BLDC oeucyna. Pesynemamu. [Ipogedeno nopieHAHHA Midc 080MA MUNAMU KOB3HUX
KOHMpOoepie 0151 OMPUMAHHS HAUKPAWOi npOOYKMUBHOCHI CUCeMU KepYBaHHs 8 Onepayiax pe2yioeanis weuoKkocmi ma onepayit
eanomyeanna ogueyna. FOSMC, 3aeosxu onmumizayii napamempie uepesz GA, nepeseputye CSMC y Oocsienenni onmumansHoi
npodykmugrocmi 6 kepyeanni BLDC osucynom. Ipakmuuna yinnicme. FOSMC oemoncmpye nepesacy nao CSMC, na wo exasye
3MeHWeRa abcoIomua NOXUOKA iIHMeZPaIbHO0 Yacy Y GIOCMENHCEH T WBUOKOCMI 08USYHA MA YNPAGNIHHI DEKYNepAMmUSHUM 2albMOM 3i
suauennsmu (0,028, 0,046 i 0,075) ons FOSMC, na iominy 6io (2,72, 1,56 i 0,17) ons CSMC, nepesuwenns onss FOSMC cmanosumo
(0, 0i 11.4), ane ona CSMC ye (60.4, 43.7 i 11.2). I1i0 uac pesrcumy eanomysanns ona FOSMC eionoenents nomysxcrHocmi 6io0 08ueyHa
0o bamapei oyno (1,96, 9i 17,76), ane 6 CSMC 6ono 6yno (0,99, 4,49 i 11,98). Kpim mozo, dosoxcuna 2anvmysanta Oyia npuckopeua, a
N0YamKo8e eHepeoCnoNCUBAnHs bamapei smenwunoca Ha noyamxy. bion. 32, Tadn. 5, puc. 6.

Kniouogi crnosa: kepyBaHHSI KOB3HHM PesKHMOM /IP000OBOro NMopsiaKy, 0e3IiTKOBUIi ABUTYH NMOCTiiiHOro cTPyMy, reHeTHYHUI
AJIrOPUTM, KOHTPOJIep KOB3HOTO PesKUMY.

Introduction. Brushless DC (BLDC) motor is
widely used among the several permanent magnet
synchronous motors (PMSMs) due to its enhanced
efficiency and control in electric vehicles [1]. Recent
trends indicate that BLDC motor technologies are utilized
for variable-speed drives in global industrial applications
and electric vehicles etc [2, 3]. PMSM characterized by a
sinusoidal back electromagnetic force (EMF) waveform,
is 15 % less efficient than a BLDC motor [4]. The flux
distribution is the main differentiator between the PMSM
and the BLDC motor. BLDC motor is a type of PMSM
that is identified by a trapezoidal back-EMF waveform
[5]. In contrast, BLDC motors have many benefits over
brushed DC motors, including quiet operation, reduced
size and weight, increased service life, reduced
maintenance needs, a large torque capacity, reduced size
and weight and improved dependability and efficiency

[6]. The electronic commutation circuit, which takes the
place of the mechanical commutated in brushed DC
motors, is the source of BLDC motors’ advantages. As a
result, BLDC motors are currently the industry standard
[7]. BLDC motor uses an electronic commutation
technique instead of employing brushes [8]. Sliding mode
control (SMC) has become known as a robust control
technique that ensures superior tracking performance
despite internal parameter fluctuations and external
disruptions [9, 10]. Aside from that, SMC’s notable
attributes  include its exceptional accuracy and
straightforwardness. BLDC motors are only one example
of the several machine kinds that have benefited from
SMC’s widespread use and effective implementation [11].
The use of SMC for BLDC motor speed control is the
main topic of this paper.
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The goal of the paper is to use FOSMC by genetic
algorithm (GA) to mitigate the chattering phenomena in
SMC for optimal response for speed control and
regeneration braking control in BLDC motor by using
single stage by voltage source inverter.

Review of the literature. Several speed control
structures are suggested for regulating BLDC motors,
encompassing PID controllers [12, 13], fuzzy logic
controllers, sliding mode controllers, fractional order
sliding mode controllers (FOSMC) and additional
controller types [14]. Numerous researchers are engaged
in this domain, employing metaheuristic algorithms to
determine optimal values for these controllers. In [15] the
researchers devised an adaptive integer sliding controller,
which demonstrated superior performance to the
conventional integer sliding controller regarding
variations in reference speeds and motor load changes.
Using a variable slope sliding mode observer (SMO), the
study [16] presents a way to control the speed of a high-
speed BLDC motor in a hand-stick Hoover cleaner. For
irrational BLDC motor estimations, the SMO based on
the signum function works wonders. The work [17]
utilises the Dragonfly Algorithm (DA) to identify optimal
configurations for the PI and SMC parameters. To
optimise the controllers, simulation findings indicate that
the DA-based SMC surpasses the optimised PI controller
and SMC. The study [18] presents the design and use of
the FOSMC to the quadrotor to demonstrate its fractional
behaviour in response to disturbances. Additionally, to
evaluate the FOSMC, the integer-order SMC (IOSMC)
has been executed on the quadrotor for identical routes to
regulate this unstable system. The experimental results
indicate that the FOSMC exhibits reduced trajectory
tracking error with minimal variations when following
inclined circular and zigzag paths. In contrast, the IOSMC
has more tracking errors and increased overshoot and
undershoot. The work [19] compares the conventional PI
controller and a sliding mode controller for closed-loop
speed regulation of a BLDC motor. The results
demonstrate that the SMC surpasses the PID controller.
The study [20] examines the regenerative braking of a
BLDC motor for electric vehicle applications using PI
controller. The paper [21] a predictive senseless driving
system based on SMO for a BLDC motor with
regenerative capabilities in electric vehicle applications is
given. The rotor speed and location calculation by SMO is
highly precise and resilient under fluctuating solar
insulation. This paper thoroughly analyses diverse control
techniques aimed at reducing torque ripples in BLDC
motors for electric vehicles, rigorously analyzed for their
functionality and control methodologies, using the SMC
controller employed for motor regulation [22].

Mathematical model of BLDC motor. BLDC motor
regulates the currents flowing through the armature with the
use of position sensors and an inverter (Fig. 1). Its
streamlined size, high efficiency, dependability, quiet
operation, and low maintenance requirements make it
excellent for use in industrial applications. There are several
configurations of BLDC motors; however, the three-phase
variant is the most popular because to its fast speed and little
torque ripple [23]. It is driven by a six-switch inverter,
whereby two phases operate concurrently during each

control step, while the third phase is deactivated. Pulses
Sy, ..., Sg) generated at 60 electrical degree intervals control
these switches from the 120-degree-displaced Hall effect
position sensor signals (H,, H,, H;). Using a sequence of
Hall effect sensors and transistors, the rotor’s evolution may
be switched between 0 and 360° in angular position, as
detailed in Table 1 [24].

FOSMC Speed Control

Fig. 1. The control drive for BLDC motor
Table 1
The sequence of switching utilizing Hall effect outcomes

Angle, Cvel Hall sensors Phase current Switch
deg. | Y°°| (H, H),H) iy iy 1) active
0-60 1 (1,0, 1) (+DC, -DC, off) | T\-T,

60-120 | 2 (1,0,0) (+DC, off, -DC) | T,-T¢

120-180 | 3 (1,1,0) (off, +DC, -DC) | T5-T5

180-240 | 4 0,1, 0) (-DC, +DC, off) | T5-T>
240-300 5 0,1, 1) (=DC, off, +DC) | Ts-T,
300-360 | 6 0,0, 1) (off, -DC, +DC) | Ts-T,
The model of the BLDC motor is [24]:
di, /dt -R/L 0 0 o i,
diy, /dt 0 -R/L 0 0 i
= +
dw,,/dt 0 0 ~ksp/J 0|,
dé,, / dr 0 0 1 0] 6,
2/3L 1/3L 0
Vb —€
—13L 3L o | b T 0
+ Ve —€pe |5
0 0 l/J bc ~ ©bc
Te - Tl
0 0 0
i = ~{ig +1p)

where e, = e, — ey, e = €, — e, e, €, e. are the motor
back-EMFs; i, iy, i. are the stator phase currents; v,, v, v,
are the stator phase voltages; v, Vi, Ve, are the stator phase
to phase voltages; R, L are the resistance and inductance of
a stator phase; @, is the rotor speed; 6, is the mechanic
angle; k; is the friction constant; J is the rotor inertia;
T,, T, are the electromagnetic and load torque.

Improvements to BLDC drive control via sliding
mode controllers. SMC is an effectively recognized
control technique in the domain of electric drives. It is a
variable structure nonlinear discontinuous control method
distinguished by precision, resilience, and straightforward
implementation [25, 26]. The mathematical equation for
SMC is:

s(t) =e(t) + Ae(t) , )
where s(?) is the sliding surface for SMC; e(f) is the
difference between the reference speed and the actual
speed of the motor; Ade(?) is the rate of variation of the
error signal.

The current theory views chattering problems in SMC
as the main challenge to SMC’s recognition as a significant
theoretical advancement. Researchers have suggested
different methods for dealing with this issue (Fig. 2).
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Fig. 2. Techniques to mitigate the chattering phenomenon in CSMC [26]

Figure 2 shows that the FOSMC surface is used as a
nonlinear sliding surface design method in this study to
reduce chattering problems [27]. GA was employed to
improve the functionality of FOSMC by identifying the most
effective components for regulating motor speed and
breaking in all scenarios [28]. For speed mode the FOSMC is:

Boundary layer method

Fuzzy | |

Integral SMC

I N A

51(t)= Ky -|e(tlv1 -sign(e(t))+ de(t)/dt , 3)
braking mode the FOSMC is:
52 (¢) ="y -Je(t)"* -sign(e(t))+ de(r)/dt , 4)

where k, vy, k,, v, are the parameter of FOSMC tuning by GA.

Genetic  algorithm (GA). The evolutionary
algorithm known as a GA is based on the ideas of natural
selection and how the strongest individuals reproduce
[29]. GA has earned a stellar reputation as an optimization
method among its many real-world uses. GA generates
the optimal solution for several generations by randomly
populating the candidate solutions. GA uses a set of
genetic operators during its search procedure, including
mutation, selection and crossover [30]. GA was used in
this work to find the best elements for FOSMC in BLDC
motor speed control and braking operations. Table 2
explains the parameters of GA algorithm.

Table 3
Parameters of the BLDC motor

Parameters Value
Rated power P, kW 0.4712
Voltage V, V 400
Frequency f, Hz 50
Angular speed @,, rpm 1500
Stator resistance R, Q 0.0485
Stator self-inductance L,, mH 3.045
Magnetizing inductance L, H 0.1194
Inertia J, kg-m® 0.0027
Friction factor F, N-m-s 0.0004924
Number of pole pairs p 4

It implements an SMC with the proposed FOSMC
surface types, this is due to the chattering phenomena in
SMC. The proposed type was used to control the motor
speed (speed mode) and the braking motor (braking
mode) using the regeneration braking technique, when the
machine is under regenerative braking (RB), the motor
inverter transfers power from the DC-link side to the low-
voltage source known as back-EMF, much like a boost
converter. Whenever the top diodes of the voltage source
converter are operational, energy is returned to the battery
pack [31]. GA was used in both models to find the best
values for the FOSMC at a different reference speed
during the motor’s full load.

The power reinstated to the battery pack may be
calculated by assessing the DC bus voltage vpc i and
current i.. The average power restored during the RB
operation is calculated as

i
F=— JVDC—link (t) ibrake(t)d[ . (5)
Ty

Equation (5) is used to determine the average power

output generated by the drive when it is in RB mode [32].

Table 2
Selection of the settings for the GA Th'e performance Integral Time Absolute Error
Parameters Values (ITAE) index was used:
Crossover function Arithmetic !
Selection function Tournament size 4 ITAE = J‘t|e(l‘ldt . 6)
Scaling function Rank 0
Mutation rate 0.1 Table 4 explains the parameters of all modes of
Population size 20 (double vector) FOSMC by tuning GA.
and iteration number and 20 Table 4
Range of FOSMC tuning 0 < k=400, Tuning the FOSMC controller using GA
parameters &, v 0<v<5 7, tpm x, v o V) ITAE
The training process of the GA to find the best 500 38223 | 1.016 | 338.35 | 3.254 0.028
parameters for a FOSMC is shown in Fig. 3. 1000 | 296.019 | 1.155 | 69475 | 4431 0.046
g T ‘ ‘ L 1500 | 299.625 | 2.480 | 158.192 | 3.073 0.075
EO»O" T Table 5 compares between FOSMC and CSMC the
8 oos | N . . time response of the BLDC motor.
iz 007 L i Table 5
.. Comparison of FOSMC and SMC controllers at different reference
0061 G ’ speeds in terms of the time characteristics of the speed response
el 1 SMC | Speed Settling| E™" |Braking| P
L ™ PEC 1 overshoot | >° tling steady craking) Fower
0.04 \ controller | reference, time Ty, time 7, |recovery
\ speed, % state,
003 : type rpm ms % ms | P, W
OVOZO ; 2‘ ; ~‘1 4‘ 6 ; Itzraﬁoriﬂnul}’lnbl‘elr l"ﬁ 14 1‘4 1‘6 1‘7 I‘X l“) 20 >00 0 28 0 27 1.96
) T .. . ) FOSMC 1000 0 15 0 39.4 9
Fig. 3. Training the GA 1500 | 114 | 20 | 0 | 585 | 17.76
Simulation and results. This section shows the 500 60.4 6 0.4 38 0.99
simulation method for driving BLDC motor with SMC 1000 43.7 45 02 | 655 4.49
parameters from Table 3. 1500 11.2 21 0.2 | 88.33 11.98
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Figures 4-6 show the time response of the motor in the
case of speed control mode and braking mode for each figure
using 2 types of sliding controllers. The results show the
superiority of the FOSMC in the speed control process, in
addition to the fast braking process and less energy
consumption from the battery when starting the motor.

@, Tpm [—smc
——GA-FOSMC|

4

800
T00
600
500
400
300
200
100 -

+—>

Motor Mode

fs
0 005 001 015 02 025 03 035 04 045 05

8000 FP, W e PEMO) :
6000 - \——P(GA-FOSMC)| |
4000 3
2000 - ]
0 Vi
-2000 +
-4000 F S——
-6000 ! | | | s
0 005 01 005 02 025 03 035 04 045 05

Fig. 4. Response of BLDC by GA-FOSMC and CSMC
controllers: a — speed reference 500 rpm; b — battery power
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Conclusions. Fractional order sliding mode controller
(FOSMC) treats the chattering phenomena in conventional
sliding mode controller (CSMC) to optimally control the
speed and regenerative braking of the brushless DC motor
via the voltage source inverter circuit, where the firing
signal is generated using the pulse-width modulation
method. The comparison between the FOSMC and CSMC,
which includes several levels of speed references, and
using the genetic algorithm to find the best parameters of
the FOSMC through the results of the simulation turns out
the superior FOSMC over the CSMC where the lowest
integral time absolute error in tracking the motor speed
500, 1000 and 1500 rpm for the FOSMC (0.028, 0.046 and
0.075) respectively. The overshoot by FOSMC is (0 and
11.4), while in CSMC (60.4, 43.7, and 11.2). In braking
mode for FOSMC was the power recovery from motor to
battery (1.96, 9, and 17.76), while in CSMC, it was (0.99,
4.49, and 11.98). Furthermore, the braking duration was
quicker, and the initial power consumption from the battery
decreased at the starting.
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Ensuring service continuity in electric vehicles with vector control and linear quadratic
regulator for dual star induction motors

Introduction. In this paper, the use of a Linear Quadratic Regulator (LOR) to control a Dual Star Induction Motor (DSIM) powered by dual
three-level neutral point clamped inverters in electric vehicle (EV) propulsion systems is explored. Purpose. Ensuring both high
performance against parameter sensitivity and service continuity in the event of faults is challenging in EV propulsion systems. The aim is to
maximize both system performance and service continuity through the optimal design of the controller. Methods. DSIM is controlled by a
LOR, which is replaced the traditional PI controller in the field-oriented control (FOC) system for speed regulation. Starting with FOC the
optimal regulator is designed by introducing a minimization criterion into the Ricatti equation. The LOR control law is then employed as a
speed regulator to ensure precise regulation and optimize DSIM operation under various load and speed conditions. The avoidance of
linearization of the DSIM facilitates the exploitation of its true nonlinear dynamics. Novelty. Three tests are conducted to evaluate system
performance. A precision test by varying the reference speed and analyzing speed response, settling time, precision and overshoot, a
robustness test against parameter variations, assessing system robustness against changes in stator and rotor resistances and moment of
inertia, and a fault robustness test evaluating system robustness against faults such as phase faults while maintaining load torque. The
results show that this approach can keep the motor running smoothly even under parameter variations or degraded conditions. The
precision and adaptability of the LOR technique enhance the overall efficiency and stability of the DSIM, making it a highly viable solution
Jfor modern EVs. This robust performance against parameter variations and loads is essential in ensuring the reliability and longevity of EV
propulsion systems. Practical value. This approach holds significant potential for advancing EV technology, promising improved
performance and reliability in real-world applications. References 44, tables 2, figures 15.

Key words: dual star induction motor, linear quadratic regulator, neutral point clamped, electric vehicle, field-oriented control.

Bemyn. 'V yili cmammi 0ocaiodcyemscsi 6UKOpUCmanms niHitino2o keaopamuunozo peeyismopa (LOR) ons xepysanns acumxpoHHUM
d8u2yHoM i3 nooeitinoio 3ipkoro (DSIM), wo scusumscs 60 NOOGIIHUX MPUPIGHEBUX THEEPMOPIE 13 3aKPINICHHAM HEUMPAIbHOI MOYKU 8
cunosux cucmemax erekmpomooinie. Illpusnauenus. 3abesneuens sx 6UCOKOL RPOOYKMUGHOCH WOO0 YYMAUBOCHE 00 napamempis, max i
besnepepsHocmi pobomu 8 pasi HeCHpasHocmell € CKIAOHUM 3a80AHHAM OJiA CUTOBUX CUCIEM eNeKmpomooinie. Memoio € maxcumizayis sx
npoOOYKMUGHOCMI cucmemu, max i 6esnepepsHocmi 00Cy208y6anis 3a OONOMO2010 ONMUMANLHOI KOHCMpPYKYii Konmpoaepa. Memoou.
DSIM xepyemvca LOR, axuii 3amintoe mpaouyitinuii PI-konmponep y cucmemi opienmoganozco Ha noie kepyearta (FOC) ona pezynosanms
weuoxocmi. Houunarouu 3 FOC, onmumanshutl pe2yiamop po3poOnsemvcs uiaxom 66e0eHHs Kpumepiro MiHimizayii  pienanus Pixammi.
Tlomim 3axon xepysanns LOR @uxopucmogyemvcs Sk pecyisimop weuokocmi O 3a6e3nedents moyHo20 pe2yilo8ants ma Onmumizayii
pobomu DSIM 3a piznux ymoe nasanmagicenmsi ma wieuokocmi. Yuuxnenns nineapusayii DSIM nonezuiye guxopucmanis 1io2o cnpasicHboi
Heninitinoi ounamixu. Hoeusna. /[nsi oyinku npooykmueHoCmi cucmemu npogoosmvCsi mpu mecmu. Bunpobysanns na mouHicms wisxom
BMIHU eMANOHHOI WEUOKOCIE MA AHAIZY 6I0N0BI0T HA WEUOKICb, YACy 6CMAHOGIICHHS, MOYHOCME MA NepepeyO8anHtsl, 6UNPOOYEAHHs HA
cmitikicms w000 eapiayiii napamempie, OYiHIO8AHHA CIIIKOCMI CUCEMU W00 3MiH ONOpY CIamopa ma pomopa ma MoMeHmy inepyii, a
Maxodic mecm Ha CMIUKICMb 00 HeCnpagHocmell, o OYIHIOE CMIUKICIb cucmeMu npomu HecCnpagHocmetl, Makux K 3aMuKanHs @as,
30epiearouu MOMeHm HaeanmaicenHs. Pesynomamu noxasyiome, wo yeti nioxio moosce niompumysamu 6e3nepebitiny pobomy 0sucyHa
Hagimb 3a KOIUBaHb napamempis abo nozipuenux ymos. Tounicmo i adanmugnicmes mexriku LOR niosuwgyroms 3aeanvhy eghekmugHicms i
cmabinenicme DSIM, wo pobums tio2o Oyice Jcumme30amuum pilieHHIM O CYHacHUxX enekmpomooinie. Lla naditina poboma npomu
KOIUBAHb NAPaMempie i HABAHMAICEHb € BANICTUBOIO OJiA 3a0e3neyeHHs HAOIIHOCME Ma 0068206IYHOCHIL CUTIOBUX CUCIEM eleKmpOoMOOLS.
Ilpaxmuuna yinnicme. Llei nioxio mae 3naunuti nomenyian 015l 600CKOHANCHHs MEXHONO02I eNeKmpoMOOINié 3 MOUKU 30PY NOKPAWEHO!
npoOyKmueHocmi i HaditiHocmi y peanvhux npukiadax. bioin. 44, Tadm. 2, puc. 15.

Kniouosi cnosa: acHHXpPOHHUIA IBUTYH 3 NMOABiiiHOIO 3ipKol0, JiHIi{HO-KBaPATUYHMIT peryasATop, 3adikcoBaHa HeHTpaabHa
TOYKA, eJIeKTPOMOOi/Ib, KEPYBAHHS 3 OPi€HTALIEIO 32 MOJIEM.

Introduction. Preserving the environment is a top
priority in today’s world. Pollution and climate change
are forcing us to reconsider the way we travel. Electric
Vehicles (EVs) unquestionably represent an efficient
measure and a promising solution to this problem [1]. In
the world of EVs, the core of this technology lies in their
propulsion system, which separates it from combustion

.

BATTERY Inverter

BMS

J

Fig. 1. Powertrain of EV

vehicle. It contains [2] (Fig. 1):

e the battery, which is an energy storage unit that
powers the electric motor for vehicle propulsion. Often, EVs
are equipped with Battery Management System (BMS) that
supervise the performance of the battery and motor,
optimize energy efficiency, and ensure safe operation;

e the electric motor is responsible for converting electric
energy into mechanical energy to drive the vehicle’s wheels;

e the inverter is an electronic converter that controls
the direction and power of the electric current supplied to
the motor;

e the embedded control system, that control the inverter
state and hence the direction and the speed of the vehicle.

To control any AC motor, an essential step called
Field-Oriented Control (FOC) is used. FOC allows us to
decouple the electromagnetic torque from the flux, making
AC motors behave similarly to DC motors [3]. This
technique provides several advantages, including high
efficiency, better torque control at low speeds, smooth
operation, a wide speed range, and improved dynamic
response [4]. Nevertheless, FOC requires an estimator to
calculate angular velocity feedback for speed control [5].

Purpose. This paper aims to maximize the
performance of EVs by improving the powertrain of the
EV, and to do so a comparison between regulators such as
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Sliding Mode Control (SMC) regulator, Model Reference
Adaptive Control (MRAC) regulator and Linear Quadratic
Regulator (LQR) to choose the most appropriate one. In the
context of ensuring service continuity of EVs, it is essential
to choose an appropriate type of motors from the
commonly used types that are AC and DC motors.

Brushless (BLDC) motor. With the elimination of
brushes, the BLDC motor has emerged as a solution to the
old DC motor. This type of motor offers improved efficiency
and requires less maintenance [6, 7]. Additionally, it has the
ability to provide higher torque and power over a wide
operating range, compared to the older DC motor. However,
the BLDC motor has a relatively limited field weakening
capability. Furthermore, high speeds pose a safety risk due to
the potential for magnet breakage. They are also sensitive to
high temperatures, which affects the overall motor
performance [6, 8]. While the BLDC motor offers various
advantages as mentioned, it may not ensure service
continuity in the presence of motor faults, which make it
not the most suitable motor in this case.

Induction motor. The simple structure, high
reliability, robustness, reduced maintenance, low cost, and
operation even in adverse conditions are all advantages that
led Tesla Company to choose this type of motors for the
Tesla S model [6]. Additionally, these motors offer an
extended speed range through flux weakening in the constant
power zone, as well as absence of commutation and the
ability to recover energy during the braking phase [9, 10].

However, controlling this type of motor is also
challenging, as it requires precise balancing of slip
percentages and load quantity to ensure efficient operation
at all times [6]. Additionally, while losses increase at high
speeds, its efficiency decreases at both low and high speeds
[8]. Furthermore, if the critical synchronous speed is
reached, the motor may fail [11, 12]. In the context of
selecting more suitable motor for an electric car to ensure
continuous service, it appears that induction motors are
not the optimal choice for this scenario.

Dual Star Induction Motor (DSIM). The
robustness and low maintenance of the DSIM allow for
the gradual replacement of the induction motor in
industrial applications, even in high power scenarios such
as railway traction, marine propulsion [13—15]. This type
of motor consists of two windings with phases shifted by
30 electric degrees from each other, powered by a 6-phase
inverter or 2 inverters of 3 phases [16].

Among its advantages, one can also note a higher
torque density compared to traditional induction motors.
Additionally, the DSIM reduces harmonic content and
exhibits high reliability, allowing it to operate even in the
presence of faults on one or more phases of the motor [17,
18]. It also offers power segmentation, minimizing torque
ripple and rotor losses while reducing harmonic currents
[19]. However, controlling the DSIM is considered
complex, especially regarding achieving torque and flux
decoupling [16, 17]. Despite this drawback, this type of
motor is capable of operating under degraded conditions
[20, 21]. In comparison between BLDC, induction motor
and DSIM the last one stands out as the most suitable
option for EVs in most scenarios and, particularly in
ensuring service continuity.

Control methods. There are numerous control
techniques classified into 2 categories: classic techniques
and advanced techniques.

Starting with classical ones, the indirect and direct
(IFOC and FOC) was proposed for the first time by K.
Hasse in 1968 and Werner Leonard in 1971 [22], as a
replacement for classic correctors. Many researches have
focused on these 2 techniques [23-27], applying them to
different types of machines, and according to the results
obtained: FOC and IFOC control allow for control over
the machine’s flux and torque. They have a better effect
on suppressing high-order harmonics, reference tracking
with a good response time, and high precision in steady
state. However, they are sensitive to parametric variations,
and the transformation of variables is based on an
estimator, making it sensitive [28]. For the several
mentioned disadvantages, many researchers were proposed
such as SMC, MRAC and optimal control with LQR to
enhance FOC and mitigate high sensitivity to parameters
variations, and ensure fault tolerant control [29].

SMC is intended for systems with variable
structures because it is robust to parameter changes or
parameter uncertainty and total suppression of external
disturbances [30-32]. It provides also good reference
tracking with fast response time [33]. On one hand, high-
frequency switching causes chattering phenomenon which
significantly affects the overall system performance.
Additionally, it suffers from overshoot peaks and high
stabilization times. Finally, it does not guarantee good
performance in the presence of disturbances such as
sudden changes in reference speed [30, 34].

MRAC is used to control systems with variable
structures or unknown parameters [35, 36]. Many
research has been conducted on MRAC and applied to
various types of motors [37—40]. According to simulation
results, MRAC is robust against parameter uncertainties
such as stator and rotor resistance (R,, R,) and moment of
inertia (J) [41], as well as parameter changes [42], and
presents a good reference tracking and precision [37, 38,
40]. However, it suffers from high overshoot [42, 43],
complexity and heavy computational time of the
algorithms [41]. Real-time parameter updates lead to
oscillations in the response and influence the desired
dynamic response [43].

Optimal control. Thanks to its robustness, the LQR
control has been widely used in the industry, especially
from the 2000s to the present day [44]. It is based on
maximizing or minimizing a performance criterion
(depending on how the Hamiltonian is defined) [37].
Studies have already been conducted on the LQR control
[38, 39, 44], where simulation results have shown that
this technique offers high performance by eliminating the
gap in the state trajectory. It also allows for tracking the
reference with zero steady-state error in a settling time of
less than one second, and with minimal effort [39].
Carried out robustness testing against parameter
uncertainties and external disturbances, where the LQR
control showed very satisfactory performance, with
tolerance ranging from 30 % to 90 % uncertainty and
complete rejection of external disturbances.

However, the only inevitable issue when designing an
LQR controller for different dynamics lays in the systematic
determination of the parameters of the performance matrices
O and R [44]. Therefore, it can be said that optimal control
is a promising choice to control an EV.
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This contribution not only focuses on ensuring high
performance of the EV, but also on service continuity by
combining the advantages of the DSIM and LQR. By
leveraging the strengths of both LQR and the DSIM, such
as precise speed tracking, minimal overshoot and high
precision offered by LQR, along with the capability of
working with DSIM even under phase faults, this
approach ensures a seamless operation of the EV system,
maintaining superior performance and robustness in
various operating conditions.

Given the comparison above, the DSIM will be
controlled by a LQR, which will replace the traditional PI
controller in the FOC system for speed regulation.

Modeling of the DSIM. The stator consists of two
pairs of windings shifted by 30°, and a short-circuited
rotor as a classical
induction motor. The
spatial representation of
the windings of the DSIM
is illustrated on the Fig. 2,
where L,, L, are the rotor
and stator inductances, R,,
R, are the rotor and stator
resistances.

The dynamic of the DSIM
in the d-q reference can be
divided into three categories of equations.

1) Electric equations:

Vias1 = Rotigg + APy [dt — 0Dy

Fig. 2. Spatial representation
of the DSIM windings

Vis2 = Ryolgsn + d®ds2/dt - ws¢qs2;

Vqsl = Rsliqsl + dcpqsl/dt + 0Dy

: (1
Vqs2 = Rs2lq32 + d®qs2/dt + 0, Dys2;
0=Ryig, +d @y, [dt - (0, - o, o
0= Ryiy, +d@,, [di +(0; - 0, )Py,

where Vi, Vi, Vao, Vi are respectively the stator
voltages in the d-g axis; R, R, are the stator resistances;
Ly, Ly, are the stator inductances; iz, g1, las2, igs2 are the
components of the stator currents in the d-q axis; iy, i,
are the rotor currents in the d-g axis; @y, Pys1, Pusr, Dys2
are the components of the stator flux in the d-q axis; @,
@, are the rotor fluxes in the d-g axis; R, is the rotor
resistance; @, @, are the stator and rotor angular speeds.
2) Magnetic equations:

D51 = Lgiigs + Ly, (idsl +igg +igr );
D> = Lyigss + Loy liast +lasa +iay
Q)qsl = L.vliqsl + Lm iqsl + iqs2 + iqr

2

cDqu = Ls2iq32 + Lm (iqsl + iqu + iqr

Dy =L,ig. + Ly, (idsl +igso +igy );
Dy = Lyig + Lip\igs1 +igsn + igr

where L, is the rotor inductance; L, is the mutual
inductance.
3) Mechanical equations.
The electromagnetic torque is given as:
C

em = p(cpdsliqsl - (Dqslidsl + cDds2iq52 - CDquidSZ)o (3)
where p is the number of pole pairs.

The rotation dynamic is given as:
do 1
?zj(cem_cr_Fr"Q)s “
where (2 is the rotor angular speed; J is the moment of
inertia; C, is the load torque; F, is the friction coefficient.
Modeling of the three levels neutral point
clamped (NPC) inverter. Figure 3 illustrates a three-
level inverter. A multi-level inverter typically contains
(n—1) capacitors in the DC link, (n—1)(n-2) clamping
diodes, and 2(n—1) switches. Therefore, a three-level
inverter requires 2 balancing capacitors, 2 clamping
diodes, and 4 switches multiplied by 3 (number of
phases). This gives us a total of 6 diodes and 12 switches.
Table 1 summarizes the possible switching sequences.

Sat#s  Sb1-fs Sc1-4%
Lo 7 Sa2 k% ZE Sb2 % Sc2-1i%
A
)
EC
D Z%Saaﬁ}& Z‘XSb3H} TSC%EK
lc2
Sa4ﬁ}’]} Sb4 Hﬁ} 80445}

Fig. 3. Three phases three levels NPC inverter

Table 1
Possible sequences of three levels NPC inverter
K, Ky K Ky Vao
1 1 0 0 E2
0 1 1 0 0
0 0 1 1 —-E2

Optimal control by LQR. In this section, instead of
using PI regulator, the LQR will be used as a speed
regulator to ensure service continuity and robustness
against parameters variations. To accomplish this, several
steps will be taken, beginning with the general state space
representation of the DSIM:

ot
[(e)]=[C)-x(0))+ [D] [u(e)]

where [x(f)] is the state variable matrix, xeR"; [4] is the
state parameters matrix, 4eR""; [B] is the control matrix,
BeR™™; [u(f)] is the control vector, ueR™; [C] is the

observation matrix; [D] is the direct action matrix; [y(f)]
is the output matrix. While:

[x([)]:[¢d51 cDdsZ (Dqsl dquZ cDdr djqr

[u(t)] = [Vdsl Vasa Vqsl Vqu 0 O]T-
The optimality criterion can be expressed as:

j(u(t))zf;o[xT~Q~x+uT~R~u]dt. (6)
In the case there are constraints, to obtain the
optimal feedback coefficient, we must solve the following
Ricatti matrix equation:
AT .p+P-A-P-B-R"-BT-P+0=0. (7)
The introduction of the minimization criterion in
Ricatti equation make it as follows:
AT p+P-4-P-B-R BT .P+CcT.0.C=0. (8)
While:
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where:

o = Ler + Lm'le + Lr'le;
(250 Lm 'Lr + Lm 'Ls2 + Lr'LSZ;
¥= Ly L + LyL +2-LyeLy-Ly;
0=2-LyL,+L,L;+L,-Lg
LS = le = LSZ;
where L, is the magnetizing inductance.
The optimal gain can be expressed as:
K, =-R"B"-P. 9)
New optimal gain will be calculated starting from
Kop which will equal the sum of elements of K,

Klopt :ZKopt : (10)
The control law equal:
Uopt :_Klopt [X] (1)

As K, is defined, also U, will also be defined in

the same way:
Ulopt = zUopt : (12)
The optimal controller will be used in the control loop
as shown in Fig. 4, the global control scheme — in Fig. 5.

-

)

Fig. 4. Optimal control loop
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Fig. 5. LQR global regulation loop with FOC
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Simulation results. The simulation investigates into
the evaluation of the LQR implemented on a control
system of the DSIM. It includes 3 distinct tests.

Test 1. The precision in tracking reference speed,
settling time, and overshoot are examined to gauge the
regulator’s performance under different conditions.

Test 2. The regulator’s resilience against parameter
variations such as stator resistance, rotor resistance and
inertia under load torque conditions is tested, aiming to
ensure stable operation amidst the fluctuations that are
encountered in the real world.

Test 3. The simulation examines the regulator and
the DSIM robustness against phase disturbances for
enhancing its reliability in practical scenarios.

Through these meticulous assessments, valuable
insights are gained into the effectiveness and durability of
the LQR regulator in controlling the DSIM system across
diverse operating conditions in objective to ensure service
continuity and high performance against parameters
variations and external disturbances.

The parameters of the DSIM used in this study are
defined in Table 2.

Table 2
Parameters of the DSIM
Parameter Value Parameter Value
R, Q 3.72 L.H 0.006
R, Q 2.12 L, H 0.4092
L,H 0.022 J, kg-m® 0.0625
p 1 F, 0.001

Test 1. Speed tracking and disturbance rejection.
The motor is initiated with a reference speed @,,r= 200 rad/s
(Fig. 6). The response shows a settling time of 0.25 s, without
overshoot and a precision level of 99 %. At the moment of
0.5 s, the speed reference is transitioned to 300 rad/s.
Clearly, the system demonstrates the same stabilizing
time of 0.25 s, coupled with an absence of overshoot
(0 %) with a precision level of 99 %. These results
underscore the LQR regulator’s particular ability to
quickly and accurately track reference speed changes.

350 @, rad/s @, Oref
300
250 - wref /
200
150 1
100 -
50
0
t,s
250 . ; | |
0 0.2 04 0.6 0.8 1

Fig. 6. Performance evaluation of LQR regulator in tracking

The current curves are observed to be non-ideal
sinusoidal waveform and shifted by 120° (Fig. 7, 8). The
currents of the second stator are shifted by 30° from the first
stator. During the first 0.25 s, the currents undergo a transient
phase before stabilizing at a peak value of 29 A. Then, at
t = 0.5 s, the reference speed undergoes a sudden transition,
reaching 300 rad/s. This change in speed results in a change
in power, according to the relationship P = C,, Q2
Consequently, the currents also evolve, reaching a lower
peak value of 20 A in response to the change in speed.
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Fig. 8. Stator 2 currents

Figure 9 illustrates the response of the DSIM
controlled by an LQR regulator. Initially, the system starts
unloaded with a reference speed set to 150 rad/s. The
DSIM reaches this target speed rapidly, within 0.2 s,
achieving a precision of 99 %, with a resulting speed of
151.5 rad/s. At ¢t = 0.5 s, a resistant torque of 10 N-m is
applied, causing the speed to decrease to 148.8 rad/s.
When the load torque is removed at ¢ = 1 s, the speed
recovers to 151.5 rad/s. Despite these disturbances, the
DSIM demonstrates robust performance, maintaining a
response precision of 99 %.

180

, rad/s i ‘ Ory ,

160 [ 1 q
140} \—¢1

120 - 152
100 | 0 et

80

60 - 148

04 0.6 0.8 1
40 1
20 1
is

0

0 05 1 15
Fig. 9. Speed response of DSIM under load torque

Figure 10 shows that depicts the system’s response
when load torque is introduced at 0.5 s. DSIM promptly
generates an electromagnetic torque equal to load torque.
At t = 1 s, when the load torque is removed, the
electromagnetic torque returns to 0. The system
demonstrates a stabilization time of 0.1 s in both scenarios.
Notably, small ripples of approximately +8 N-m are
observed around the generated torque, indicating minor
fluctuations. This response highlights the DSIM’s ability to
swiftly adapt to load torque changes while maintaining
overall stability within a tight time frame.

250 CN T T
» NI Con —C,
200
150§
C
100 o
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Fig. 10. DSIM torque response to load torque introduction

Test 2. Parameter variations evaluation. The
simulation (Fig. 11-13) shows the response of the DSIM
controlled with LQR regulator under parameters variations
such as J, R, and R,. Initially, the motor operates with
parameters R, =3.72 Q, R, =2.12 Q and J = 0.0625 kg-mz.
When these parameters are multiplied by 1.5 at instant
t=0.5 s, the new values become R, = 5.58 QQ, R, =3.18 Q
and J = 0.09375 kg-mz. Then, at t =1 s, the parameters are
doubled, resulting in R, = 744 Q, R, = 424 Q and
J = 0.125 kg-m”. Despite these substantial variations, the
motor maintains stable performance in all scenarios. This
constancy demonstrates the robustness of LQR controller
against parametric changes, highlighting its ability to
effectively regulate the system and minimize deviations
from the set point, regardless of the conditions, thus
ensuring precise and stable control of the system in
changing conditions.

250
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Fig. 11. Motor response under moment of inertia variations
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Fig. 12. Motor response under stator resistance variations
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Test 3. Phase fault evaluation. In the final test phase,
the motor will start with a load torque 10 N-m, followed by
the introduction of a phase fault at 1.5 s (V, = 0), which
represents challenging conditions, with a speed reference
of 300 rad/s (Fig. 14). Despite the phase fault and the load
torque, one can see that the DSIM continues operating
with a speed value equal to 299 rad/s, ensuring service
continuity. Additionally, small ripples of approximately
+1 rad/s around the reference speed are observed,
highlighting the system’s ability to maintain stability even
under challenging and degraded conditions. The current in
the faulty phase (phase A) is shown in Fig. 15. Ideally, the
current in phase A should be 0, but due to interactions of
magnetic fluxes, a current is induced in phase A. This
phenomenon can be explained by mutual inductance,
where the changing magnetic field produced by currents

in other phases induces a current in the faulty phase.
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Fig. 15. Fault phase current 7,
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Conclusions. The evaluation of the Linear Quadratic
Regulator (LQR) applied to the dual star induction motor
system (DSIM) through a series of rigorous tests has yielded
promising results. In the precision test, the LQR regulator
showcased high accuracy in tracking reference speed changes
with zero overshoot and swift stabilization times, ensuring
precise control. Furthermore, the robustness test against
parameter variations demonstrated the regulator’s resilience,

maintaining stable motor performance even with doubled
stator and rotor resistances and inertia. Additionally, the
introduction of load torque displayed the system’s ability to
swiftly adapt while sustaining stable performance. Moreover,
in the face of a phase fault and load torque at the same time,
the DSIM maintained almost the same speed, with minor
fluctuations around the reference speed, ensuring service
continuity and stability. These results affirm the effectiveness
and reliability of the LQR regulator and the DSIM in
facilitating precise control and stability applications, without
the need for simplifying assumptions, thereby contributing to
the advancement of electric vehicle technology.

For further developments to enhance this technique,
adaptive control algorithms such as fuzzy logic or neural
networks can be used to improve precision and settling
time by changing current classical PI regulators by one of
the adaptive algorithms.
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Global maximum power point tracking method for photovoltaic systems
using Takagi-Sugeno fuzzy models and ANFIS approach

Introduction. A new global maximum power point tracking (GMPPT) control strategy for a solar photovoltaic (PV) system, based on
the combination of Takagi-Sugeno (T-S) fuzzy models and an ANFIS, is presented. The novelty of this paper lies in the integration of
T-S fuzzy models and the ANFIS approach to develop an efficient GMPPT controller for a PV system operating under partial
shading conditions. Purpose. The new GMPPT control strategy aims to extract maximum power from the PV system under varying
weather conditions or partial shading. Methods. An ANFIS algorithm is used to determine the maximum voltage, which corresponds
to the actual maximum power point, based on PV voltage and current. Next, the nonlinear model of the PV system is employed to
design the T-S fuzzy controller. A reference model is then derived based on the maximum voltage. Finally, a tracking controller is
developed using the reference model and the T-S fuzzy controller. The stability of the overall system is evaluated using Lyapunov’s
method and is represented through linear matrix inequalities expressions. The results clearly demonstrate the advantages of the
proposed GMPPT-based fuzzy control strategy, showcasing its high performance in effectively reducing oscillations in various
steady states of the PV system, ensuring minimal overshoot and a faster response time. In addition, a comparative analysis of the
proposed GMPPT controller against conventional algorithms, such as Incremental Conductance, Perturb & Observe and Particle
Swarm Optimization, shows that it offers a fast dynamic response in finding the maximum power with significantly less oscillation
around the maximum power point. References 20, tables 3, figures 14.

Key words: photovoltaic system, maximum power point tracking, Takagi-Sugeno fuzzy model, linear matrix inequalities.

Bcemyn. IIpeocmasiena nosa enobanvna cmpameeis giocmedcents mouku maxcumanvioi nomyowcnocmi (GMPPT) ona conaunoi
¢omoenexmpuunoi (PV) cucmemu, 3achosana na xomobinayii neuimxux mooeneu Taxaei-Cyeeno (T-S) i ANFIS. Hoeusna cmammi
nonseae 6 inmeepayii Heuimxux mooeneti T-S i nioxody ANFIS ons pospobxu egpexkmusnozo konmponepa GMPPT ons PV cucmemu, wo
npayioe 8 ymosax yacmkoeo2o 3aminenns. Mema. Hosea cmpamezis konmponio GMPPT cnpamoeana Ha OmpumManHsa MaKxcumMaibHOi
nomyscnocmi  6i0 PV cucmemu 3a 3MIHHUX NO200HUX YMO8 abo uacmkogozo saminenns. Memoou. Aneopumm ANFIS
BUKOPUCTNOBYEMBCS OISl BUSHAUEHHS MAKCUMATLHOT Hanpyau, AKa 8I0N06ioae hakmuuHiil mouyi MaKCUManibHoOi ROMYICHOCHI, HA OCHOBI
PV nanpyeu ma cmpymy. /lani neniniiina mooens PV cucmemu euxopucmogyemvcs 01 po3pooku Hewimxozo kouwmponepa T-S. [lomim
HA OCHOBI MAKCUMATLHOI HANpyeu 6UB0OUMbC emanonHa modens. Hapewmi, konmponep cmedicentsi po3pobieHo 3 6UKOPUCTIAHHAM
emanonnoi modeni ma newimkozo koumpoiaepa T-S. Cmitikicms cucmemu 8 yiiomy oYiHIOEMbCA 3a 00NOMO2010 Memoody JIanynoea i
npeocmasnsiemvcs y uenAol JIHIHUX MampuyHux HepieHocmel. Pe3ynomamu uimko OemoHcmpyiomb nepeeacu 3anponoHO8aHOT
cmpamezii Heuimkoeo xepygsanms Ha ochosi GMPPT, oemoncmpyiouu it 6ucoky npoOyKmMugHicmv wjo0o eQheKmueHo20 3MeHUIeHHS!
KoAUuBans y pisnux cmanux cmanax PV cucmemu, 3abesneuyiouu minimanshe nepepeyniogants ma weuowiui yac eiocyxky. Kpim moeo,
nopienaAneHul ananiz npononosanozo koumponrepa GMPPT i3 3euuaiinumu ancopummamu, makumu sk Incremental Conductance,
Perturb and Observe ma Particle Swarm Optimization, noxasye, wjo 6in NponoHye weUoKy OUHAMIUHY Pearyito Yy NOULYKY MAKCUMATbHOT
NOMYHCHOCMI 31 3HAUHO MEHWUMU KOTUBAHHAMU HABKONIO MOYKU MAKCUMATbHOT nomyxcrocmi. biom. 20, Tabn. 3, puc. 14.

Kniouosi cnosa: poroesieKTpHYHA CHCTEMA, BilCTeKeHHS TOUKH MAKCUMAJIBHOI MOTYKHOCTI, HeuiTka Mojesab Takari-Cyreno,
JiHifiHi MaTpUYHi HepiBHOCTI.

Introduction. Fossil energy has several drawbacks,
such as environmental pollution, climate change
contributions, and resource depletion. In contrast, renewable
energy, like solar and wind power, offers advantages like
reduced environmental impact, sustainability, and the
potential for job creation and innovation in clean energy
technologies. Photovoltaic (PV) solar energy offers
compelling advantages. It is a clean and sustainable source
with zero emissions, reducing environmental impact.
Moreover, solar modules are durable, low-maintenance, and
cost-effective over their long lifespan. Scalability makes PV
systems versatile for diverse applications, from homes to
large-scale projects. Abundant sunlight in many regions
promotes energy independence, diminishing reliance on
finite resources. Ongoing technological advancements
further enhance efficiency and affordability, making PV
solar an increasingly attractive and accessible choice for
renewable energy [1, 2].

The PV system consists of solar modules that
transform sunlight into DC electricity and a DC-DC
converter, which plays a pivotal role by facilitating the
efficient power transfer from the solar modules to the load.
Its primary function is to match the varying voltage levels
between the PV module and the load or storage system [3].
In essence, it optimizes power extraction from the solar

modules by maintaining the output voltage at the maximum
power point V,,, a task typically controlled by the
Maximum Power Point Tracking (MPPT) algorithm [4, 5].

Many conventional MPPTs methods have been
proposed in the literature, these include Perturb and
Observe (P&O) [6, 7], Incremental Conductance (InCond)
[8, 9] and Hill Climbing [10]. However, each method has
its application challenges and inherent disadvantages. For
instance, P&O is susceptible to oscillations around the
maximum power point and may result in power losses,
especially under rapidly changing irradiance conditions.
InCond, while more efficient, can exhibit sensitivity to
noise and instability. Hill Climbing methods may struggle
in partially shaded conditions and exhibit slow
convergence to the optimal operating point.

Additionally, these conventional MPPT approaches
may not fully exploit the potential of PV systems under
dynamic environmental conditions. As a result, exploring
advanced and adaptive MPPT techniques becomes crucial
to overcoming these limitations and improving overall
performance [11]. On the other hand, shading introduces
multiple peaks and wvalleys in the power-voltage
characteristic, leading to inaccurate MPPT operation.
These conventional methods may experience slow
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convergence and oscillations and may even be trapped in
local maximum power points, resulting in sub-optimal
energy harvesting. To address these limitations, advanced
MPPT techniques, often incorporating intelligent
algorithms and adaptive strategies, are increasingly
explored to enhance performance in partial shading
conditions [12].

Over the past few years, numerous fuzzy MPPT
controllers have been suggested, leveraging Takagi-
Sugeno (T-S) fuzzy models [13, 14]. The fundamental
concept behind T-S fuzzy models is to represent a process
by aggregating linear models, facilitating the construction
of fuzzy controllers using a technique called parallel-
distributed compensation (PDC) [15]. Determination of
fuzzy controller gains is dependent on the stability
conditions of the augmented T-S fuzzy system, which can
be readily formulated as linear matrix inequalities and
efficiently solved through convex optimization
techniques. In [16] the InCond algorithm is utilized to
ascertain the reference voltage. Subsequently, it is
combined with a T-S MPPT-based fuzzy controller. Other
studies, such as [17], calculated the reference voltage
employing a T-S reference model incorporating, as inputs
measurements of temperature and irradiation. An
alternative approach involves, an MPP searching
algorithm, which evaluates the changing levels of
irradiation and temperature. This algorithm instantly
calculates the partial power derivative which respect to
the PV cell current and generates the reference state
required for tracking with a PDC controller.

Purpose. This work aims to design a Global
Maximum Power Point Tracking (GMPPT) controller
using the adaptive ANFIS technique to accurately track
the global maximum power point in the presence of
partial shading. ANFIS uses PV current and PV voltage
as inputs to generate the maximum voltage. Subsequently,
a T-S fuzzy -controller ensures maximum energy
transmission, enhancing the PV system’s efficiency. The
efficacy of the proposed T-S fuzzy method is assessed
through the total-cross-tied configuration, partial shading
as well as under sudden solar irradiance changes.

PV system modeling. As seen in Fig. 1, the PV
system under consideration is made up of a PV panel, a
DC/DC boost converter, and a DC load.

PV Modulei DC-DC Boost converter 1 DC Load
b
RL L D E 1
c e et <
[ U GE : RS Vo
PWM — ' T

Fig. 1. PV system

PV system parameters applied in this study are as
follows:

e [ and V denote, respectively, the PV output current
and voltage;

e i;, iy, Vo and u denote, respectively, the converter’s
self-inductance current, load current, load voltage and
duty cycle;

e C, G, L, R;, R, and v, denote, respectively, the
input capacitor, output capacitor, boost inductance,

resistance of self-inductance, resistance characterizing the
loss through the electronic switch (MOSFT) and diode’s
forward voltage.

PV panel model. According to the electrical circuit
of PV panel (Fig. 2), the PV current can be described by
[17,18]:

q(V+IRS)j_1j_V+IRS O

I=n,1,,—n,1I.|ex
P’ ph ’”( p( AKT R,

where /; is the cell saturation current in the dark; 7, is the
light-generated current; R, and R are the shunt and the
cell series resistances respectively; ¢, k, T, n,, A are,
respectively, the electron charge, Boltzmann constant
(1.38:10 % J/K), cell temperature, number of parallel solar
cells and the ideal factor.
Rs |
( /\/\/\/\/

g N § Rsh v

Fig. 2. Electrical equivalent model of PV module

Equation (2) describes the light-generated current
I, which is dependent on cell temperature 7" and sun
irradiation G:

]ph = G(ISC + KI(T_ Tr))s (2)
where I, is the cell short-circuit current at 7= 25 °C and
G=1 kW/mz; K, T,, G are, respectively, the cell’s short-
circuit current temperature coefficient, cell’s reference
temperature and solar irradiation.

Conversely, the saturation current is dependent on
cell temperature according to the following expression:

g [T e (11 5
s=sl ) P T\ T

where E, is the band-gap energy of the semiconductor used
in the cell; 7, is the reverse saturation current given by:

I :# (4)

rs >
Ve
exp| 17ec |1
n kAT
where V. is the open-circuit voltage.
The considered PV panel is simulated using the
MATLAB/Simulink model illustrated in Fig. 3 with the

values provided in Table 1. The PV panel is composed of
36 cells, as shown in Fig. 4.

]
Continuous

PV Panel with 36 Cellules

Fig. 3. Simulink model of PV panel

32

Electrical Engineering & Electromechanics, 2025, no. 2



Fig. 4. Simulink model of PV panel cells

Table 1
PV panel parameters
Parameter Value

Ideal factor of PV cell 4, V 1.1
Shunt resistance R, Q 360
Cells connected in series 7, 36
Number of module in parallel n, 1
Series resistance R,, Q 0.18
Temperature reference 7, K 298
Irradiation reference G, W/m?> 100
Nominal short-circuit current [, A 3.8
Open-circuit voltage V,., V 21.6
P-V characteristic (Fig. 5) shows the significant

impact of solar irradiation and cell temperature on the
fluctuation of the PV module’s maximum power Py,
which translates to an ideal PV output voltage
Vinax = Vimpp- On the other hand, when the PV module is
partially shaded, it gives rise to the occurrence of multiple
operating points on its P-V characteristic plot.

60-G=1000 Wim?, T=25 G Vg, o= 16.6476 Y,
P o, =59.3936 W
P,W \
50 ,
(G=800 W/m®, T=40 C 'R F-\B 9944 V
Pe ., =36.4204 W
40 \

G=600 W/m®, T=30 G |6 3771V,

3‘ 4877 W

,;-f—/

30!
v ~15.2074 V,

G=400 Wim®, Tseo/c’ L=21.4928 W

20

= | \\\ Al
0 5 10 15 20 25
Fig. 5. P-V characteristic of a PV module

155527\1
-1042|DW

DC-DC boost converter model. The dynamic model
of DC-DC boost converter can be described as [17]:

: Ry, . 1 1—u .
ZLZ—TLZL-FzV—( I j(Vo-FVd—RmZL),

, (5
. . : (%)
V=i +—1.

G G

By using (5) and adding a new state, such as
U = uy, the PV system can be described as:

i) = f(x(0)+ Bult)+n(t), (6)

where

RL 1 1-u V0+Vd R lL
——=i;+—V -
oy’ (L j( L ”
1
x\t))= ——1 ;
1(+0) i
0
V0+Vd
ir 0 1L
x=|V |, B=|0}, n=| ——I
1 .
Upy Uy

The considered boost converter parameters are given
in Table 2.

Table 2
Boost converter parameters
Parameter Value
Output capacitor Cy, uF 50
Input capacitor C,, uF 220
Resistance of self-inductance R;, Q 0.5
Resistance of IGBT characterizing R,,, Q 0.05
Load resistance R, Q 35
Inductor L, uH 180
Diode’s forward voltage v, V 1.9

Proposed GMPPT method. The purpose of this
study is to design a feedback controller using T-S fuzzy
models and ANFIS technique that permit to maximize the
output power of the PV Panel. The primary objective is to
ensure that the PV system states follow x = [zL vV upv]T
pre01sely a desired reference x; = [izs Vy upvd] regardless
of varying weather conditions and partial shading. The
initial stage involves designing a T-S fuzzy controller
using the nonlinear mathematical model of the PV
system. Subsequently, a desirable reference model and a
nonlinear tracking controller are determined using a
maximum voltage Vyax = Vi Which can be determined
using an ANFIS. Consequently, the control scheme
depicted in Fig. 6 is proposed.

PV Module | DC-DC converter

v
A T "ﬂ B

Cz|
- AN FIS Model 1At Ry
Controller generator
Learnlng

Fig .6. Control scheme of proposed GMPPT method

ANFIS design. The implementation of an ANFIS for
the prediction of the maximum voltage is illustrated in Fig 7.

Simulink/SimPower models of the PV module
operating in diverse climatic conditions and under various
partial shading, scenarios are employed to create the training
dataset for the ANFIS. These datasets encompass predictor
inputs and corresponding desired output values. The system

i Load

L
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involves two inputs, the PV voltage and PV current and a
single output representing the maximum PV voltage which
corresponds to the actual maximum power point. The
ANFIS network formulates fuzzy rules based on a provided
input-output  dataset, utilizing suitable membership
functions whose shape parameters are adjusted in the
learning phase. The training process employs a hybrid
learning method that integrates the least squares approach
with the back-propagation gradient descent algorithm.

[ PV Module modeling ]

Simulation of PV module unde
several shadlng scenarios

Training Data collection

rules

ANIS Network Model

\_/T\_/;/

[ Fuzzy input Data and fuzzy

Is
rror<=Max Error

New Mebership
Functions

i

Training Model

Is
rror<=Max Error

No New Mebership
Functions

Yes

v, TS Fuzzy PWM signal
"""" Controller+PWM
Learning Model +M
PV module | I DC-DC Boost Load

Converter

Fig. 7. ANFIS flowchart

Fuzzy modeling of the PV system. To design the
feedback T-S controller, the nonlinear system given by
(6) is converted into a T-S fuzzy model. This
transformation is achieved by considering the converter
inductance current i; and the load voltage ¥ as decision

variables. Consequently, the following state space
representation is produced:
()= Alig Vo (t)+ Bult)+n(e), (7)
where:
_R_L l VO+Vd_RmiL _V0+Vd
L L L 0 L
1 1
A=-— 0 0 ,B=|0n= —i
q | =g
0 0 0 0

Assuming that the output load voltage and the boost
inductance current are bounded as:

Vo<Vo<Vo, (8)
and using the nonlinearity transformation sector approach
[19], the mathematical model of the PV system (7) can be
given by a fuzzy models with » = 2" = 2° = 4 If-Then
rules, as follows: Rule i: If z;(¢) is F; and zy(¢) is F;. Then

i <ip <ip,

%(¢)= Apx(e)+ Bule)+ne) i = 1,...,7,

where z; = i; and z, = ¥V}, are the premise variables, F',
F,, F5, F») are the membership functions given by:

’L(t)_éL . )
Fylip) ===, Fali)=1-F,(i)
lL(t)_lL
Volt)-7, ®
Fy(g)==—~—=", Fyn(y)=1-Fy ()
Vol)-7,
The sub-matrices are deﬁned as:
_& 1 Vo +vg—RyiL [ R, 1 Votva—Ruip |
L L L L L L
4=l- o 0 4=l-L o 0 2
G G
0 0 0 0 0 0
R, 1V tv-Rig (R, 1 Vo+va—Rai,
L L L L L L
1 1
A=[-— 0 0 A= —— 0 0 ’
3 G Ay G
0 0 0 0 0 0
0
Bl Bz :B3—B4— 0

The overall output of the T-S fuzzy model can be
given by:
N Ax(e)+ Bu(e)+n(t),  (10)

Zh
Zw

where h

H Fy (zj ) for all

.
t>0, h{z)20 and Y hy(z)=
i=1
T-S fuzzy controller gains. The aim is to develop a
feedback fuzzy controller that can steer the state of the PV
system, denoted as x(f), to closely match a reference
model x,(f). Subsequently, the feedback tracking control
must adhere to the following conditions:
x(f) — x4(f) >0 as t —o0.

(11)

The derivative of the tracking error }’(t) can be

(1) = ()~ %4 (0) (12)
By substituting (10) in (12) and adding the term

ghxz)A,(x(t)—

B
i=1
Equation (13) can be written as:

Zh N5 ()+ B, (1)),

defined as:

x4(t)), equation (12) becomes:

(13)

(14)

where

3B na 0+ Bl 340 19

i=1
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T-S feedback controllers are developed to solve the
control problem as outlined below.

Controller rule i: If z;(¢) is Fy; and zy(¢) is F»; Then
(1) =KX (0).

The final output of the fuzzy controller is given as:
r
7,(6)==> Iy(z(e)K% (¢ (16)
j=1

By applying T-S control law (16) to model (14), the
closed-loop system is represented as:

= > S (e )i - ik )

i=1 j=1
By letting G; = (4, — BiK)), equation (17) can be

expressed as:
r r
=2 2 hilz(0)n (=067 ().
i=1 j=1
To compute the feedback controller gains K, the
subsequent theorem is taken into consideration [20].
Theorem: T-S fuzzy system described by (18) is
globally asymptotically stable if there exists a matrix
X >0, a diagonal matrix O, matrices M; and matrices Z;
with: Z; = Z;" and Z;; = Z," for i#j, such that:

xal + 4x-BM,-MmIBl +v, x0
ox
XA + 4.X + XA} + 4;X - BM ;- M| B]

(17

(18)

<0. (19)

(20)
—B;M;-M[B} +27;<0, i<j<r.
Zn 2 Ziy
Zyy Z Z
2o =750 1)
er ZZr er
The feedback controller gains can be extracted as:
Ki=MX". (22)
Controller law and reference model. The

controller law u(f) and the variables of the desired
reference model, represented by x,(f), can be determined
through the utilization of (1 5), which is restated as:

N
> hBi(ule)-1, Zh,A,xd n(e)+x4(). (23)
i=l
Noting that:

Alig V) Zh,A,, B= Zh (24)
Then, equation (23) can be rewntten as the

following compact form:
Blu—1,)==Alig.Vo)xg =1+ (25)
In matrix notation, the equation (25) can be given as:

Ry
-—— — «a
0 % L i -B .
0lu-z,)=—| —— 0 0w, |-|=i,, |+—|¥, |- 206)
( u) Cl d Cl pv dr d
1 0 0 o0k 0 Uq
where
_V0+Vd_RmiL ﬂ_V0+Vd
L ’ L

It is important to highlight that the optimal reference
and the nonlinear controller are calculated based on the
optimal voltage reference which corresponds to the
maximum voltage V; = V.. The second equation of (26)
implies:

ig(Vg)=i, —CVy. 27

From the initial equation in (26), it can be inferred
that:

”d(Vd):i[ﬁid _lVd +ﬁ+lzdj - @2¥
a\ L L

The nonlinear tracking control is derived from the
third equation in (26), as outlined below:

ulVy)=igWa)+7,. (29)

Figure 8 shows the configuration of the proposed
MPPT controller and its key components. The first block
is dedicated to the calculation of the maximum voltage
Viax- This computation involves a fuzzy inference system
that takes PV voltage V and PV current / measurements as
inputs. Next, V. is utilized by the desired reference
block to produce x; using (27) and (28). Following this,
the fuzzy controller generates the fuzzy control signal
utilizing (16), derived from the error e(r) between the
current and desired states. This generated signal is then
utilized by the nonlinear controller block, employing (29)
to produce the ultimate control signal. Further insights
into the fuzzy inference system block will be provided in
the subsequent section.

v v
e aFs ¢

fechnique |

% PV system

Fig. 8. Diagram of the control strategy

Desired
reference

e Nonlinear

controller

TS Fuzzy
controller

5
Simulation results. To validate the proposed

method’s efficacy, simulation tests of the PV system were

conducted using the Simulink model (Fig. 9).

\'vv

[ =

'ANIS Algorithm

TS Fuzzy Controler

\'A\‘,\‘fl
a

PV Panel with 36 Cellules

Fig. 9. Simulink model of the proposed control method

The obtained T-S feedback gains are computed as:
=[155.0075 -0.6106 633.6307}

K, =[92.6114 —0.1194 570.2396}
K3 =[282.7187 —0.4403 616.0382}
K, =[103.4164 03952 577.9426)
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The maximum voltage, which corresponds to the
peak power corresponding to the peak power, is
calculated using an MPPT algorithm based on the ANFIS
algorithm (see Fig. 7). This algorithm relies on a database
constructed from the P-V characteristic, where fuzzy
membership functions model the PV voltage and PV
current. This method establishes a fuzzy relationship
between these parameters and the maximum voltage.

The initial simulation is conducted under diverse
conditions with variable solar radiance and temperature,
assuming temperatures and irradiation levels as illustrated
in Fig. 10,a and Fig. 10,b, respectively.
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Fig. 10. Temperature (@) and radiance (b) profiles for the first test
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Figures 11,a,b display the responses of PV voltage
and PV power, respectively, while Fig. 11,c,d depict the
responses of the boost converter current and control
signal. Notably, the steady states align precisely, with the
desired trajectories, remaining unaffected by variations in
solar irradiation and cell temperature. This precision in
tracking optimal paths contributes significantly to the
enhanced extraction of available solar power and the
overall performance of the system.
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The second test involves maintaining a constant
temperature while varying irradiation levels as shown in
Fig. 12,a. The corresponding response of the output power
is depicted in Fig. 12,b. One can clearly see that the steady
states of the system exactly follow the optimal trajectories
and remain consistent despite in cell temperature and sun
irradiation. The precision with which the system stays on
the best courses is critical to optimizing solar energy use
and raising the overall system’s efficiency.
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Fig. 12. Simulation results for sudden change of atmospheric
conditions

The third test is conducted under partial shading
conditions for a PV panel consisting of 36 cells, with 4 cells
shaded, maintaining a constant temperature of 7= 25 °C and
solar irradiation of G = 1000 W/m?2 P-V characteristic
curve reveals 2 maximum power points: a local maximum
0f 29.91 W and a global maximum of 52.76 W (Fig. 13,a).
To assess its performance, the proposed fuzzy method is
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compared to conventional methods such as P&O,
IncCond, and Particle Swarm Optimization (PSO).
Figure 13,b presents the responses of the PV output
power under partial shading conditions.
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Fig. 13. Simulation results for the third test

One can clearly see that the PSO as well as the
proposed methods can identify the global maximum amid
various local maxima and quickly stabilize at the
maximum global. However, the proposed controller
exhibits a rapid response time, efficiently locating and
maintaining the global maximum without oscillations.
Moreover, conventional methods such as P&O and
IncCond tend to stabilize at the minimum power.

The fourth test is conducted under partial shading
conditions for a PV panel consisting of 36 cells, with 8 cells
shaded, maintaining a constant temperature of 7= 25 °C and
solar irradiation of G = 1000 W/m? P-V characteristic
curve reveals 3 maximum power points, including 2 local
maxima of 37.86 W and 21.37 W, along with a global
maximum of 40.86 W (Fig. 14). Performance evaluation
involves a comparison of the proposed fuzzy method with
well-known methods such as P&O, IncCond and PSO.
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Fig. 14. Simulation results for the fourth test

Simulation tests confirm that the developed MPPT-
based controller effectively guides the steady states to
closely match the optimal operating points, displaying
minimal oscillation. Conversely, the PV system responses
under the compared methods exhibit notable fluctuations
across different states.

Additionally, the performance of the proposed and
comparative methods is evaluated through many indexes
such as root mean square error, MPPT energetic
efficiency, and MPPT energetic error.

The root mean square error is defined as:

N

Z (va,i - Pmax,i)z
Eyms = =l N (30)
The static efficiency:
P
n:[ ’”J-loo. (31)
Vmax
The relative tracking error:
P
&= [iJ ~1. (32)
Vmax

The obtained indexes for the proposed and compared
methods are summarized in Table 3.

Table 3
Comparison of different MPPT methods
Index P&O InCond PSO Proposed
E, s 0.2891 0.2182 0.0575 0.0215
n 46.2568 46.8910 97.1906 98.1256
e 5.2918 5.3109 2.8094 1.0295
This  comparative  study  demonstrates the
effectiveness of the proposed control strategy in

overcoming the limitations associated in traditional
controllers. It is demonstrates also that the proposed
controller delivers a faster dynamic response, significantly
reduced oscillation around the maximum power point, and
overall superior performance.

Conclusions. This paper presents a highly effective
Takagi-Sugeno fuzzy controller for global maximum
power point tracking in PV conversion systems. This
controller demonstrates the capability to guide the PV
system in swiftly tracking a desired reference model with
minimal oscillations during rapid weather changes and
under partial shading conditions.

The desired reference model is determined by the
ANFIS algorithm based on the maximum voltage. Fuzzy
controller gains are computed according to specific
conditions shown in linear matrix inequalities and are
determined using optimization tools. Simulation results,
alongside comparisons to classic Incremental Conductance,
Perturb & Observe and Particle Swarm Optimization
algorithms, demonstrate the effectiveness of the proposed
fuzzy tracking control scheme in managing the PV system
across various operating conditions. Addressing practical
implementation and robustness concerns remains a focus
for future research endeavors.
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Integrating dual active bridge DC-DC converters:
a novel energy management approach for hybrid renewable energy systems

Introduction. Hybrid renewable energy systems, which integrate wind turbines, solar PV panels, and battery storage, are essential for
sustainable energy solutions. However, managing the energy flow in these systems, especially under varying load demands and climatic
conditions, remains a challenge. The novelty of this paper is introduces a hybrid renewable energy system structure using Dual Active
Bridge (DAB) DC-DC converters and an energy management strategy (EMS) to control power flow more effectively. The approach includes
a dump load mechanism to handle excess energy, offering a more efficient and flexible system operation. The purpose of this study is to
develop a novel approach to managing and controlling hybrid renewable energy systems, specifically through the use of a DAB DC-DC
converter. Unlike traditional methods that may struggle with efficiency and flexibility, our approach introduces an innovative EMS that
leverages a reduced neural network block for real-time optimal power tracking and a sophisticated control system to adapt to dynamic
conditions. This approach aims to improve the flexibility of the system, enhance energy utilization, and address the limitations of existing
methods by ensuring rapid and efficient responses to changes in load and climatic conditions. The primary goal of this study is to improve
the performance and reliability of hybrid renewable energy systems by optimizing energy distribution and battery management. The strategy
aims to ensure continuous energy availability, enhance battery lifespan, and improve system response to dynamic changes. Methods. The
proposed EMS was developed and tested using MATLAB/Simulink. The system’s control mechanism prioritizes battery charging when
renewable energy output exceeds demand and redirects excess energy to a dump load when necessary. Simulations were conducted under
various load and climatic conditions to assess system performance. Results. The simulation results demonstrate that the proposed strategy
effectively manages energy flow, ensuring optimal power distribution, quick adaptation to load changes, and maintaining the battery’s state
of charge within safe limits. Practical value. The system showed improved stability and efficiency, validating the effectiveness of the control
strategy in enhancing the overall performance of hybrid renewable energy systems. References 33, tables 3, figures 13.

Key words: hybrid renewable energy system, dual active bridge DC-DC converter, energy management strategy, maximum
power point tracking.

Bemyn. T'ibpuoui cucmemu 8ionosnioganoi enepeemuxu, sKi 00 €Onyioms Gimpsani mypOinu, coHsumi gomoenekmpuuni nameni ma
akymynsimopui 6amapei, € eaxciugumu Ol CIIUKUX eHepeemuyHux piuienb. OOHAK YNPAGNIHHA NOMOKOM eHepeii 6 Yux CUcmemax,
0CoONUB0 3a 3MIHHUX BUMO2 00 HABAHMAIICEHHA MA KNIMAMUYHUX YMOG, 3anumacmucs npobaemoro. Hoeusna yici cmammi nonseae 6
npedcmagienti 2iOpuOHoi Cmpykmypu cucmemu 8iOHOGII0BAHOI eHepell 3 BUKOPUCIAHHAM NOOBIHUX akmueHux mocmie (DAB) DC-DC
nepemeopiosauis i cmpameeii ynpasuinus enepeiero (EMS) ons binvu egpekmuenoco KoHmpomo nomoxy enexkmpoenepeii. Ileii nioxio
BKIIIOUAE MEXAHIZM CKUOAHHS HABAHMANCEHHA Ol 0OPOOKU HAOTUWKOB0I eHepeii, wjo 3abe3neuye Oinb epeKmusHy ma eHyuKy pooomy
cucmemu. Memorw yb020 00CTIONCEHHA € PO3POOKA HOB020 MIOX00Y 00 YNPAGIIHHA MA KOHMPOIO 2IOPUOHUX CUCTEM BIOHOBIHOBAHOT
eHepeii, 30kpema 3a donomozor nepemeopiosava DAB DC-DC. Ha 6iominy 6i0 mpaouyiiinux Memoois, sKi MOXNCYMb MAmu npoonemu 3
epexmueHicmio ma eHyuKicmio, Hawt NioXio 3anpoeacicye innosayiuny EMS, axa suxopucmosye 3menuienuti 610K HelpoHHOT Mepexci 0a
8i0CMediCeH s ONMUMATILHOT NOMYIICHOCTIE 8 PeaNbHOMY 4aci ma CKIAOHY cucmeMmy Kepysants 01 adanmayii 00 ounamiynux ymos. Llei
niOXIiO0 CHPAMOBAHUL HA NOKPAWEHHS! 2HYYKOCI CUCMeMU, NOKPAWEHHsI 6UKOPUCIMANHS eHepeil ma YCYHEHHSI 0OMEJNCeHb [CHYIOUUX
Memooie WiAXom 3abe3nedens WeUoKoi ma eqhekmueHol peakyii Ha sMiHU HABAHMANCEHHA MA KAiMamuyHux ymos. OCHOBHOI Memoo
Yb020 00CTIONHCEHHS € NOKPAUEHHS NPOOYKIMUBHOCE M HAOIUHOCMI 2IOPUOHUX cucmeM GIOHOBTIOBAHOI eHepeii WiaxXom onmumizayii
po3noodiny enepeii ma xepysanns bamapesimu. Cmpamezis cnpsamosana na 3abe3nevenns be3nepepsHoi 0ocmynHocmi enepeii, 30i1buenHs
MEPMIHY CIYIHCOU aKYMYIAMOpa ma MNOKPAwjeHHs. peakyii cucmemu Ha OuHamiyui sminu. Memoou. 3anpononosana EMS 6yna
po3pobrena ma npomecmosana 3a oonomo2oto MATLAB/Simulink. Mexanizm kepyearnts cucmemoro Hadae npiopumem 3apaoyi bamapei,
KOIU BUXIO GIOHOGMIOBAHOL eHepeii nepesuuyye nonum, i 3a HeoOXIOHOCI NEPEHANPABIAE HAOIUWKOBY eHepeito Ha CKUOaHHs. /st oyiHKu
npooykmusHocmi cucmemu Y10 npogedeHo MOOen08aHHA 3d PI3HUX HABAHMADICEeHb | Kuimamuunux ymos. Pezynomamu mooeniosanns
OdemMoHCmpylomy, WO 3anponoHOBAHAd cmpamezis e@eKmusHo Kepye NOMOKOM eHepeii, 3abe3neuyiouu OnmumanbHull po3nooin
NOMYJICHOCMI, WBUOKY a0anmayito 00 3MiH HABAHMAICEHHS. Ma NIOMPUMKY cmany 3apady bamapei 6 besneunux meoicax. Ilpakmuuna
suauumicms. Cucmema npoOemMoHCmpysana NOKpaweHy cmabiibHicms ma egpeKmueHicnb, NIOMEePONCYIOUU eekmusHicms cmpamezii
Kepy8aHHs 0718 NIOBULYEHHS 3A2AbHOT NPOOYKIMUBHOCTIE 2IOPUOHUX cucmeM 8iOH06m08aHoi enepeii. bibi. 33, Tabm. 3, puc. 13.

Kniouoei crosa: riOpuaHa cucTreMa BiIHOB/IIOBaHOI eHeprii, moasiiinuii axkTuBHuMii mMocroBuii DC-DC mnepersoproBay,
cTpaTerisi ynpaBJliHHSl eHepri€lo, BiAcTeskeHHS TOUKH MAKCUMAJILHOI OTYKHOCTI.

Introduction. Renewable energy sources (RESs) are Several studies have been conducted to evaluate the

gaining increasing attention as a sustainable alternative to
traditional fossil fuels, which have negative environmental
impacts and limited availability. Various RESs, such as solar,
wind, and hydropower, have been developed to harness clean
and abundant energy from natural resources [1-5]. However,
single source renewable energy systems have several
limitations, such as intermittency, variability, and low
efficiency. To overcome these limitations, hybrid renewable
energy system (HRES) is an effective solution [6-8].

HRESs combine two or more RESs to improve the
system’s reliability, stability, and performance [9-11].
These systems can be configured in various ways,
depending on the available RESs, system requirements,
and design constraints. The most common configurations
include PV/wind hybrid systems [9], PV/hydropower
hybrid systems, and wind/fuel cell hybrid systems [6].

performance and efficiency of different HRESs. These
studies employ various methodologies, including
simulation, optimization and experimental analysis [10].

In recent years, significant progress has been made in the
field of HRESs, with numerous studies reporting successful
implementation of these systems in various applications, such
as rural electrification, microgrids and building integration
[11]. However, challenges such as cost-effectiveness,
scalability, and reliability still need to be addressed to facilitate
the widespread adoption of HRESs [12].

In the literature we can distinguish several structures
of hybrid systems based on renewable energies, there are
two more useful types of hybrid system structures,
specifically the DC bus structure [1-12] and the multiport
converter structure [13], irrespective of their operating
mode, standalone and grid-connected mode.
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HRES based on ordinary DC-DC converters is a
configuration that combines various RESs, including solar
panels, wind turbines (WTs) and batteries [14], integrating
them into a shared DC bus. This approach involves
converting the energy generated by these sources into DC
and merging them into a unified bus, enabling efficient
energy management and optimal resource utilization [15].

Another approach looks at the implementation of a
new secondary structure designed to streamline protection
measures, minimizing the need for protection circuits.
Another advantage of this type of structure is to ensure
galvanic isolation without additional circuits [16], thereby
enhancing safety and reducing electromagnetic interference.

This research embarks on a comprehensive exploration
of a specific HRES configuration, strategically integrating
solar panels, WT, a load and a dump load. At the heart of this
integration is a battery storage system, the latter is connected
to the other elements by a DC-DC Dual Active Bridge
(DAB) converter, a technological cornerstone streamlining
the interconnection of various energy sources [17—-19]. The
DAB converter, equipped with a single-phase high-
frequency transformer, also strengthens the system against
voltage fluctuations and other operational challenges.

The orchestration of this energetic symphony relies
largely on a sophisticated control strategy. The crux of this
strategy lies in the manipulation of the phase shift within
each transformer. This control ensures optimal contributions
from each energy source to interconnected loads, aligning
with constantly fluctuating power demands. The battery
storage system, the central element of this arrangement,
seamlessly transitions between charging and discharging
modes, acting as a stabilizing force that mitigates the impact
of intermittent renewable sources.

The impact of climatic conditions on power availability
is uncertain; the operating point often changes, to control the
latter the DABs are controlled by a PI regulator, whose

reference is precomputed by a reduced neural network block
and a structural approximation which makes it possible to
extract the maximum power point (MPP) of photovoltaic
(PV) array [20] and WT energy [21].

The goal of the paper is to enhance the flexibility
and efficiency of HRESs by developing an advanced
control strategy. This approach aims to improve the
adaptability of the system’s structure and streamline the
management of currents supplied or consumed by different
components. The paper introduces a novel method for
optimizing the use of RESs, utilizing a reduced neural
network block for precise reference calculation. It focuses
on effective energy management based on the State of
Charge (SOC) of the battery and the load requirements.
The proposed strategy ensures a rapid and adaptive
response to load fluctuations, sudden changes in climatic
conditions, and variations in energy availability.
Performance evaluation is conducted through simulations
using MATLAB/Simulink, with results compared to
existing control strategies and management approaches.

System performance is simulated using the
MATLAB/Simulink software; results were compared to
the control approach to management organization charts.

System description. This paper carries out a HRES,
depicted in Fig. 1, comprises a permanent magnet
synchronous generator (PMSG) WT, solar PV panels, a
variable load, and a dump load, these components are
interconnected with a battery energy storage system each
through a DAB DC-DC converter [19].

With the PV panel as the first input, the PMSG WT
as the second input, the third input linked to the load, the
fourth is gave to the dump load and the common and the
fifth designated for the battery. The system operates
independently in standalone mode.
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Fig. 1. Structure of the studied HRES

To regulate both the quantity and direction of power
transfer, the rectangular waveforms generated exhibit
controlled phase shifts with respect to each other. The relative
delays, namely 7,5 (controlling power flow from PV to the
battery), 75 (for power flow from the WT to the battery), 735
(variable load to the battery) and 745 (dump load to the

battery), 7, determine the extent of phase shift. Positive values
of indicate that the voltage in port j is leading the reference
voltage in port k, while negative values imply the opposite.
The proposed energy management system is
illustrated in Fig. 2 as a block diagram, showing its inputs
and outputs. The management method in this study relies
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on several key elements: it prioritizes charging the batteries
when the load demand exceeds what the RESs can supply
and pass the excess of power through a fixed dump resistor

when the battery is maximally charged. This approach
ensures the continuous availability of energy, extends the
battery life cycle, and improves system efficiency.

Climate DATA T.G.V.8

] = /Energy Management System of HRES\

Measurement of DC Load Power &
{ voltage ] |:>

Measurement of PV & WT DATA |:>
Ppvmes, Pwtmes, Ipvmes & Iwtmes
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\
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T1, T2, T3 and Ty
respectively.

=

/

Fig. 2. Block diagram of the energy management system

Modeling
parameters.

1. PV source. PV cell’s equivalent diagram (Fig. 3)
features a generator current that simulates illumination
and a parallel diode representing the PN junction. The
practical circuit also takes into account parasitic resistive
effects due to manufacturing [22, 23].
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1
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and sizing of electrical system

T
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Fig. 3. Eqﬁivalent diagram of a PV cell
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The solar PV module is formed by connecting PV
cells in both series and parallel configurations. The current
output /,, from the solar PV module is determined as:
9V ]

N, AkT _1)_V_d
Rsh
where N, is the number of cells in parallel; N is the number
of cells in series; 1, is the photocurrent; I, is the reverse
saturation current; V, is the diode voltage; 4 is the diode
ideality factor; k is the Boltzmann’s constant; 7' is the
temperature; ¢ is the elementary charge; Ry, is associated
with the non-ideal characteristics of the p-n junction and
the presence of defects along the cell’s edges that create a
short-circuit path around the junction; R,, is the overall
resistance encountered by the electrons along their path.

PV array used in this study under standard testing
conditions of solar irradiance G = 1000 W/m? and a
temperature of 7 =25 °C (Table 1).

1, =Np(lph—lde[ , 1)

Table 1
Specification of the PV

Parameter Value
Maximum power of the solar panel P,,,,, kW| 64
Current at MPP 7,,,,, A 110.25
Voltage at the MPP V,,,,, V 580
Short-circuit current /., A 117.6
Open circuit voltage value V., V 726

2. WT model. Numerous mathematical models have
been developed to describe the relationship between wind
speed and the mechanical power generated from wind. In
this study, the WT is represented as [24]:

1 3
By=2pA,Cpr, )

where P, is the wind power extracted; p is the air density;
A, is the rotor area of the WT; v is the wind speed; C, is
the power coefficient. The power coefficient is influenced
by the tip speed ratio 4 and the pitch angle £.

Numerical approximations are utilized to compute
C, for specified values of A and 3, as shown in [24] with
the following expression:

s

Cp(4.8)= Cl[%—%ﬂ - 04}/1" +eds ()

-1
~ 1 (0.035
li_[(ﬂm.o%ﬂj [ﬂ3+1]] ' @

The coefficient C, utilized for the simulation, as
referenced in [25], are: ¢,;=0.5176, c,=116, c3=0.4, c4=5,
¢s=21, ¢4=0.0068. Notably, the maximum C, (Cpmay) is
achieved at an optimal tip speed ratio (4,,) and a pitch
angle of f = 0. Additionally, a relationship linking the
rotor speed to the tip speed ratio [3] is expressed as:

A= R ®)
v
where R is the length of the WT blade.

The characteristics of the WT at "= 12 m/s and =0

used are presented in Table 2.

Table 2
WT specification
Parameter Value

Maximal power P,,,, kW 100
Density of air p, kg/m’ 1.12
Radius of rotor R, m 8.28
Turbine total inertia, kg-m* 0.1

Total viscous friction, N-s/m> 0.0004924

3. Dual active bridge. Figure 4 shows a typical full-
bridge DAB DC/DC converter that interfaces between
two voltage sources and its equivalent circuit. The two
actively controlled full bridges are connected via a high-
frequency transformer [26]. The power inductor L, which
includes the leakage inductance, serves as the main
energy transfer device.

Fig. 4. DAB DC-DC converter
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DAB converter is characterized by its easy control,
high efficiency, high power density and galvanic isolation
ensures by the transformer.

The power transfer between the two windings,
represented as Py, is regulated using a simple-phase-shift
technique [27]. This relationship is described by the
following equation, while admitting that n,=n,:

VD (=|Dy))

P; ; Dl <1, 6
Jk 2stjk ‘ ]k‘ ()
T jk
Dy =2-1; 7

Jk Ts (7
Tk =(Tk = 7). )

where 7 is the relative delay between the square wave
signals from inverters j and k; 7, and 7; are the absolute
delays of the signals V; and V}, respectively; T is the
period of the square wave signals, also known as the
switching period [27].
Assuming the following equality based on (7), (8):
Djy=Dy—-D;. )

MPPT method. Application on PV generator.
This part of the energy management process begins with
setting the irradiance G = 1000 W/m?. It uses a simplified
neural network block that takes temperature 7 and
irradiance G as inputs and provides /,,, as the output.

The nntool Toolbox in MATLAB is used for
designing, training, validating and testing a neural
network. The dataset is divided into 3 parts: 70 % for
training, 15 % for validation and 15 % for testing. The
neural network is trained using the Levenberg-Marquardt
algorithm, which is a very fast and accurate method for
minimizing the mean square error (Fig. 5). This algorithm

provides superior results compared to others. The
regression results are depicted in Fig. 6.

Train a neural network to map predictors to continuous responses.

Data

Predictors:  in - [1x61 double]

Responses: inn-[1x61 double]

in: double array of 61 observations with 1 features.

inn: double array of 61 observations with 1 features.

Algorithm

Data division: Random

Training algorithm: Levenberg-Marguardt

Performance: Mean squared error

Training Results

Training start time: 30-Jul-2024 20:24:43

Layer size: 10

Observations MSE R

Training 43 0.0127 0.9947

Validation 9 0.0059 0.9969

Test 9 0.0108 0.9975

Fig. 5. ANN model summary

In the second step, an adaptation block is developed
to calculate 7,,, for any irradiance level by referencing the
value obtained at 1000 W/m?. We will validate this
adaptation with experimental results.

The idea stems from the observed proportionality in
the PV graphs at a constant temperature. Using the case
presented in Table 3, for a fixed temperature 7 = 25°C,

we compare the relative value G/1000 with 1,,,/1,,(1000)
for irradiances ranging from 100 to 1000. According to
the neural network block at 7'=25°C, 1,,,(1000) = 110 A.
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Fig. 6. The regression results

Table 3 demonstrates the approximate equality of
G/1000 and 1,,(G)/1,,(1000). Therefore, the adaptation
we adopted involves first determining /,, at any
temperature for G = 1000 W/m? and then multiplying it
by G/1000. The effectiveness of this technique will be
validated in the results discussion section.

Table 3
Optimal current /,,, at different irradiance values G and T'=25°C

G G/1000 Loy 1,/ 1,,{1000)
100 0.1 11.07 0.10063636363
200 0.2 22.155 0,20140909090
300 0.3 33.1763 0,30160272727
400 0.4 44.226 0,40205454545
500 0.5 55.2232 0,50202909090
600 0.6 66.2241 0,60203727272
700 0.7 77.2974 0,70270363636
800 0.8 88.2805 0,80255000000
900 0.9 99.6837 0,90621545454
1000 1 110 1

Figure 7 shows the circuit configuration between the
PV and the battery this kind of techniques is represented
in [28-32].

The energy management system is a computerized
system, which allows, firstly, to find the current
instructions to extract the maximum power from RESs,
while referring to the SoC of the battery and secondly a
regulation system which makes it possible to control the
three converters in order to guarantee the performance of
the powers in each element of our system.

The flowchart shown in Fig. 8 deploys the energy
management strategy (EMS) proposed by our work. The
management algorithm is designed to adjust the 4 phase
shifts based on the reference, which is the battery, as
mentioned in the system description. These adjustments
are driven by 2 key factors: SOC of the battery and the
comparison between the power demanded by the load and
the power supplied in real time by the RESs.

The algorithm presented in Fig. 8 is summarized in
the following situations:

1. Situation 1. When the total power produced by
RESs is less than the power demanded by the load, and
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SoC is greater than 85 %, the battery discharges and
contributes to meeting the demand.

2. Situation 2. In this case, if SoC of the battery is
greater than 85 % and the load demand is lower than the
production from the RES, the battery is isolated, and the
excess power produced is directed towards the dump load.

3. Situation 3. In this situation [33], if the SoC is
between 15 % and 85 % and the power produced by the
RES is lower than the load demand, the battery discharges
to cover the remaining demand.

4. Situation 4. When the load demand is lower than
the power produced by the RESs and the battery’s SoC is
between 15 % and 85 % [33], the excess power is directed
to the battery, indicating that the battery is charging.

5. Situation 5. If the SoC is now less than 15 % and
the power from the RESs exceeds the demand, the battery
will be charged by the excess power.

6. Situation 6. The last situation involves isolating the
load while the battery is charging when the battery’s SoC is
below 15 % and the RES cannot meet the load demand.

B |

ERaEal |

Bidirectional High Frequency Bidirectional RC Filter High Capacity
DC-AC Converter Transformer AC-DC Converter | e
Batteries

tninli

Square wave

s(2nf(t — 1))

ST

Square wave

s(2nf(t — 1))

Fig. 8. EMS proposed flowchart
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Results and discussion.

1. MPPT method validation. The test presented in
Fig. 9,a assesses the reliability and capability of our
control system to track maximum power. As previously
mentioned, the optimal current under specific climatic
conditions is calculated using a simplified neural network
block and an adaptation method.

In this scenario, the PV system is subjected to a
temperature 7 = 30°C and an irradiance G = 850 W/m?.

The block provided 94 A as the reference current.
To verify the block’s reliability, we applied 3 reference
currents to the PI regulation system with a 0.6 s delay:
initially 94.5 A, then 94 A at 0.2 s (as calculated by the
block), and finally 93.5 A at 0.4 s. The average power at

the PV level was evaluated for the 3 cases. Figure 9,0
summarizes these results.

After analyzing the residual graph, we see that the
regulation system accurately followed the current references.
For each current, the PV system developed an average
power: approximately 53540 W for 94.5 A, 53552 W for
94 A (as calculated by the block), and 53539 W for 93.5 A.
These results indicate that our system achieved maximum
power for the reference calculated by our block,
demonstrating that the MPPT approach is both efficient and
reliable. It is worth noting that the system produced
consistent results under different climatic conditions, which
should be considered in the optimization algorithm.

L, AE ___________ N
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Fig. 9. MPPT PV results

2. EMS scenarios. In this section, we will evaluate
the developed algorithm under different scenarios. One
important thing to consider is that we did not vary the
climatic conditions of the WT.

In a 4-second simulation, we evaluated the system’s
performance across the first 4 situations by adjusting the
irradiation G, temperature 7 and changing the load
demand. The results are presented in Fig. 9, 10.

Regarding the load, it requires 125 kW between
0 and 2 s, and 186.5 kW between 2 s and 4 s.

Between 0 and 1.33 s, the PV system operated at a
temperature of 22 °C and an irradiance of 600 W/m?
producing 39,32 kW. From 133 s to 2.66 s, with the
temperature at 27 °C and irradiance at 1000 W/m?, the power
output increased to 63,35 kW. Finally, between 2.66 s and 4 s,
at 25 °C and 900 W/m?, the PV system generated 57,75 kW.

The climatic conditions for the WT were fixed
throughout the simulation, with a wind speed of 12 m/s
and a pitch angle of 0°, resulting in an average power
output of 98,5 kW.

Based on the data provided, we can conclude that
between 0 and 2 s, the power generated by the RESs
exceeds the load demand, while between 2 s and 4 s, the
opposite is true.

We began with the SoC of 84.9972 % to ensure a
smooth transition between situations. Initially, we were in

situation 4, which was confirmed by the simulation. At
0.91 s the battery reached 85 % (Fig. 11). At this point, we
transitioned to situation 2 by isolating the battery through a
command and diverting the excess power to the dump load.
In Fig. 10, the dump load is represented by the power P,

At 2 s, the SoC is still slightly above 85 %, and as
the power demand exceeds production, the system shifts
to situation 1. In this scenario, the battery becomes the
power source, and the dump load is isolated again.
However, this situation only lasts for 0.02 s before the
SoC drops below 85 %, moving the system to situation 3,
which follows the same instructions as situation 1.

This demonstrates the system’s efficiency in
regulation and control, as it dynamically adjusts based on
the battery’s status. For instance, at 2 s (Fig. 10) the load
changes its setpoint, yet the system successfully adapts to
the new setpoint, while the PV and WT maintain their
average values, proving the system’s resilience against
load disturbances.

To avoid too much repetition, we kept the simulation
conditions, including those for the PV, WT, and load,
almost the same. This time, we focused on evaluating the
energy management system with the SoC around 15 %.

Figure 12 shows the power levels in different
situations when the SoC is close to 15 % (Fig. 13).
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As shown in Fig. 13, the SoC is below 15 %
between 0 and 0.406 s. During this time, Fig. 12 indicates
that the load’s power demand is lower than the combined
output of the PV and WT, triggering situation 5. After
0.406 s, the SoC surpasses 15 % under the same
conditions, causing a switch to situation 4, which
maintains the same outputs as situation 5. The battery
continues to charge in this situation until 2 s, when the
power demand exceeds what the sources can supply, as
long as the SoC remains between 15 % and 85 %,
situation 3 is activated, causing the battery to discharge
until 2.9115 s, when the SoC reaches 15 %, At this point,
a critical situation arises: the battery is at its minimum
level, and the load demands more power than is being
produced. This triggers situation 6, where charging the
battery becomes the priority.

In the scenario shown in Fig. 12, the charging voltage
is cut off to allow the battery to charge. To prevent the
system from oscillating around 15 % (switching between
situations 3 and 6), we implemented a strategy to stabilize
the process, we introduce a tolerance band (hysteresis) in
SoC levels to avoid frequent switching between charging
and discharging modes. In this case, we might wait until
SoC rises to 20 % before resuming power to non-critical
loads. This prevents short cycling of the battery.

In the scenario shown in Fig. 12, the charging voltage
is cut off to allow the battery to charge. To prevent the
system from oscillating around 15 % (switching between
situations 3 and 6), we implemented a strategy to stabilize
the process, we introduce a tolerance band (hysteresis) in
SoC levels to avoid frequent switching between charging
and discharging modes. In this case, we might wait until
the SoC rises to 20 % before resuming power to non-
critical loads. This prevents short cycling of the battery.

Conclusions. This research has successfully created
and tested a hybrid renewable energy system that
combines solar panels, wind turbines, and a battery
storage system. The system uses a smart control strategy
with a dual active bridge DC-DC converter and an energy
management system to effectively manage the energy
from different sources and supply it to the load.

One of the main advantages of this system is its
flexibility in managing energy. The control strategy

25 3 35 4

1 15 2
Fig. 13. Battery SOC corresponding situations between 3 and 6

adjusts the energy distribution based on changing power
demands and environmental conditions, ensuring that all
energy sources work together efficiently.

The energy management system is designed to
prioritize when to charge or discharge the battery based on
its state of charge and the energy demands in real time.
This helps to keep the system reliable, extend the battery’s
lifetime, and improve overall efficiency.

We validated the MPPT method through simulations,
showing that it accurately tracks the maximum power
available under different weather conditions. The energy
management system was also tested under various
scenarios, proving its ability to adapt to changes in load and
energy generation.

The simulations conducted using MATLAB/Simulink
showed that the system performs consistently across
different situations. By using a simplified neural network for
MPPT and effectively managing the state of charge, the
system maintains stable operation and optimizes energy use.

In summary, this hybrid renewable energy system,
with its advanced control and management strategies,
offers a practical solution for integrating renewable energy
sources in a flexible and efficient way. Future research
could focus on optimizing the system and on developing
other control techniques to further improve the
performance of the system.
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Method for reduction of magnetic field of uncertain extended technical objects based on their
multyspheroidal model and compensating magnetic dipoles

Problem. The implementation of strict requirements for magnetic silence of elongated energy-saturated objects such as naval vessel
and submarines is an important scientific and technical problem of magnetism of technical objects. Purpose. Development of method
for reduction of magnetic field of uncertain extended technical objects based on their multyspheroidal model and optimization of
parameters of compensating dipoles for compensate of spheroidal harmonics of external magnetic field of technical object.
Methodology. Number, coordinates of spatial arrangement and magnitudes of spherical harmonics of compensating dipole of
magnetic field sources calculated as magnetostatics geometric inverse problems solution in the form of nonlinear minimax
optimization problem based on multyspheroidal model of magnetic field of extended technical objects. Nonlinear objective function
calculated as the weighted sum of squared of resulting magnetic field COMSOL Multiphysics software package used. Nonlinear
minimax optimization problems solutions calculated based on particle swarm nonlinear optimization algorithms. Results. The results
of reduction of the initial magnetic field of extended technical objects based on their multyspheroidal model and optimization of
parameters of compensating magnetic dipoles for compensate of spheroidal harmonics of external magnetic field of technical object
using multyspheroidal model of the magnetic field in the form of spatial prolate spheroidal harmonics in the prolate spheroidal
coordinate system and taking into account the uncertainty of the magnetic characteristics of extended technical objects. Originality.
For the first time the method for reduction of magnetic field of uncertain extended technical objects based on their multyspheroidal
model and optimization of parameters of compensating magnetic dipoles for compensate of spheroidal harmonics of external
magnetic field of technical object using multyspheroidal model of the magnetic field developed. Unlike known methods, the
developed method makes it possible to increase the efficiency of magnetic field reduction of uncertain extended technical objects.
Practical value. It is theoretically shown the possibility to reduce by almost 100 times of modulus of induction and horizontal
component of the induction of the original magnetic field of uncertain extended technical objects based on optimization of
parameters of compensating magnetic dipoles for compensate of spheroidal harmonics of external magnetic field of technical object
using multyspheroidal model of the magnetic field. References 48, figures 6.

Key words: extended technical objects, magnetic field, multyspheroidal model, magnetic silencing, prolate spheroidal
coordinate system, spatial prolate spheroidal harmonics, control, uncertainty.

Ipoonema. Peanizayis 3copcmkux 6umMoe w000 MASHIMHOL muti GUMSCHYMUX eHEP2OHACUHEHUX 00 €KMIB, MAKUX sIK GIICbKO8I KOpaoii
ma ni08OOHI YOBHU, € BAICUBOIO HAYKOBOIO MA MEXHIYHOIO NPOOIEMOI0 MacHemu3My mexniyHux 06 ekmis. Mema. Pospobxa memooy
3MEHUIeHHSI MACHIMHOZ20 NOJISL HEGU3HAYEHUX NPOMSINCHUX MEXHIYHUX 00 '€Kmi@ Ha 0CHOBI IX Mynbmicgepoidanshoi modeni i onmumizayii
napamempie KOMREHCYIOUUX MASHIMHUX OUNONI6 OJisi KOMReHcayil cghepoioanbHux 2apMOHIK 306HIUHBO2O MAZHIMHO2O NOJISL MEXHIYHO20
06’ckma. Memooonozia. Ilapamempu KomneHcylOUUx OUNObHUX Odicepeil MASHIMHO20 NONA PO3PAX08aHi AK pilleHHs 06epHeHuUx
2e0MemPUYHUX 3a0aY MASHIMOCMAMUKY Y popmi HeiHItIHOL 3a0aui MIHIMAaKCHOT onmumizayii Ha 0CHO8I My1bmMucpepoioanbHoi Mooeni
MACHIMHO20 NOJIA GUMACHYMUX MeXHIUHUX 006 'ckmis. Heninilina yinboéa @OyHKYiss po3paxosana 5K 368aAJiCeHd CyMd Keaopamis
PE3VIbMYI01020 MACHIMHO20 NOAA 3 eukopucmannam npozpamnozo naxemy COMSOL Multiphysics. Po3é’asku 3adau meninitinoi
MIHIMAKCHOI onmumizayii po3paxoeani Ha OCHOBI ANCOPUMMIE HeMiHIUHOI onmumizayii poem yacmunokx. Pezynemamu. Pesynvmamu
KoMneHcayii 6UXiOH020 MACHIMHO20 NOJISL GUMASHYMUX MEXHIYHUX 00 €Kmie Ha OCHOSI IX MynbmicepoioanvHoi mooeni i onmumizayii
napamempie KOMREHCYIOUUX MASHIMHUX OUNONI6 OJisi KOMREHcayil cghepoioanbHux 2apMOHIK 306HIUHBO2O MAZHIMHO2O NOJISL MEXHIYHO20
00’exma 3 8UKOPUCTNIAHHAM MYTbMUCHEPoioansHoi Mooeni MacHimHO20 NOA 8 6UA0l NPOCMOPOBUX GUMASHYMUX CQepoioanbHUX
2apMOHiK 6 umsAHYmill cghepoionitl cucmemi KOOPOUHAM MA 3 BPAXYBAHHAM HEGUSHAUEHOC MASHIMHUX XAPAKMEPUCIUK GUIMASHYMUX
mexniunux 06 ’ckmis. Opuzinanvuicms. Bnepuie po3poOneHo memoo 3MeHUleHHA MASHIMHO20 NONA HEeGUSHAYEHUX NPOMANCHUX
MEeXHIYHUX 00 €Kkmi6 Ha OCHOSI iX Mynbmicghepoidanvhol Modeni i onmumizayii napamempie KOMNEHCYIOUUX MASHIMHUX Ounonie Ois
Komnencayii cgpepoioanbHux 2apMoHiK 308HIUHBO20 MACHIMHO20 NOJA MEXHIYHO20 06 €KMA 3 UKOPUCMAHHAM MYIbIMUCepoioansHol
Mooeni macHimnoz2o nons . Ha eiominy 6i0 eidomux memoois, po3pobneHuti memoo 0036015€ NIOSUWUMU eDEeKMUGHICTb 3MEHUUEHHS
MASHIMHO20 NONIA HEBUSHAUEHUX NPOMANCHUX mexHiunux 06 ckmie. Ilpaxmuuna uinunicme. [loxazana meopemuuna MONCIUGICTb
smenuienna mavixce 6 100 pazie modynsa iHOYKYii ma 20pu3oHmanbHoi cKIa008oi iHOYKYii BUXIOHO20 MASHIMHO20 MO He8USHAUEHUX
NPOMANCHUX MEXHIYHUX 00 ’€Kmié Ha OCHOGI ONMUMI3AYIi napamempie KOMNEHCYIOUUX MASHIMHUX OUunonie Ona KomneHcayii
chepoidanvhux eapMOHIK 308HIUHBO2O MASHIMHO20 NOJA. NOJIA MEXHIYHO020 00 '€EKMa 3 GUKOPUCIAHHAM MYTbmMuc@epoioansroi mooeni
MmaeHimuoezo noas. bion. 48, puc. 6.

Kniouoei cnosa: BUTATHYTI TexHiYHi 00’€kTH, MarHiTHe noJe, MyabTHChepoilalbHa MOJe/lb, MATHITHA THIIA, BUTATHYTA
cdepoigHa cucTeMa KOOPIAMHAT, MPOCTOPOBi BUTATHYTI cepoinHi rapMoHiKu, ynpaBJ/iiHHS, HeBU3HAYEHICTh.

Introduction. Strict requirements are imposed on
the accuracy of the description of the magnetic field near
a technical object in shipboard magnetism such as naval
vessel and submarines, when solving problems of
electromagnetic compatibility, as well as in developing
means of magnetic orientation and ensuring the magnetic
cleanliness of spacecraft [1-3]. The main threat to naval
vessel and submarines in modern naval warfare are naval
mines. The magnetic protection complex of naval vessel
and submarines from naval mines designed to reduce the
magnetic field level at the control depth at which mine

fuses do not operate through the following channels:
magnetic, responding to the magnetic induction of a
constant and slowly changing of magnetic field induction,
responding to changes in the induction of a constant and
slowly changing magnetic field during the movement of
the naval vessel and submarines, -electromagnetic,
responding to the low-frequency electromagnetic field of
the naval vessel and submarines [4-8].

The requirements for magnetic protection of naval
vessel and submarines formulated as follows: the
maximum value of the magnetic induction module of a
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constant and slowly changing magnetic field calculated
from the magnetic signature (pass-through characteristic)
of the naval vessel and submarines at the control depth,
should not exceed the specified value; the maximum
value of the change in the horizontal component of the
magnetic induction of a constant and slowly magnetic
field changing over a certain period of time, calculated
from the magnetic signature of the naval vessel and
submarines, at the control depth when it moves at the
nominal speed, should not exceed the specified value; the
maximum value of the magnetic induction module of the
low-frequency magnetic field of 50 Hz, calculated from
the magnetic signature of the naval vessel and submarines
at the control depth should not exceed the specified value.

To meet these stringent requirements for magnetic
silence, all ships periodically carry out the demagnetization
(degaussing) process on special magnetodynamic stands.
To enhance the demagnetization process, a special
solenoidal winding is installed on the ship’s hull. To
compensate the magnetic field of naval vessel and
submarines a system of compensation windings are used in
three orthogonal coordinates associated with the ship —
the longitudinal, transverse and vertical directions [4-7].
Compensation of the magnetic field of the main
magnetization of the ship in the vertical direction is carried
out using main parallel coils designed to compensate for
the large magnetizations of the bow and stern of the ship. In
addition to the general ship compensation windings,
separate local electromagnetic compensators are also used.

Naval vessel and submarines are elongated energy-
saturated objects and have a cigar-shaped appearance. The
use of a spherical expansion of the scalar potential for
objects with a predominant overall size does not make it
possible to describe the magnetic field near their surface
[9-13]. It seems relevant at present to use of spatial
harmonic analysis in an extended spheroidal coordinate
system, where the shape of the coordinate surfaces makes
it possible to bring the description area closer to the
surface of the object itself [14—16].

To compensate of initial magnetic field generated by
these energy-saturated elongated object, it is theoretically
possible to use compensating spheroidal magnetic field
sources located at points in the space of the technical
object, calculated when designing a multyspheroidal model
of the original magnetic field of the technical object.

Multyspheroidal sources of the magnetic field
should be taken equal in magnitude, but opposite in sign
to the corresponding spheroidal harmonics of the
spheroidal sources of the original magnetic field of the

2.1
H:. =
= /—
Cl' gl/ _773 n=lm=0 dégy
2
1—n;
Hnij:—TZZQm(éf

_ m
H(p’j_ c[\/(fl-jz—lh—?]lj )n 1m=0

here are the spheroidal coordinates &;
observation points of the space of a technical object with

(cos(n,-j))

ny ¢y of

technical object. However, the technical implementation
of such compensating spheroid magnetic field sources
presents certain difficulties [16]. Therefore, we will
consider the generation of a compensating magnetic field
using compensating dipole magnetic field sources.

In various operating modes of an energy-saturated
elongated technical object, as well as during operation, its
signature changes, therefore, when reducing it, it is
necessary to take into account the uncertainties of the
magnetic signature of a technical object [17-19].

Optimization of parameters of compensating dipoles
based on multyspheroidal model of magnetic field of
energy-saturated elongated objects will improve the
efficiency of reduction of original magnetic field of such
uncertain objects.

The purpose of the work is to develop a method for
reduction of magnetic field of uncertain extended
technical objects based on their multyspheroidal model
and optimization of parameters of compensating dipoles
for compensate of spheroidal harmonics of external
magnetic field of technical object.

Definition of forward multyspheroidal
magnetostatics problem. Let’s consider a
multyspheroidal model of the original magnetic field of
an energy-saturated extended technical object in an
elongated spheroidal coordinate system. Let us assume
that the initial magnetic field of an extended energy-
saturated object is generated using / spheroidal magnetic
field sources located at points in space of the technical
object with coordinates (x;);, z;) in a rectangular
coordinate system associated with the center of the
technical object as shown in Fig. 1.

X

XpYjpZj

Fig. 1. Energy-saturated extended technical object

Then the components Hy;, H,; H,; of the magnetic
field generated by these [ spheroidal sources at J
measurement points are calculated at points with
coordinates &, 77;, ¢; in elongated spheroidal coordinate
systems associated with the centers of these sources,
according to the following dependencies [16]

i i de (gll) %m COS(WMD,])"' Spi s1n(mfpy)} P (005(77”))

{c,'g cos(me;) + sy; sin(m(p,-j)}, (1)
dmy

3 3 0P costny e sintmy) — 2 costmar)

coordinates (x;, y;, z;) in rectangular coordinate systems
associated with the center of the technical object, from the
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location points of spheroidal magnetic field sources with
coordinates (x;, ;, z;) in an orthogonal system coordinates

associated with the center of the technical object are
related by the relation

' 2 ' 2

Sy
2 2 .
Yi—yi=ci|& —lyl-my -sm(wij):my e[0.1];

Zj—Zi:Ci'ny'ﬂij;

where P,,"f( ii)’ Oni (fy) associated Legendre functions of
the first and second kind, respectively, with degree n and

order m; c;, cpyi, sni — constant coefficients characterizing

the amplitudes of external spheroidal harmonics of the
magnetic field.

Hyj = y"—,—'cos(%)H@ ij

-—~cos((p,-j)-H,7ij

e[1,00[;
)
@; €10.2x];

Measurements and calculations of magnetic field
components it is more convenient to carry out in the
orthogonal coordinate system (x; y; z;), the transition to
which for the components H,;, H,; H.; is carried out
using the formulas [16]:

—sin(py; ) H
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2 2
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2 2 2 2
i ~1ij i~ ~1j
Harmonic ~ analysis in elongated spheroidal o (é‘l]) of the second kind calculated using the well-

coordinate system based on (1) or (3) requires the
calculation of associated Legendre polynomials of the

first P,; (§U) and second O (fy) kind. Polynomials

m
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known formula with a limitation on the number of terms
of the infinite series [18]
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function calculations. Algorithms
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Note that the calculation of the components Hy;, 1,;,
H,; of the magnetic field in spheroidal coordinates &;, 7,
@; using (1) or components H.;, H,;, H.; in the orthogonal

g2 1)

coordinate system (x; ), z) using (3) generated by
spheroidal sources of the magnetic field for given values of

parameters ¢; and spatial spheroidal harmonics c); , s); at
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measurement points with coordinates (x; y; z;) is a forward
problem of magnetostatics for spheroidal magnetic field
sources [20-25].

Definition of forward multydipole magnetostatics
problem. To compensate for the spheroidal spatial
harmonics of magnetic field of an energy-saturated
extended object, we introduce C dipole magnetic field
sources located at the C points of space of the technical
object with coordinates (x,, y., z.) in a rectangular coordinate
system associated with the center of the technical object. Let

us define the spherical harmonics g, h). of these C

compensating dipole magnetic field sources.

Let us consider the calculation of the components of
the magnetic field generated by these C dipole magnetic
field sources at the magnetic field measurement points with
coordinates (x;, 3, z;) in a rectangular coordinate system
associated with the center of the technical object. Let us
calculate the spherical angular coordinates r,;, ¢, 6,; under

which the measurement points with coordinates (x;, y;, z))
are «visible» from the location points of dipole magnetic
field sources with coordinates(x., y., z.) in a rectangular
coordinate system, associated with the center of the
technical object, from the following relationships

Xj=Xo =1y -Sil’l(@cj )Cos(wcj )’
Tej € [0,00]
Vi—Ve=ty sm(HLJ) sin(%j b= Oy €l0] —(6)
€[0,2m]
Zj=Ze =g COS(tgcj)

Then the components H,;, H,, Hy; of the magnetic
field in the spherical coordinate system r;, @ 0
associated with the center of location of the compensating
dipole source of the magnetic field, are calculated using

the following formulas [20]

Z Z 2 {gnc Cos(m¢’q) + hnc sin(m Pcj )} Fae (COS(GC/ ))

n=lm=0"

Hye = z Z 2 {gm cos(me,;) + hye Sln(mgpq)}

n=lm=0"

ZZ 2 {gn051n(m¢q) hp cos(m(pc])}

n=1m=0"
Using the calculated components H,;, H,;, Hg; of the

magnetic field in the spherical coordinate system r;, ¢, O,
we calculate the components Hmj, H,,, H.; of magnetic

H,, rej SIN(0,;) €08(@;) + H e c08(0,;) cos(@;) — H
H ;= H,jsin(0;)sin(@y;) + Hyj cos(0;)sin(g,;) + H .

aey (cos(&cj)) .

do,;

sin(0,)
field with orthogonal coordinate system, associated with

the center of the compensating dipole magnetic field source
according to the following formulas [20]

cos(wc,) ®)

(7

Hzcj = H ¢ cos(0) — Hog; sin(0;).

Let us take the axes of the orthogonal coordinate
systems of compensating dipole sources parallel to the
corresponding axes of the orthogonal coordinate system
associated with the center of the technical object. Then
the magnetic field components H,, H,, H. in an
orthogonal coordinate system associated with the center
of a technical object generated by all compensating dipole
sources of magnetic field in currents, measurements with
coordinates (x;, y;, z) are calculated as sums of the
corresponding components H,y;, H,;, H.,; of magnetic
field generated by individual compensating dipole sources
at measurement points with coordinates (x;, y;, z)).

Note that the calculation of the components H,;,
H,;, Hy; of the magnetic field in the spherical coordinate
system 7, ¢, 0 using (1) or components H,, H,., H.;
of magnetic field with orthogonal coordinate system
(x5, ¥» z;) using (3) generated by spherical sources of the
magnetic field for given values of spherical harmonics
gne> e
(x; ¥, z) is a forward problem of magnetostatics for
spherical magnetic field sources [26-30].

Definition of prediction geometric inverse
problems of magnetostatics. Let us now consider the
definition of the prediction geometric inverse problems of
magnetostatics based on a forward multyspheroidal model

at measurement points with coordinates

(1) of the initial magnetic field of an energy-saturated
extended object [26-34]. As a result of solving the
prediction of the geometric inverse problem of
magnetostatics based on the multyspheroidal model (1) of
the original magnetic field of the energy-saturated
extended control object, it is necessary to calculate the
following coordinates (x;, y;, z;) of the location of the
multyspheroidal sources of the original magnetic field in
the space of the technical object and the parameters ¢; and

spatial spheroidal harmonics ¢, sp: in such a way that,

based on this mathematical model (1), the values of the
magnetic field at measurement points with coordinates
(x; ¥ z)) are close to the experimentally measured values
of the magnetic field in these measuring points.

A feature of the energy-saturated extended technical
objects are the uncertainty of the magnetic characteristics
of their elements and their change in different operating
modes [35-40]. Let us introduce the vector G of
uncertainties of the parameters of the magnetic
characteristics of energy-saturated extended technical
object [41-44].

Let us introduce the vector ¥/(G) of the measured
values of the magnetic field signature of a technical
object, the components of which are the measured
components H(G), H(G), H..(G) of the magnetic field
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of the technical object for given rectangular coordinates
(x5, ¥, z;) associated with the center of the technical
object. Note that the vector ¥(G) of measured values of
the magnetic field signature of a technical object depends
on the operating modes of the technical object and on the
vector G of uncertainties of the parameters of the
magnetic cleanliness of the energy-saturated extended
technical object units.

Let us introduce the vector X of the desired
parameters of solving the prediction of the geometric
inverse problem of magnetostatics, the components of
which are the coordinates (x;, y;, z;) of the location of
spheroidal sources of the magnetic field at points in the
space of a technical object in a rectangular coordinate
system associated with the center of the technical object
and given magnitudes of parameters c¢; and spatial

spheroidal harmonics cj;, sn: of these spheroidal
magnetic field sources.

Then for given coordinate values (x;, y;, z;) of the
location of spheroidal magnetic field sources, at points in
space of a technical object in a rectangular coordinate
system associated with the center of the technical object

and given values of parameters ¢; and spatial spheroidal
harmonics c¢;, sp; components Hy(X,G), Hyu(X,G),

H.(X,G) Hy;, H,;, H.; of the magnetic field generated by
these spheroidal magnetic field sources at measurement
points with coordinates (x;, y;, z) in a rectangular
coordinate system associated with the center of the
technical object can be calculated based on forward
multyspheroidal magnetic field model (1).

The values of parameters ¢; and spatial spheroidal

harmonics c,;, sy; of forward multyspheroidal magnetic

field model (1) of an elongated energy-saturated object in
an elongated spheroidal coordinate system & 7, @
depended on the operating modes of the energy-saturated
extended technical object and, therefore, are functions of
the components of the vector G' of uncertainties of the
parameters of the magnetic cleanliness of the energy-
saturated extended technical object.

Therefore the components Hy, (X G), H,n(X G),
H..(X G), H, H,;, H.; of the magnetic field generated
by these spheroidal magnetic field sources at
measurement points with coordinates (x;, 3;, z;) are also
functions of the vector G of uncertainties of the
parameters of the magnetic cleanliness of the energy-
saturated extended technical object and the vector X of
the desired parameters of solving the prediction of the
geometric inverse problem of magnetostatics.

Let us introduce the vector Y«(X,G) of calculated
values of the magnetic field signature of a technical
object, the components of which H,(X,G), H,;(X,G),
H.,(X,G), H;, H,;, H.; are calculated values components
of the magnetic field of a technical object for given
measurement points with coordinates (x;, );, z) in a
rectangular coordinate system associated with the center
of the technical object.

Let us introduce the E(X,G) vector of the
discrepancy between the vector ¥j(G) of the measured
magnetic field and the vector Y«(X,G) of the predicted by
model (3) magnetic field

E(X,G) =Yy (G)~Yc(X,G). ©)

Then the solution of prediction geometric inverse
problem of magnetostatics comes down to the standard
approach of designing a robust prediction multyspheroidal
model of magnetic field of an energy-saturated extended
object, when the coordinates (x;, y;, z;) of the location of
spheroidal sources of the magnetic field at points in the
space of a technical object in a rectangular coordinate
system associated with the center of the technical object
and magnitudes of parameters ¢; and spatial spheroidal

harmonics ¢, sp; of these spheroidal magnetic field

sources are found from the conditions for minimizing the
vector of the discrepancy between the vector of the
measured magnetic field and the vector of the predicted
by forward multyspheroidal model magnetic field, but for
the «worsty the vector G of uncertainties of the
parameters of the magnetic characteristics of energy-
saturated extended technical object are found from the
conditions for maximizing the same vector of the
discrepancy between the vector of the measured magnetic
field and the vector of the predicted by multyspheroidal
model of magnetic field.

Definition of control geometric inverse problems
of magnetostatics. Let us now consider the definition of
control geometric inverse problem of magnetostatics
based on a multydipole model (1) of the compensating
magnetic field of an energy-saturated extended control
object. As a result of solving the control of the geometric
inverse problem of magnetostatics on the basis of a
multy-dipole model (7) of the compensating magnetic
field of an energy-saturated extended control object, it is
necessary to calculate the coordinates (x., y., z.) of the
location C of multy-dipole sources of the compensating
magnetic field in the space of energy-saturated extended

control object and the magnitude g, h,. of their

spherical spatial harmonics, in such a way that, on the
basis of this, the control of the mathematical model (7) of
components values H,., H,., H.. of magnetic field at the
measurement points with coordinates (x;, y;, z;) were close
in magnitude but oppositely directed to the values of the
initial magnetic field calculated on the basis of the
predictions of the multyspheroidal model (1) at the same J
measurement points with coordinates (x;, y;, z)).

Let us introduce the vector X of the desired
parameters for solving the problem of compensating of
initial magnetic field of energy-saturated extended control
object, whose components are unknown values of
coordinates (x;, y;, z;) of the location of spherical sources
of the compensating magnetic field at points in the space
of a technical object in a rectangular coordinate system
associated with the center of the technical object and

unknown values magnitude g, k. of their spherical

spatial harmonics of magnetic field of these spherical
compensating sources.

Then, for a given value of the vector X of the desired
parameters of the compensating dipoles, based on (7), the
vector B.(X) of the compensating magnetic field
generated by all compensating dipoles at the specified
points in space, in particular at the control depth of a
technical object generated by all compensating dipoles
can be calculated.
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Then we calculated the vector Bg(X,G) of resulting
magnetic field at the specified points in space, in
particular at the control depth of a technical object
generated by energy-saturated extended control object and
all compensating elements

Br(X,G)=B(G)+B.(X). (10)

Then the problem of calculated unknown values of
vector X of the desired parameters for solving the
problem of compensating of initial magnetic field of
energy-saturated extended control object, whose
components are unknown values of coordinates (x;, y;, z;)
of the location of spherical sources of the compensating
magnetic field at points in the space of a technical object
in a rectangular coordinate system associated with the
center of the technical object and unknown values

magnitude g, h,. of their spherical spatial harmonics

of magnetic field of these spherical compensating sources
can be reduced to solving the problem of minimax
optimization of resulting magnetic field (10) generated by
energy-saturated extended control object and all
compensating elements at the specified points in space, in
particular at the control depth of a technical object.

This approach is also standard when designing of
robust control by resulting magnetic field of an energy-
saturated extended control object, when the coordinates of
the spatial arrangement and the magnitudes of the
compensating dipole calculated from the conditions for
minimizing modulus of spacecraft resulting magnetic field
(10) at the specified points in space, in particular at the
control depth of a technical object, but for the «worst» values
of the vector of uncertainty parameters of the energy-
saturated extended technical object magnetic characteristics.

Inverse problems solution method. Components of
the vector games (9), (10) are nonlinear functions of the
vector X of required parameters and the vector G of
uncertainty ~ parameters of  geometric  inverse
magnetostatics problem for prediction and control by
magnetic signature of an energy-saturated extended object
based on a multydipole model (1) taking into account
forward problem uncertainties and calculated by
COMSOL Multiphysics software.

A feature of the calculated solution problem is the
multy-extremal nature of games payoff (9), (10) so that the
considered region of possible solutions contains local
minima and maxima. This due to fact that when
minimizing the resulting magnetic field at one point in the
signature of technical object, the magnetic field level at
another point in signature of this technical object increases
due to under compensation or overcompensation of the
original magnetic field of technical object. Therefore, to
calculate the solution this vector games (8) — (10) used
stochastic multy-agent optimization algorithms [45].

To adapt the PSO method in relation to the problem
of finding Pareto-optimal solutions on the set of possible
values of a vector criterion, it is most simple to use binary
preference relations that determine the Pareto dominance
of individual solutions. To find a unique solution of a
vector games (9), (10) from a set of Pareto-optimal
solutions used information about the binary relationships
of preferences of local solutions relative to each other
[45]. To calculate one single global solution to the vector

games (9), (10) individual swarms exchange information
with each other during the calculation of optimal solutions
to local games. Information about the global optimum
obtained by particles from another swarm used to
calculate the speed of movement of particles from another
swarm, which allows calculated all Pareto-optimal
solutions. To increase the speed of finding a global
solution, special nonlinear algorithms of stochastic multy-
agent optimization in which the motion of i particle of j
swarm described by the following expressions [46]

~-(t+1)=W1,' ~~(t)+cl ~r1j(t)><...
0, ())P,-,-@—...
() H\pyji (1) -

‘521'1’1%' - ij(’)l
Ml](t+l):W2j l]()+c3jr3j ) X.
><(p3l](t)—6‘3l] Zjj )— (;]"'
+C4]V4](t)H p4l/(t) 84l]t X
..X[Z;(z)_(s,,(z)l
2(1+1) = 3 (0)+ 1 +1), (13)

where x;(?), g;(f) and vi(?), uy(f) is the position and
velocity of i particle of j swarm.

In (11) = (13) (0. 2,(0) and (), ;(1)
local and global positions of the i—th particle, found

respectively by only one i—th particle and all the particles
of j swarm. Moreover, the best local position y;(#) and the

an

]+02]r2]

(12)

— the best

global position yj-(t) of the i particle of j swarm are

understood in the sense of the first player strategy x;(#) for
minimum of component E{(X,G), Br(X,G) of the vector
payoff (9), (10). However the best local position z;(f) and

the global position z of the i particle of j swarm are

understood in the sense of the second player strategy g;(?)
for maximum of the same component E(X,G), Br(X,G)
of the vector payoff (9), (10).

Simulation results. Each naval vessel and each
submarine has its own unique signature — a magnetic
portrait, which can be used to determine not only the type
of technical object, but also this particular technical
object. Therefore, the magnetic signatures of specific
naval vessel and submarines are a top secret [47, 48].

Measuring the magnetic field signature of naval
vessel and submarines is usually carried out when a
technical object moves against magnetic field sensors
fixedly installed at various points in space. In particular,
in the French marine laboratory 13 three-component
magnetometers were installed along the body of the
technical object being measured [13]. With linear
geometric dimensions of a technical object £100 m and
measuring the magnetic field signature after 1 m, the
number of measurement points will be 2613 pieces, and
the number of measurements will be 7839 values of
magnetic field components.

Based on these measurements, a mathematical
model of the magnetic field signature is calculated.
Recently, moving underwater drones equipped with
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magnetometers have been used to measure the magnetic
signatures of naval vessel and submarines [47, 48].

As an example, consider the magnetic signature of a
technical object, the parameters of which are given in [6].
The technical object has linear dimensions from —100 m to
+100 m. The initial magnetic field is generated by 16
dipole sources located at points in space of the technical
object with the following coordinates. When measuring
the magnetic field along the length of a technical object
from —100 m to +100 m with an interval of 1 m along
three lines with [6] coordinates, 603 measurement points
are obtained. In this case, at each point three components
of the magnetic field are measured in an orthogonal
coordinate system associated with the center of the
technical object, so that the total number of measurements
is 1809 magnetic field values.

Let us first consider the design of a multyspheroidal
model of the initial magnetic field. As a result of solving
the predictions of the geometric inverse problem, the
coordinates (x, y, z) of the spatial location and their values
of the parameters ¢ and the coefficients of the first
spheroidal harmonics clo, cll, s;tof 5 spheroidal sources of
the multyspheroidal model of the initial magnetic field of
the energy-saturated elongated technical object under
consideration were calculated by magnetosystems.

1)Sources M|, — x = 24.1775 m, y = 0.203945 m,
z = 144653 m, ¢ = 17.1245, ¢, = -840.073,
a',=13.9223,5,' =-193.016;

2)Sources M, — x = —13.2818 m, y = 0.498642 m,
z = 0266331 m, ¢ = 0232014, ¢°, = —58875.5,
a',=1373.1, 5, =-7953.4;

3)Sources M; — x = -38.496 m, y = 0.276427 m,
z = -1.03295 m, ¢ = 0.337585, ¢, = —3620.08,
a',=-11852.2,s,' =-3933.69;

4)Sources My — x = 241911 m, y = 0.203772 m,
z = 14617 m, ¢ = 169606, ¢’ = 847.093,
', =-14.0885, 5,' = 194.566.

Figure 2 shows the signatures of the original (solid
lines) and model (dashed lines) magnetic field components
of the magnetic field for the following coordinate values:
aA)Y=-20m,Z=19m;b) Y=0,Z=19m; c) Y =20 m,
Z =19 m; d) magnetic field induction modules. As seen in
these figures, the signatures of the original and model
magnetic fields practically coincide, which confirms the
adequacy of the designed multyspheroidal model to the real
signatures of the magnetic field.

One of the main technical requirements for the
signature of ships and submarines is the limitation of the
induction module of the magnetic field signature to the
control depth. Technically, it is easiest to compensate for
the initial magnetic field wusing local dipole-type
compensators. Let us consider the reduction of the original
magnetic field based on the designed multyspheroidal
magnetic field model using compensating dipoles.

As a result of solving the control geometric inverse
problem of magnetostatics, the spatial location
coordinates and values of the magnetic moments of
5 compensating dipoles were calculated
{x1, ..., xs} — {~13.4224, -38.4723, 38.3674, 29.2921,
11.2709} m;

{1, - ysp — {0.557271, 0.2328, —0.886435, —5.39425,
0.341033} m;

{z1, ..., zs} — {0.37837, —1.00586, 0.809621, —1.51659,
0.0348981} m;

My, ..., M5} — {1026.93, 136.8, 330.364, 99.726,
468.882} A'm’;

{M,y, ..., Mys} — { —48.7259, 900.474, 77.9282, -58.4812,
263114} Am’;

{M,, ..., M5} — {263.642, 293.553, 135.072, 56.0585,
268.282} A’

Another technical requirement for the signature of
ships and submarines is to limit the amount of change in
the horizontal component of the magnetic field at a
control depth over a certain period of time when passing a
technical object at a given speed.

Y=-20m

Bx, By, Bz, nT

a IBLNT

'.? y=0m,z=19m

I
)
=-20m,z=19m | — Y=-20m, Z=19 m
y ' f /

' ) y=0m,z=19m Y=0,Z=19m
v A Y
ANy oy} ” Y=20m, Z=19m
Voo syFEY20m, z=19m
! Vo e Y=-20m, Z=19 m
!
! “‘ ..... Y=0,Z=19 m
!
N\ /L L\ Y=20m, Z=19m
J Y4 L ¥=20m,z=19m
_____ o \‘J\y =20m, z=19m e, d
-100 50 50 100 " )

Fig. 2. Signatures of the original (solid lines) and model
(dashed lines) magnetic field

Let us now consider the solution of the geometric
inverse problem of magnetostatics based on the location
of 5 compensation dipoles when introducing into the
objective function, in addition to the magnetic field
induction modules, also horizontal components at the
control depth.

As a result of solving the control geometric inverse
problem of magnetostatics, the spatial location
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coordinates and values of the magnetic moments of
5 compensating dipoles were calculated

{x1, ..., xs} — {11.081, —13.3971, 26.2429, 38.3417,
—38.5133} m;
{1, . ¥sp — {0.148509, 0.547627, -9.81257, —0.832418,
0.288649} m;
{z1, ..., z5} — {0.0697367, 0.302065, —2.47162, 0.512463,
—1.01949} m;
{My, ..., M} — {469.602, 1040.86, 84.7869, 347.086,

138.088} A'm’;

My, ..., Mysp — {-37.4432, -50.1551, —22.2874,
59.2771,904.151} A'm?;

{M,, ..., M} — {252.922, 269.704, 30.4981, 164.38,
298.216} A'm’.

Figure 3 shows the signatures of the modules: a) the
initial and resulting magnetic field compensated using
5 dipole sources; b) taking into account only the module;
¢) taking into account the horizontal component of the
resulting magnetic field at the control depth. The signatures
are given for the following coordinate values: a) ¥ =-20 m,
Z=19m;b)Y=0,Z=19m;c) Y=20m, Z=19 m.

Bl nT

=0m,z=19m
15/3’ h

\
10}

y=-20m,z=19m

— ¥=-20m, Z=19m
Y=0,Z=19m
— Y=20m, Z=19m

y=20m,z=19m . a)
-100 -50 50 100 ~
o042 |BLNT
y=0m,z=19m
y==20m,z=19m 0.10 /
y=20m,z=19m
0.08 — Y=-20m, Z=19m
Y=0,Z=19m

— Y=20m, Z=19m

b)

-100 -50 50 100

B, nT
Bln y=0m,z=19m

L~

]yf:—ZDm.z:‘Iiirrri"15 y=20m,z=19m
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Y=0,Z=19m
— Y=20m, Z=19m

100 -50 50 100 " ¢)
Fig. 3. Signatures of the modules of the initial and resulting
magnetic fields

From a comparison of the signatures of the induction
modules of the original magnetic field shown in Fig. 3,a
and the resulting magnetic field shown in Fig. 3,b, it
follows that with the help of 5 compensation dipoles it
was possible to reduce the induction modulus of the
original magnetic field by almost 100 times. Taking into
account the horizontal component leads to a certain
increase in the modulus of the resulting field, as follows
from a comparison of Fig. 3,b and Fig. 3,c.

Figure 4 shows the signatures of the horizontal
components of the induction of: @) the initial and resulting

magnetic field using 5 compensating dipoles; b) taking
into account only the module; ¢) taking into account the
horizontal component of the resulting magnetic field at

the control depth.
By, nT

y=-20m,z=19m L

y=20m,z=19m

— Y=-20m, Z=19 m
Y=0,Z=19 m
— ¥Y=20m, Z=19 m
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Fig. 4. Signatures of the horizontal components of the initial and
resulting magnetic fields

From a comparison of these signatures it follows that
with the help of 5 compensation dipoles it was also
possible to reduce the horizontal component of the
induction of the original magnetic field by almost 100
times. Moreover, taking into account the horizontal
component of the magnetic field leads to an additional
reduction in the horizontal component of the resulting field
by approximately 1.5 times, as follows from a comparison
of Fig. 4,b and Fig. 4,c.

Figure 5 shows the signatures of the longitudinal
components of the induction of: @) the initial and resulting
magnetic field using 5 compensating dipoles; b) taking
into account only the module; ¢) taking into account the
horizontal component of the resulting magnetic field at
the control depth.

From a comparison of the signatures of the
longitudinal components of the induction of the original
magnetic field, shown in Fig. 5, and the resulting
magnetic field shown in Fig. 5,b, it follows that with the
help of 5 compensation dipoles it was possible to
simultaneously reduce the longitudinal components of the
induction of the original magnetic field by almost 200
times. However, taking into account the horizontal
component in the optimization criterion leads to an
increase in the longitudinal components of the induction
of the resulting field by more than two times, as follows
from a comparison of Fig. 5,6 and Fig. 5,c.
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Fig. 5. Signatures of the longitudinal components of the initial
and resulting magnetic fields

Figure 6 shows the signatures of the vertical
components of induction: a) of the initial and resulting
magnetic field using 5 compensating dipoles; ») when
taking into account only the module; ¢) when taking into
account the horizontal component of the resulting

magnetic field at the control depth.
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Fig. 6. Signatures of the vertical components of the initial and
resulting magnetic fields

From a comparison of the signatures of the vertical
components of the induction of the original magnetic
field, shown in Fig. 6,a and the resulting magnetic field
shown in Fig. 6,b, it follows that with the help of
5 compensation dipoles it was possible to simultaneously
reduce the vertical components of the induction of the
original magnetic field by almost 50 times. However,
taking into account the horizontal component in the
optimization criterion leads to an increase in the vertical
components of the induction of the resulting field by more
than 1.5 times, as follows from a comparison of Fig. 6,b
and Fig. 6,c.

Thus, by minimizing the magnetic induction
modules, a decrease in the module of the resulting
magnetic field by more than 100 times is achieved, while
simultaneously reducing the magnetic induction
components of the resulting magnetic field, also by
approximately 100 times. When simultaneously taking
into account in the optimization criteria both the magnetic
induction modules and the values of the horizontal
components of the magnetic induction of the resulting
magnetic field, the value of the horizontal component of
the resulting magnetic field is additionally reduced by
1.5 times. However, in this case, the modules of the
resulting magnetic field, as well as the longitudinal and
vertical components of the magnetic field, increase by
approximately 1.5 times.

Conclusions.

1. For the first time the method for reduction of
magnetic field of uncertain extended technical objects
based on their multyspheroidal model and optimization of
parameters of compensating dipoles for compensate of
spheroidal harmonics of external magnetic field of
technical object. Unlike known methods, the developed
method makes it possible to increase the efficiency of
magnetic field reduction of uncertain extended technical
objects.

2. Parameters of compensating dipole magnetic field
sources calculated as magnetostatics geometric inverse
problems solution in the form of nonlinear minimax
optimization problem based on multyspheroidal model of
magnetic field of extended technical objects. Nonlinear
objective function calculated as the weighted sum of
squared of resulting magnetic field COMSOL
Multiphysics software package used. Nonlinear minimax
optimization problems solutions calculated based on
particle swarm nonlinear optimization algorithms

3. Based on the simulation results it is theoretically
shown the possibility to reduce by almost 100 times of
modulus of induction and horizontal component of the
induction of the original magnetic field of uncertain
extended technical objects based on optimization of
compensating magnetic dipoles spatial arrangement for
compensate of spheroidal harmonics of external magnetic
field of technical object using multyspheroidal model of
the magnetic field.

4.In the future it is planned to conduct experimental
studies of the effectiveness of reducing of magnetic field
of uncertain extended technical objects based on
developed method.

Conflict of interest. The authors declare that they
have no conflicts of interest.

56

Electrical Engineering & Electromechanics, 2025, no. 2



REFERENCES
1. Rozov V.Yu., Getman A.V., Petrov S.V., Erisov A.V.,
Melanchenko A.G., Khoroshilov V.S., Schmidt I.R Spacecraft
magnetism.  Technical Electrodynamics. Thematic issue
«Problems of modern electrical engineering», 2010, part 2, pp.
144-147. (Rus).
2. ECSS-E-HB-20-07A. Space engineering: Electromagnetic
compatibility  hand-book. ESA-ESTEC. Requirements &
Standards Division. Noordwijk, Netherlands, 2012. 228 p.
3. Droughts S.A., Fedorov O.P. Space project lonosat-Micro.
Monograph. Kyiv, Akademperiodika Publ., 2013. 218 p. (Rus).
4. Holmes J.J. Exploitation of A Ship’s Magnetic Field
Signatures. ~ Springer ~ Cham, 2006. 67 p. doi:
https://doi.org/10.1007/978-3-031-01693-6.
5. Woloszyn M., Jankowski P. Simulation of ship’s deperming
process using Opera 3D. 2017 18th International Symposium on
Electromagnetic Fields in Mechatronics, Electrical and
Electronic Engineering (ISEF) Book of Abstracts, 2017, pp. 1-2.
doi: https://doi.org/10.1109/ISEF.2017.8090680.
6. Birsan M., Holtham P., Carmen. Using global optimisation
techniques to solve the inverse problem for the computation of
the static magnetic signature of ships. Defense Research
Establishment Atlantic, 9 Grove St., PO Box 1012, Dartmouth,
Nova Scotia, B2Y 377, Canada.
7. Zuo C., Ma M., Pan Y., Li M., Yan H., Wang J., Geng P.,
Ouyang J. Multi-objective optimization design method of naval
vessels degaussing coils. Proceedings of SPIE - The
International Society for Optical Engineering, 2022, vol. 12506,
art. no. 125060J. doi: https://doi.org/10.1117/12.2662888.
8. Baranov M.., Rozov V.Y., Sokol Y.I. To the 100th
anniversary of the National Academy of Sciences of Ukraine —
the cradle of domestic science and technology. Electrical
Engineering & Electromechanics, 2018, no. 5, pp. 3-11. doi:
https://doi.org/10.20998/2074-272X.2018.5.01.
9. Rozov V.Y. External magnetic fields of power electrical
equipment and methods for reducing them. Kiev, The Institute
of Electrodynamics Publ., 1995, n0.772. 42 p. (Rus).
10. Rozov V.Yu. Methods for reducing external magnetic fields
of energy-saturated objects. Technical Electrodynamics, 2001,
no. 1, pp. 16-20.
11. Rozov V.Yu. Selective compensation of spatial harmonics
of the magnetic field of energy-saturated objects. Technical
Electrodynamics, 2002, no. 1, pp. 8-13. (Rus).
12. Rozov V.Yu., Dobrodeev P.N., Volokhov S.A. Multipole
model of a technical object and its magnetic center. Technical
Electrodynamics, 2008, no. 2, pp. 3-8. (Rus).
13. Rozov V.Yu., Getman A.V. Kildishev A.V. Spatial
harmonic analysis of the external magnetic field of extended
objects in a prolate spheroidal coordinate system. Technical
Electrodynamics, 1999, no. 1, pp. 7-11. (Rus).
14. Rozov V.Yu. Mathematical model of electrical equipment as
a source of external magnetic field. Technical Electrodynamics,
1995, no. 2, pp. 3-7. (Rus).
15. Volokhov S.A., Dobrodeev P.N., Ivleva L.F. Spatial
harmonic analysis of the external magnetic field of a technical
object. Technical Electrodynamics, 1996, no. 2, pp. 3-8. (Rus).
16. Getman A.V. Analysis and synthesis of the magnetic field
structure of technical objects on the basis of spatial harmonics.
Dissertation thesis for the degree of Doctor of Technical
Sciences. Kharkiv, 2018. 43 p. (Ukr).
17. Xiao C., Xiao C., Li G. Modeling the ship degaussing coil’s
effect based on magnetization method. Communications in
Computer and Information Science, 2012, vol. 289, pp. 62-69.
doi: https://doi.org/10.1007/978-3-642-31968-6_8.
18. Wotoszyn M., Jankowski P. Ship’s de-perming process
using coils lying on seabed. Metrology and Measurement
Systems, 2019, vol. 26, no. 3, pp. 569-579. doi:
https://doi.org/10.24425/mms.2019.129582.

19. Fan J., Zhao W., Liu S.,, Zhu Z. Summary of ship
comprehensive degaussing. Journal of Physics: Conference
Series, 2021, vol. 1827, no. 1, art. no. 012014. doi:
https://doi.org/10.1088/1742-6596/1827/1/012014.

20. Getman A.V. Spatial harmonic analysis of the magnetic
field of the sensor of the neutral plasma component. Eastern
European Journal of Advanced Technologies, 2010, vol. 6, no.
5(48), pp. 35-38. doi:  https://doi.org/10.15587/1729-
4061.2010.3326.

21. Getman A. Ensuring the Magnetic Compatibility of
Electronic Components of Small Spacecraft. 2022 IEEE 3rd
KhPI Week on Advanced Technology (KhPIWeek), 2022, no. 1-
4. doi: https://doi.org/10.1109/KhPIWeek57572.2022.9916339.
22. Acuna M.H. The design, construction and test of
magnetically clean spacecraft — a practical guide. NASA/GSFC
internal report. 2004.

23. Junge A., Marliani F. Prediction of DC magnetic fields for
magnetic cleanliness on spacecraft. 2011 [EEE International
Symposium on Electromagnetic Compatibility, 2011, pp. 834-
839. doi: https://doi.org/10.1109/ISEMC.2011.6038424.

24. Lynn G.E., Hurt J.G., Harriger K.A. Magnetic control of
satellite attitude. /[EEE Transactions on Communication and
Electronics, 1964, vol. 83, no. 74, pp. 570-575. doi:
https://doi.org/10.1109/TCOME.1964.6539511.

25. Junge A., Trougnou L., Carrubba E. Measurement of
Induced Equivalent Magnetic Dipole Moments for Spacecraft
Units and Components. Proceedings ESA Workshop Aerospace
EMC 2009 ESA WPP-299, 2009, vol. 4, no. 2, pp. 131-140.

26. Mehlem K., Wiegand A. Magnetostatic cleanliness of
spacecraft. 2010 Asia-Pacific International Symposium on
Electromagnetic  Compatibility, 2010, pp. 936-944. doi:
https://doi.org/10.1109/APEMC.2010.5475692.

27. Messidoro P., Braghin M., Grande M. Magnetic cleanliness
verification approach on tethered satellite. 16th Space
Simulation Conference: Confirming Spaceworthiness into the
Next Millennium, 1991, pp. 415-434.

28. Mehlem K., Narvaez P. Magnetostatic cleanliness of the
radioisotope thermoelectric generators (RTGs) of Cassini. /999
IEEE  International ~ Symposium  on  Electromagnetic
Compatability, 1999, vol. 2, pp. 899-904. doi:
https://doi.org/10.1109/ISEMC.1999.810175.

29. Eichhorn W.L. Magnetic dipole moment determination by
near-field analysis. Goddard Space Flight Center. Washington,
D.C., National Aeronautics and Space Administration, 1972.
NASA technical note, D 6685. 87 p.

30. Matsushima M., Tsunakawa H., lijima Y., Nakazawa S.,
Matsuoka A., Ikegami S., Ishikawa T., Shibuya H., Shimizu H.,
Takahashi F. Magnetic Cleanliness Program Under Control of
Electromagnetic Compatibility for the SELENE (Kaguya)
Spacecraft. Space Science Reviews, 2010, vol. 154, no. 1-4, pp.
253-264. doi: https://doi.org/10.1007/s11214-010-9655-x.

31. Boghosian M., Narvaez P., Herman R. Magnetic testing, and
modeling, simulation and analysis for space applications. 2013
IEEE  International ~ Symposium  on  Electromagnetic
Compatibility, 2013, pp. 265-270. doi:
https://doi.org/10.1109/ISEMC.2013.6670421.

32. Mehlem K. Multiple magnetic dipole modeling and field
prediction of satellites. [EEE Transactions on Magnetics, 1978,
vol. 14, no. S, pp- 1064-1071. doi:
https://doi.org/10.1109/TMAG.1978.1059983.

33. Thomsen P.L., Hansen F. Danish @Orsted Mission In-Orbit
Experiences and Status of The Danish Small Satellite
Programme. Annual AIAA/USU Conference on Small Satellites,
1999, pp. SSC99-1-8.

34. Kapsalis N.C., Kakarakis S.-D.J., Capsalis C.N. Prediction
of multiple magnetic dipole model parameters from near field
measurements employing stochastic algorithms. Progress In
Electromagnetics Research Letters, 2012, vol. 34, pp. 111-122.
doi: https://doi.org/10.2528/PIERL12030905.

Electrical Engineering & Electromechanics, 2025, no. 2

57



35. Solomentsev O., Zaliskyi M., Averyanova Y., Ostroumov .,
Kuzmenko N., Sushchenko O., Kuznetsov B., Nikitina T.,
Tserne E., Pavlikov V., Zhyla S., Dergachov K., Havrylenko O.,
Popov A., Volosyuk V., Ruzhentsev N., Shmatko O. Method of
Optimal Threshold Calculation in Case of Radio Equipment
Maintenance. Data Science and Security. Lecture Notes in
Networks and Systems, 2022, vol. 462, pp. 69-79. doi:
https://doi.org/10.1007/978-981-19-2211-4_6.

36. Ruzhentsev N., Zhyla S., Pavlikov V., Volosyuk V., Tserne
E., Popov A., Shmatko O., Ostroumov I., Kuzmenko N.,
Dergachov K., Sushchenko O., Averyanova Y., Zaliskyi M.,
Solomentsev O., Havrylenko O., Kuznetsov B., Nikitina T.
Radio-Heat Contrasts of UAVs and Their Weather Variability at
12 GHz, 20 GHz, 34 GHz, and 94 GHz Frequencies. ECTI
Transactions on Electrical Engineering, Electronics, and
Communications, 2022, vol. 20, no. 2, pp. 163-173. doi:
https://doi.org/10.37936/ecti-eec.2022202.246878.

37. Havrylenko O., Dergachov K., Pavlikov V., Zhyla S.,
Shmatko O., Ruzhentsev N., Popov A., Volosyuk V., Tserne E.,
Zaliskyi M., Solomentsev O., Ostroumov I., Sushchenko O.,
Averyanova Y., Kuzmenko N., Nikitina T., Kuznetsov B.
Decision Support System Based on the ELECTRE Method.
Data Science and Security. Lecture Notes in Networks and

Systems, 2022,  vol. 462, pp- 295-304. doi:
https://doi.org/10.1007/978-981-19-2211-4_26.
38. Shmatko O., Volosyuk V., Zhyla S., Pavlikov V.,

Ruzhentsev N., Tserne E., Popov A., Ostroumov 1., Kuzmenko
N., Dergachov K., Sushchenko O., Averyanova Y., Zaliskyi M.,
Solomentsev O., Havrylenko O., Kuznetsov B., Nikitina T.
Synthesis of the optimal algorithm and structure of contactless
optical device for estimating the parameters of statistically
uneven surfaces. Radioelectronic and Computer Systems, 2021,
no. 4, pp. 199-213. doi: https://doi.org/10.32620/reks.2021.4.16.

39. Volosyuk V., Zhyla S., Pavlikov V., Ruzhentsev N., Tserne
E., Popov A., Shmatko O., Dergachov K., Havrylenko O.,
Ostroumov 1., Kuzmenko N., Sushchenko O., Averyanova Yu.,
Zaliskyi M., Solomentsev O., Kuznetsov B., Nikitina T. Optimal
Method for Polarization Selection of Stationary Objects Against
the Background of the Earth’s Surface. International Journal of
Electronics and Telecommunications, 2022, vol. 68, no. 1, pp.
83-89. doi: https://doi.org/10.24425/ijet.2022.139852.

40. Zhyla S., Volosyuk V., Pavlikov V., Ruzhentsev N., Tserne
E., Popov A., Shmatko O., Havrylenko O., Kuzmenko N.,
Dergachov K., Averyanova Y., Sushchenko O., Zaliskyi M.,
Solomentsev O., Ostroumov I., Kuznetsov B., Nikitina T.
Practical imaging algorithms in ultra-wideband radar systems
using active aperture synthesis and stochastic probing signals.
Radioelectronic and Computer Systems, 2023, no. 1, pp. 55-76.
doi: https://doi.org/10.32620/reks.2023.1.05.

41. Maksymenko-Sheiko K.V., Sheiko T.I., Lisin D.O.,
Petrenko N.D. Mathematical and Computer Modeling of the
Forms of Multi-Zone Fuel Elements with Plates. Journal of
Mechanical Engineering, 2022, vol. 25, no. 4, pp. 32-38. doi:
https://doi.org/10.15407/pmach2022.04.032.

42. Hontarovskyi P.P., Smetankina N.V., Ugrimov S.V.,
Garmash N.H., Melezhyk II. Computational Studies of the

How to cite this article:

Thermal Stress State of Multilayer Glazing with Electric
Heating. Journal of Mechanical Engineering, 2022, vol. 25, no.
1, pp. 14-21. doi: https://doi.org/10.15407/pmach2022.02.014.
43. Kostikov A.O., Zevin L.I., Krol H.H., Vorontsova A.L. The
Optimal Correcting the Power Value of a Nuclear Power Plant
Power Unit Reactor in the Event of Equipment Failures. Journal
of Mechanical Engineering, 2022, vol. 25, no. 3, pp. 40-45. doi:
https://doi.org/10.15407/pmach2022.03.040.

44. Rusanov A.V., Subotin V.H., Khoryev O.M., Bykov Y.A.,
Korotaiev P.O., Ahibalov Y.S. Effect of 3D Shape of Pump-
Turbine Runner Blade on Flow Characteristics in Turbine Mode.
Journal of Mechanical Engineering, 2022, vol. 25, no. 4, pp. 6-
14. doi: https://doi.org/10.15407/pmach2022.04.006.

45. Sushchenko O., Averyanova Y., Ostroumov I., Kuzmenko
N., Zaliskyi M., Solomentsev O., Kuznetsov B., Nikitina T.,
Havrylenko O., Popov A., Volosyuk V., Shmatko O.,,
Ruzhentsev N., Zhyla S., Pavlikov V., Dergachov K., Tserne E.
Algorithms for Design of Robust Stabilization Systems.
Computational Science and Its Applications — ICCSA 2022.
ICCSA 2022. Lecture Notes in Computer Science, 2022, vol.
13375, pp. 198-213. doi: https://doi.org/10.1007/978-3-031-
10522-7_15.

46. Zhyla S., Volosyuk V., Pavlikov V., Ruzhentsev N., Tserne
E., Popov A., Shmatko O., Havrylenko O., Kuzmenko N.,
Dergachov K., Averyanova Y., Sushchenko O., Zaliskyi M.,
Solomentsev O., Ostroumov I., Kuznetsov B., Nikitina T.
Statistical synthesis of aerospace radars structure with optimal
spatio-temporal signal processing, extended observation area
and high spatial resolution. Radioelectronic and Computer
Systems, 2022, no. 1, pp- 178-194. doi:
https://doi.org/10.32620/reks.2022.1.14.

47. Wang D., Yu Q. Review on the development of numerical
methods for magnetic field calculation of ships. Ships Science
and Technology, 2014, vol. 36, no. 3, pp. 1-6.

48. Jin H., Wang H., Zhuang Z. A New Simple Method to
Design Degaussing Coils Using Magnetic Dipoles. Journal of
Marine Science and Engineering, 2022, vol. 10, no. 10, art. no.
1495. doi: https://doi.org/10.3390/jmse10101495.

Received 16.05.2024
Accepted 18.09.2024
Published 02.03.2025

B.I Kuznetsov', Doctor of Technical Science, Professor,

T.B. Nikitinaz, Doctor of Technical Science, Professor,

LV. Bovduil, PhD, Senior Research Scientist,

K.V. Chunikhinl, PhD, Senior Research Scientist,

vy Kolomietsz, PhD, Assistant Professor,

B.B. Kobylianskyiz, PhD, Assistant Professor,

! Anatolii Pidhornyi Institute of Power Machines and Systems of
the National Academy of Sciences of Ukraine,

2/10, Komunalnykiv Str., Kharkiv, 61046, Ukraine,

e-mail: kuznetsov.boris.i@gmail.com (Corresponding Author)
2 Bakhmut Education Research and Professional Pedagogical
Institute V.N. Karazin Kharkiv National University,

9a, Nosakov Str., Bakhmut, Donetsk Region, 84511, Ukraine.

Kuznetsov B.I., Nikitina T.B., Bovdui 1.V., Chunikhin K.V., Kolomiets V.V., Kobylianskyi B.B. Method for reduction of magnetic
field of uncertain extended technical objects based on their multyspheroidal model and compensating magnetic dipoles. Electrical
Engineering & Electromechanics, 2025, no. 2, pp. 48-58. doi: https://doi.org/10.20998/2074-272X.2025.2.07

58

Electrical Engineering & Electromechanics, 2025, no. 2



High Electric and Magnetic Fields Engineering, Engineering Electrophysics
UDC 621.365.51 https://doi.org/10.20998/2074-272X.2025.2.08

V.Yu. Grytsiuk, M.A.M. Yassin

Numerical modeling of coupled electromagnetic and thermal processes in the zone induction
heating system for metal billets

Introduction. For many modern manufacturing processes, induction heating provides an attractive combination of speed, consistency and
control. Multi-inductor (zone) systems with continuous billets feed are the most promising, which keep the billet cross sectional average
temperature equal. It allows to avoid overheating at low throughputs and reduces the number of rejected billets. Problem. With zone
induction heating systems for metal billets developing it is necessary, at the design stage, to perform a quantitative analysis of the main
characteristics of the electrothermal process and provide recommendations for optimal parameters and heating modes selections. Accurate
calculations for induction heating systems involve considering the distribution of the magnetic field, current density, and changes of material
properties throughout volume of the heated billet. The goal of the work is to develop the numerical model and analyze the coupled
electromagnetic and thermal processes in zone induction heating system for metal billets to determine the optimal power ratio of the
inductors and choose rational heating modes for the billets. Methodology. The spatiotemporal distribution of the electromagnetic field and
temperature throughout the volume of the billet during the induction heating process is described by the system of Maxwell and Fourier
equations. For numerical calculations by the finite element method, the COMSOL Multiphysics 6.1 software package was used. All three
methods of heat transfer are taken into account — conduction, convection, and radiation. Multiphysics couplings use electromagnetic power
dissipation as a heat sources, and the billet material properties are specified by temperature functions. The operation of the inductors’ coils
is modeled using the «Multi-Turn Coily function, which uses a homogenized model. The translational motion of the billet is modeled by using
the «Translational Motiony function. Results. The numerical 3D-model of coupled electromagnetic and thermal processes in the zone
induction heating system for metal billets has been developed. Modeling was carried out for the design of a four-inductor system with the
nominal capacity of 5000 kg/h. Data on the spatial distribution of the electromagnetic and temperature fields in the moving heated steel
billet were obtained. Originality. Three-dimensional graphs of electrical conductivity and relative magnetic permeability change inside the
moving heated steel billet are presented. Results of the temperature distribution calculations along the length of the steel billet for different
inductors power ratios are provided. It is shown how the change in the power distribution of the inductors affects the billet heating
parameters. Practical value. Analysis of the obtained data allows to determinate the necessary inductors powers to ensure the required
heating mode. The results make it possible to reduce the time and resources required for the development, optimization of the design and
improvement of the technological process of zone induction heating for metal billets. References 20, table 1, figures 13.

Key words: zone heating, numerical model, inductor, temperature field, finite element method, metal billet, electrical
conductivity.

Bcemyn. [[na 6azamvbox cyuachux eupobHuuux npoyecie IHOYKYIHUL Haepie 3abesneuye npuéabiueée NOCOHAHHS WEUOKOCTII,
y32000/cenocmi ma koumpomo. Haiibinbw nepcnexmusHumu € 0aeamoinOyKmopui (30HHI) YCMAHOBKU 3 0e3nepepsHor Nooauerd
3020MOBOK, W0 NIOMPUMYIONb CePeOHI0 MEeMnepamypy NonepeuHo20 nepemuny 3a20mosku pienoi. Lle 0036onie ynuknymu nepezpisy
34 HU3LKOI NPOOYKMUBHOCI Ma 3MEHWUmu KinbKicms Opaxosanux 3acomogok. Ilocmanoska npoonemu. Ilpu po3pobyi ycmanogox
IHOYKYIIHO20 30HHO20 HA2PIBy Memanesux 3a20Mmo8oK HeoOXIOHO, HA emani NPOEKMYBAHHS, GUKOHAMU KiTbKICHULL AHANI3 OCHOBHUX
Xapakmepucmux eieKmpomensiogo2o npoyecy ma upooumu pexomeHoayii wooo ubopy payioHatbHuX Rapamempie ma pexicumie
Hazpigy. Ymounenuii pospaxynox inOYKyitiHux HazpisaibHux YCMano6oK nepedbaiac 8paxysans posnooity MAaeHimHo20 NOJA, 2YCIMUHU
cmpymy ma 3mMinu 61acmueocmeti Mamepiany no 6CboMy 06 €My 3a20moeKu, wo nazpieacmoca. Memoro pobomu € po3pobka HucenbHoi
MOOeni ma ananiz 63a€MON08 A3aHuX eneKmpoMacHIMHUX | MenIosux npoyecie 8 yCmanosyi iHOYKYitiHo2o 30HHO20 HAZPIY Memanesux
3020MO60K Ol NOOANLUIO20 BUSHAYEHHS ONMUMATILHO20 CRIGBIOHOWEHHS NOMYICHOCMEN [HOYKMOPIE md 6UO0py DPayioHATbHUX
peorcumie Hazpigy 3azomogox. Memoouka. [Ipocmoposo-uacosutl po3nooin enekmpomMazHimno2o nois ma memnepamypu no o6 'emy
3a20mo6KU 8 npoyeci IHOYKYitiHO20 Hazpigy onucyemuvcs cucmemolo pignuans Maxcsenna i @yp’e. [lnsi nposedenHs uucenibHux
PO3DAXYHKIE MEMOOOM CKIHUEHHUX eleMeHmis sukopucmano npoepamuui komniexkc COMSOL Multiphysics 6.1. Biomeoproiomubcs 6ci
mpu cnocobu menionepeoadi — MenionpoSIOHICMIO, KOHGEKYI€Io | UNPOMIHIO8anHsM. Myibmudizuuni 36 s13KU GUKOPUCHIOBYIONb
PO3CIIO8AHHS  eNeKMPOMASHIMHOT NOMYJNCHOCII AK 0dicepena Mmenid, a 6IACUeoCmi MAmepiany 3a20moeKu 3a0aHi yHKyisIMU
memnepamypu. Poboma xomywok inoykmopie mooenoemocs i3 3acmocyeéanuim @yuxyii «Multi-Turn Coily, sixa euxopucmogye
20MO2eHi306any mooens. IlocmynanvHuii pyx 3a20moeku MoOentoemscs 3a 0onomozoto Qyrryii « Translational Motiony. Pesynsmamu.
Pospobreno uucenvny 3D-mo0env 63aemMonoe’s3anux enekmpoMazHimHux i meniosux npoyecie 6 ycmanosyi iHOYKYitiHO20 30HHO20
Haepigy Memanesux 3a2omoeok. PospaxyHok npoeedeHo Onsi  KOHCMPYKYIl  YOMUPUIHOYKMOPHOL YCMAHOBKU — HOMIHAIbHOIO
npodykmugricmio 5000 ke/200. Ompumano 0awi npocmopo8oco po3nooiLy eleKmpOMAsHIMHO20 Ma MeMNepamypHo2o Nojist 6 PYyXOMiil
cmanesiti 3aeomogyi, sika Hazpisacmovca. Haykoea nosusna. Ilpedcmasneno mpusumipHi KapmuHu 3MiHU e1eKmponposioHocmi ma
BIOHOCHOI MAZHIMHOI NPOHUKHOCME 6CEPeOUHi PYXOMOI cmaneeoi 3a2omosku, wjo Haepieaemocs. Hasedeno po3paxyHku po3nooiny
memnepamypu no 006JICUHI CIANeB0i 3a20MOGKY OJia PI3HUX CRIBGIOHOWIeHb NOMYIICHOCMell IHOYKIMOPI@ YCMAHO0GKU 30HHO20 HAZPIEY.
Tloxasano, sax smina po3nodiny nomyscrHocmell iHOYKMOPI6 6NIUBAE HA NOKA3HUKU Hazpigy 3acomosku. IIpakmuuna 3nauumicms.
Ananiz ompumanux 0aHux 00360J15€ 6CIMAHOBUMU HeOOXIOHI NOMYICHOCHE THOYKIMOPIS, 34 AKUX 300e3NnedycmbCsi HeOOXIOHULL PeXcum
HaepisanHa. Pesyremamu 0osgonaiome smenwumu uac i pecypcu, HeoOXiOHi 01 po3poOKu, onmumizayii KoHCmpykyii ma
800CKOHAICHHS MEXHON02IYHO20 npoyecy IHOYKYIlIHO20 30HH020 Hazpigy Memanesux 3aeomogok. bioin. 20, Tabxn. 1, puc. 13.

Kniouoei cnosa: 30HHMIl HArpiB, YNceJIbHA MOJE/b, iHIYKTOP, TeMIIePAaTyPHe I10J1e, METO] CKIHYEeHHHX eJICMEHTIB, MeTalleBa
3aroTOBKa, eJICKTPONPOBIIHICTh.

Introduction. A number of technological processes,
including high-temperature processing of solid materials,
liquid and granular substances, are based on the induction
heating use [1-5]. The application area of induction
heaters is quite wide: from hot water supply to process
heating, including smelting and thermal processing of
metals, thermal processing of bulk materials or liquid
substances (for example, liquid fuel) placed in a metal
container for its recycling. For many modern

manufacturing processes, induction heating provides an
attractive combination of speed, consistency and process
control. In addition, induction heating is an
environmentally friendly form of heating.

Modern induction heating installations are complex
set of devices. Their main components are: an inductor
with a billet, a control system, power supply, a billet
supply system, etc. [1, 2]. The alternating magnetic field
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of the inductor excites eddy currents of the same
frequency inside the billet, which create internal heat
sources in the billet. In industry, the following main
methods of implementing through induction heating
processes are used: periodic, methodical and continuous,
as well as periodic heating with reciprocating movement
of the billet (Fig. 1).
- Inductor winding
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Periodic heating with reciprocal movement of the billet
Fig. 1. Main methods of implementing through induction
heating processes

In periodic heating systems, the billet is placed in
the inductor for the time required to reach the desired
temperature conditions, after which it is unloaded and
transferred to the next technological operations, and a
new billet is loaded in its place. The process is repeated
with the periodic release of heated billets from the
inductor. Methodical heating systems are designed for the
sequential heating of two or more billets in a single- or
multi-section inductor during their discrete movement
(pushing) with a certain step in time and distance, with
the step equal to the length of one billet from the entrance
to the inductor to its exit.

Continuous heating systems provide heating of
billets in an inductor of single- or multi-section design
during their continuous movement at a constant speed
inside the heater.

In systems with periodic heating and reciprocating
movement of the billet, the depth of the billet inside the
inductor periodically changes during heating. This
compensates for undesirable longitudinal edge effects and
helps to reduce temperature variations along the length of
the billet. Such systems are used for heating long billets.

In mass production conditions, where it is necessary
to ensure high productivity and heating quality, as well as
the possibility of implementing different heating modes
by changing the parameters of the heated billets, multi-
inductor (zone) systems with continuous billets feed are
the most promising [6-9]. In contrast to conventional
billet heaters, zone heaters keep the billet cross sectional
average temperature equal and independent of the
throughput and billet dimensions. Due to that uniformity
this technique avoids overheating at low throughputs and
reduces the number of rejected billets. With the aid of a
suitable control program the temperature profile can be
modified in order to find the best compromise between
low billet sticking and scaling rate, uniform temperature

The accuracy of heating is ensured by the power
supply system through the power distribution between the
inductors and appropriate control of power in each
inductor. The inductors can be either identical or differ
from each other. The power supply system must include
semiconductor power sources corresponding to the
number of inductors. The most efficient power sources for
induction heating devices before further plastic
deformation are thyristor and transistor frequency
converters [2, 4, 10].

Transistor inverters are predominantly used because
they allow the transistor to be turned off not at the «zero»
current point but when it is necessary. The use of resonant
inverters with transistors and freewheeling diodes
eliminates no-load pauses, significantly improving the
harmonic composition of the output current. Additionally,
the presence of freewheeling diodes eliminates the
possibility of voltage overloads.

A generalized circuit of frequency converters is
shown in Fig. 2. It includes an input rectifier that provides
the required constant output voltage, a filter for
coordination, a resonant inverter, and a load.

tifi inverter
network recumer filter load

—rrrm ==

iy

= ~

A1 ™~
B—

C—

Fig. 2. Frequency converter circuit for induction heating

When developing automated complexes for zone
induction heating for metal billets, it is necessary, at the
design stage, to perform a quantitative analysis of the
main characteristics of the electrothermal process and
provide recommendations for selecting optimal
parameters and heating modes. This will allow choosing
the most efficient heating mode, and the obtained power
values will serve as guidelines during the subsequent
tuning of the technological cycle. The primary goal of
achieving the specified temperature evenly throughout the
volume of the billet must be attained with the highest
possible performance indicators, which include process
productivity, metal loss due to scaling, -energy
consumption, and the cost of the heating system.

Accurate calculations for induction heating systems
involve considering the distribution of the magnetic field,
current density, and changes of material properties
throughout volume of the billet being heated [11, 12]. High
precision in calculating thermal characteristics, which are
necessary at the design stage of such systems, must be
ensured.

Analysis of approaches to calculating
electromagnetic and thermal processes in induction
heating systems. Determining the distribution of the
electromagnetic field and the temperature of the heated
billet is generally performed by using numerical methods,
such as the finite element method, considering skin effect,
proximity effect, and ring effect [13]. This approach can
be fully implemented with a small number of inductor
turns (w = 1-5 turns). From the thermal calculation
perspective, it is essential that the main part of the energy

distribution within the billets and low energy
consumption [6].
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is released within the depth of the magnetic field
penetration into the conductor. For a large number of
turns, the electromagnetic field of round massive
conductors with current, representing a multi-turn coil
model, has been studied by various authors. Is considered
the high-frequency mode characterized by a pronounced
skin effect and analyzed the case of using both massive
conductors and multi-stranded litz wire. A method is
proposed for calculating the resistance of the litz wire
inductor winding for induction heating. The resistance is
determined taking into account eddy current losses and
winding temperature. The calculation of eddy currents
and losses in the turns of high-frequency device inductors
is carried out based on the experimental data analysis.

Solving the field electromagnetic problem for an
induction heating system with a large number of massive
inductor turns (w > 10) generally requires applying a
fine computational mesh to cover the cross-section of all
conductors and considering the aforementioned effects.
Discretization the inductor turns in this case is
associated with significant computational difficulties,
and typically, each individual turn in the model ends up
being too small to correctly account for the non-uniform
current density distribution in its cross-section when
calculating the entire system.

One approach to simplifying the task solution is to
preliminarily  calculate  the  frequency-dependent
equivalent parameters of a separate inductor (assuming
the heated billet is absent) and then use the found
parameters in the overall system calculation [14].
However, in the case of a strong skin effect, using this
approach may be ineffective since the inductor parameters
significantly depend on the value of the resulting field
created by the currents in the inductor turns and the billet.

We will consider a multi-scale modeling technique
for calculating electrothermal processes in induction
heating systems [13]. The traditional understanding of this
approach involves sequentially considering hierarchical
levels with information transfer both top-down and bottom-
up, with refinement performed iteratively based on the
system’s main parameter — the equivalent resistance of the
inductor. Two spatial levels are distinguished for the
induction system. At the macro level, the electromagnetic
process in the entire system volume is considered. At the
micro level, the problem of the volume of a single inductor
turn is solved. As a result of solving the electromagnetic
task at the micro level, the equivalent resistance of the
inductor is determined, which is then used as a set
parameter for calculating the current value in the inductor
at the macro level. Tasks that consider the electromagnetic
process at two spatial levels are solved jointly using
successive approximations, with the solution of the micro-
level task refining the solution of the macro-level task.

Using multi-scale modeling, a numerical calculation of
coupled electrothermal processes in the heated metal billet
is performed [13, 15]. The dependence of the magnetic
properties of its material on temperature is considered. An
analysis of the processes occurring in the electrical circuit of
the induction system’s power supply is conducted.

The task of developing models for calculating
electromagnetic and thermal processes in induction
systems is relevant and allows determining their optimal

parameters and efficient modes of -electromagnetic
controlled processing of conductive materials at the
design stage of such systems [14].

Mathematical models for calculating such processes
can be created based on both the theory of
electromagnetic and thermal fields and the theory of
equivalent thermal circuits. Models based on the theory of
thermal circuits are widely used, for example, for
analyzing thermal processes in electric machines. When
constructing a thermal model of an induction system for
heating a moving billet, the processes of convective heat
transfer play an important role [14].

Field Theory Method: this method is characterized
by high accuracy in calculating the temperature
distribution within the billet volume, but it requires
significant computational power and does not allow
modeling electrical processes in a complex-structured
power source, such as one with a rectifier and inverter.

Thermal Circuit Method: this method is simpler to
implement, does not require significant computational
power, and allows quickly obtaining the billet temperature
values online as input parameters (billet movement speed,
inductor current, etc.) change. By adding an electrical
circuit of the power source to the model, this approach
allows accurately modeling the processes in the inverter
as part of the power source and in the compensating
capacitor, as well as modeling the entire system, for
example, the automatic control system of the billet
temperature both at the inductor exit and along the billet
length. The disadvantage of this method is its lower
calculation accuracy compared to the field theory method.

The non-uniform current distribution in the inductor
and the heated billet leads to the emergence of several
specific effects that determine the main physical laws of
induction heating [11, 12]. For typical induction heating
systems of cylindrical billets placed inside the inductor, the
ring effect, together with the skin effect and proximity effect,
leads to current concentration on the inner surface of the
inductor winding at the minimum distance from the heated
billet. This increases the electrical efficiency coefficient in
the electromagnetic system «inductor-billet» [8].

The highest accuracy in analyzing electromagnetic
and thermal processes is ensured when solving a three-
dimensional problem. This becomes possible when
considering the influence of the aforementioned physical
effects, which manifest more deeply under conditions
reproducing the finite length and detailed geometry of the
inductors and the billet. Such three-dimensional problems
are of practical interest.

The goal of the work is to develop a numerical
model and analyze the coupled -electromagnetic and
thermal processes in zone induction heating system for
metal billets to determine the optimal power ratio of the
inductors and choose rational heating modes for the billets.

Mathematical description of coupled
electromagnetic and thermal processes. In general, the
spatiotemporal distribution of the electromagnetic field
and temperature throughout the volume of the billet
during the induction heating process is described by the
system of Maxwell and Fourier equations for
electromagnetic and thermal fields [16, 17]:
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rotH=J+—; (1)
or

rotE:J+a—B; 2
or

divB=0; (3)

divD=p; @)

c(T);/(T)Z—TdiV(/i(T)gradT) +c(TM)y(T)VeradT =F, (5)
T

where H is the magnetic field strength vector; E is the
electric field strength vector; J is the conduction current
density; B is the magnetic flux density vector; D is the
electric flux density vector; T is the temperature of the
billet; 7 is the time; c(T), y(T), A(T) are the specific heat
capacity, density, and thermal conductivity of the metal,
respectively; ¥ is the velocity vector of the billet’s
movement; F is the internal heat sources.

In the considered task, the source of heat is resistive
losses in the billet due to the flow of eddy currents, as well
as hysteresis losses. The power of heat generation per unit
volume of the heated body can be found by calculating the
transferred energy of the electromagnetic field:

F =div[E-H] (6)

Obtaining a unique solution to the system (1) — (4)
for all unknowns, whose number exceeds the number of
equations, is possible if this system is supplemented with
the following basic relationships [16, 17]:

D =¢gyE ; (7
B = yH (3)
J=cE, )

where ¢ is the relative permittivity of the billet material;
g 1s the permittivity of vacuum; u is the relative magnetic
permeability of the billet material; u, is the permeability of
vacuum; o is the electrical conductivity of the billet material.

Taking into account (7) and (9), equation (1)
becomes:

rot H = oF + (10)
In the case of induction heating of metals at
frequencies below 100 MHz, the density of the induced
conduction current is much higher than the displacement
current density. Therefore, the second term on the right

side of (10) can be neglected. Thus, we get:
rot H =oFE . (11)

The electrical conductivity ¢ and relative magnetic
permeability u of the billet material are functions of
temperature, defined analytically and tabularly during
numerical implementation. For induction heating, these
dependencies are significant since the thermal power
generated in the billet is related to ¢ and p of the material.
Their decrease when heating the billet leads to a reduction
in heating power, a change in skin depth, and the
efficiency of the heating process.

During induction heating, all three methods of heat
transfer take place — conduction, convection, and radiation.
Heat transfer within the heated billet from its more heated
layers to less heated ones occurs due to the conduction
process, described by the fundamental Fourier’s law.

The convective heat exchange process between the
heated billet and the surrounding environment is carried

0(egyE)
or

out according to Newton’s law, which states that the heat
transfer rate is directly proportional to the temperature
difference between the billet surface 77 and the
surrounding environment 7). Heat loss from the billet
surface to the surrounding environment by radiation is
described by the Stefan—Boltzmann law, which states that
the heat transfer rate is proportional to the difference of
the fourth powers of the absolute temperatures 7 Ao T 04.
Such a description of radiative heat losses is satisfactory
when constructing mathematical models in most real tasks
of studying induction heating processes.

The thermophysical parameters A and ¢ in (5) are
nonlinear functions of temperature. In practice, the
assumption of a constant thermal conductivity coefficient
A = const does not usually lead to significant errors when
modeling temperature fields during induction heating.
Similar approximation of the temperature dependence of
specific heat capacity can lead to substantial errors in
calculating the required power and thermal profile of the
billet. Together with the corresponding boundary and initial
conditions, equation (5) describes the three-dimensional
temperature distribution at any time for any point throughout
the volume of the heated billet. The solution to the system of
equations (1) — (5) can only be realized by numerical
methods. These methods are widely used in modemn
multiphysics simulation software packages such as Cedrat
FLUX, COMSOL Multiphysics, ANSYS, and others.

Equations (1)—~(6), (11) provide a general description
of the coupled three-dimensional electromagnetic and
thermal fields, allowing for the determination of all
necessary structural characteristics of the induction system.
In this case, equations (1), (2), (10) are rewritten in
frequency domain [16]. This approach enables solving the
tasks of optimal control of multidimensional temperature
fields both in the process of continuous induction heating
and in the optimal design of induction heating systems.

Numerical implementation of coupled
electromagnetic and thermal processes calculation. For
numerical calculations, the COMSOL Multiphysics 6.1
software package was used. The preparation of the
calculation process can be divided into several stages. The
first stage is the synthesis of the model, which begins with
the selection of the model’s dimensionality and physical
modules. In this software package, there is an option to
choose a module that is already highly adapted for
calculations in induction heating devices — «Induction
Heating». This can be selected through the
«Electromagnetic Heating» branch. The multiphysics
module (interface) «Induction Heating» is used for
calculations of induction and eddy current heating and
includes a magnetic fields interface and a heat transfer in
solids  interface. = Multiphysics  couplings  add
electromagnetic power dissipation as a heat source, and
the electromagnetic properties of the material can depend
on the temperature. Moreover, combinations of frequency
domain modeling for the «Magnetic Fields» interface and
stationary modeling for the «Heat Transfer in Solids»
interface are supported, known as frequency-stationary
and frequency-transient modeling.

The «Heat Transfer in Solids» interface allows
modeling of heat transfer by conduction, convection, and
radiation. The solid model is active by default in all
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domains. The temperature equation defined in solid
regions corresponds to the differential form of Fourier’s
law, which may include additional heat sources.

Model geometry synthesis. Each inductor heats a
part of the billet in a specific area of space. Optimal
heating programs and the required final temperature can
be achieved by ensuring that each inductor individually
transfers the corresponding power to the billet. This
approach requires solving the task of forming the
necessary power by the inductors, which determines the
design of the inductors and the circuit design of the power
part of the converter that powers them.

Modeling was carried out for the design of a multi-
inductor system for zonal heating of steel billets with the
nominal capacity of 5000 kg/h. The geometric dimensions
and technical parameters of the zone induction heating
system are presented in Table 1. The model consists of
four cylindrical inductors and a cylindrical billet. Each
inductor is 1,5 m long, and the billet has a length of 6,5 m
and a radius of 0,05 m. The power distribution is such that
all inductors have the same operating frequency and
number of turns but different current values. For the
initial modeling, the power ratios of the inductors were
chosen as 1 : 0,8 : 0,8 : 0,6. The inductors are numbered
according to the direction of the billet’s movement.

Table 1
Geometric dimensions and technical parameters
of the zone induction heating system

Parameters Value
Length of one inductor /;, m 1,5
Distance between inductors /,, m 0,1
Inner radius of the inductor |, m 0,07
Outer radius of the inductor r,, m 0,1
Length of the steel billet L;, m 6,5
Radius of the steel billet R;, m 0,05

Initial temperature of the billet 73, °C 20
Ambient temperature Ty, °C 20

Required heating temperature 7, °C 950
Velocity of the billet V, m/s 0,022
Frequency of the inductor current f, Hz| 1000
Current density in the conductors
of individual inductors J, A/m>
Ist 8,9-10°
2nd 7,12:10°
3rd 7,12-10°
4th 5,45-10°
Electrical conductivity o 5.56-10°
of the billet material at 20 °C, S/m ’
Relative magnetic permeability u 16

of the billet material at 20 °C

The model geometry can be constructed using
COMSOL Multiphysics tools or in AutoCAD, with
subsequent importation.

Setting physical constants and properties. After
creating the model’s geometry, constants are defined. In
our case, it is recommended to introduce several constants:
Ji — J4 — the current density values for each inductor. These
values equal the product of the current and the number of
turns of the inductor divided by the cross-sectional area of
the corresponding inductor. Also, /' — the frequency of the
current in the inductors. Using constants simplifies the
subsequent reconfiguration of the model.

The calculation of the electromagnetic field is solved
first in the frequency domain modeling step, and the

calculation of the temperature field is solved in the
subsequent stationary step.

The billet’s movement speed is sufficiently low, so
the induced current density due to the movement of the
conductor is considered negligible compared to the
current density induced by the alternating field. The
operation of the inductors’ coils is modeled using the
«Multi-Turn ~ Coil»  function, which employs a
homogenized coil model consisting of a large number of
thin conductors [18, 19].

The boundary conditions applied to the radiating
surface of the billet (the surfaces in contact with air) are a
combination of thermal flux considering natural thermal
convection in the air and a diffuse surface modeling
radiative heat transfer to the environment. The
translational motion of the billet at a constant speed is
modeled using the «Translational Motion» function in the
«Heat Transfer in Solids» module.

Finite element mesh construction. The minimum
size of the finite elements (given the order of the
approximating function polynomial) and the minimum
calculation time should be chosen based on the required
accuracy of the electromagnetic field calculation. The
discretization requirements are applied to the conductive
elements of the structure where eddy currents are
calculated. Mesh step in these elements should be less
than 1/4 of the field penetration depth. Reducing the size
of the finite elements increases the calculation time, and
the solution becomes more accurate.

Figure 3 shows a fragment of the finite element
mesh, representing one of the four inductors and part of
the steel billet (inside the inductor, shown in blue).

-0.10

Fig. 3. Fragment of the finite element mesh representing
one of the four inductors and part of the steel billet

Results of modeling and discussion. The results of
determining the spatial distribution of eddy current
density within the steel billet in the form of longitudinal
and several transverse sections are presented in Fig. 4.
According to the obtained results, the highest heat
generation occurs in the layers of the steel billet adjacent
to the inner surface of the inductor. In the operating zone
of the first inductor, which initiates heating, the maximum
current density on the surface of the billet reaches
approximately 105-10° A/m?2. This value rapidly decreases
along the axis of the billet and at a distance of 2 mm from
the surface, it is around 45-10° A/m?.

For comparison, these values in the billet at the edge
of the fourth inductor are approximately 65-10° A/m? and
28-10° A/m?, respectively. Presumably, this difference is
solely due to the varying powers of the first and fourth
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inductors (approximately 1,65 times difference). The
influence of changes in ¢ and p of the billet material on
the redistribution of heat sources within it is minor, as this
change primarily occurs within the operating zone of the
first inductor. Figure 5 shows the change in temperature T
and electrical conductivity ¢ along the length of the
heated steel billet.

0.2 0.3 0.4 05 06 0.7 0.8 0.9 1

Fig. 4. Spatial distribution of eddy current density inside the
billet in the form of longitudinal and several transverse sections

As observed, under such a power ratio between the
inductors, the surface temperature of the billet at the end
of the first inductor’s working zone exceeds 660 °C,

while it is 375 °C along the central axis. The electrical
conductivity of the billet material in this section decreases
by a factor of 5.5 on the surface and 3.1 along the axis
compared to its initial values. However, until the
completion of heating, the electrical conductivity of the
billet decreases by only 25 % and 55 %, respectively.

Figures 6, 7 present the spatial change of ¢ and p
inside the billet in the form of longitudinal and several
transverse sections. Due to skin effect, the surface of the
billet transitions through the Curie point earlier than its
center. This transition occurs gradually; however, Fig. 7
clearly shows a paramagnetic layer over the ferromagnetic
layer within the heating zone of the second inductor,
indicating a significant transition. From the perspective of
magnetic properties, the billet material becomes two-
layered over a length of approximately 1,25 m. Thus, these
findings are crucial from a design standpoint. Specifically,
the magnetic field strength and distribution of eddy
currents, as well as changes in material properties, directly
affect temperature control, heating rate, and the formation
of localized heat treatment zones in billet.

Figure 8 shows typical curves of equivalent parameters
changes of the inductor replacement circuit with the billet
during heating for magnetic and non-magnetic metals.

g, S/m T7 °C T T T T T
5.5x10° R
900
5 - i
800
4.5 g
4 | 700 i
3.5 600 B
3 7 s00 b
2.5+ g
400
2 4 i
300
1.5 g
200
1 - i
05- 100 _
- Arc length, m
0 | 0 L L L L L L L 1 L L L L
0 0.5 1 1.5 2 25 3 35 a4 45 5 5.5 6 65

Fig. 5. Change in electrical conductivity and temperature along the heated steel billet length: 7 — value on the surface of billet o(L,);
2 —value along of billet central axis o(L;); 3 — value on the surface of billet 7(L,); 4 — value along of billet central axis 7(L,)

—

0 1 1.5 2 25 3

3.5 r 45 5 5.5

Fig. 6. Change in electrical conductivity o inside the heated steel billet
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Fig. 7. Change in relative magnetic permeability p inside the heated steel billet
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Fig. 8. Change of heating parameters for magnetic and
non-magnetic billets (relative to final values) as a function of
relative time #/¢¢, where 7 — duration of the heating cycle
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The curves of changes in R and X are provided for
the parallel replacement circuit [10]. The parameters
correspond to the complete filling of the inductor with
fully heated metal. The ratio of the maximum R value to
the minimum ranges from 1,5 to 2,5. The X value
decreases during heating by 1,3 to 1,6 times. Accordingly,
the quality factor can vary by 2 to 3 times.

The conclusion of the modeling involves obtaining
comprehensive data on the spatial distribution of
temperature inside the billet. Figure 9 presents
temperature field maps of the billet at a time moment of
290,91 s (end of heating). The billet moves from left to
right. Current density values in the inductors were chosen
so that the exit temperature of the billet from the system
would be approximately 950 °C.

v 20 e e —— [P

v I N Asies

Fig. 9. Temperature spatial distribution in longitudinal and transverse sections of the steel billet for individual heating zones:
a — heating zone of the first inductor; b — heating zone of the second inductor;
¢ — heating zone of the third inductor (c); d — heating zone of the fourth inductor

Temperature spatial distribution in longitudinal and
transverse sections of the steel billet for the four heating
zones allows a visual assessment of the heating intensity
as the billet moves into the zones influenced by individual
inductors. For instance, the maximum temperature is

found at the end of the heating zone of the fourth inductor
(on the surface of the billet), reaching 976,6 °C. Due to
skin effect, the center of the billet heats up slower than its
surface, resulting in a temperature gradient between them
during heating. Depending on the heat source power, this
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gradient may exceed the allowable temperature
uniformity specified for subsequent rolling or stamping
processes, where permissible temperature gradients
between the surface and center of a steel billet typically
range from +50 °C to £25 °C, given the required heating
temperature of 1000-1250 °C.

This temperature gradient is somewhat reduced due to
heat losses from the billet surface through convective
and/or radiative heat exchange with the surrounding
environment. Analysis indicates that convective losses
predominate in low-temperature heating setups, whereas in
high-temperature heaters (for steel, titanium, cobalt, and
nickel billets), heat loss predominates through radiation. In
our case, the nature of the temperature gradient between the
center and surface of the billet can be visually assessed
using the temperature distribution across the radius of the
billet at the output of each inductor (Fig. 10).
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Fig. 10. The temperature distribution across the radius of the
billet at the output of each inductor: / — the output of the 4th
inductor; 2 — the output of the 3rd inductor; 3 — the output of the
2nd inductor; 4 — the output of the 1st inductor

350

The obtained temperature distribution closely
resembles the distribution of eddy current density across
the radius of the billet. The temperature difference
between the center and the surface of the billet (under the
edge of the fourth inductor) is 32 °C. However, this
difference decreases rapidly, reaching about 11 °C within
4,5 s, explained by the rapid cooling of the billet surface.
Figure 11 shows the temperature distribution across the
end section of the billet as contours and surface plots at
the exit of the zone heating system.

As we can see, after the billet exits the working zone
of the last inductor, the temperature maximum of 960 °C
is maintained at a distance of 5 mm from its surface.

Additionally, a series of numerical calculations were
carried out to determine the optimal power distribution of
the inductors when heating the steel billet. The conditions
for comparing all calculations were as follows: the total
power of all inductors (only the distribution changes),
constant current frequency, productivity (speed),
geometry (see Table 1), and cooling conditions. The
required surface temperature of the billet at the output is
950 °C (within £20 °C). Heating indicators such as the
amount of heat loss in the billet (including the areas

between inductors), overheating, and the temperature
gradient along the length and cross-section of the billet
are taken into account.
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Fig. 11. Temperature distribution on the billet end part
at the exit from the zone heating system

As previously established [20], to ensure an
effective thermal process for heating billets, the power
ratio of the inductors should be 1 : 0,5 : 0,25 : 0,125. The
result of modeling such a power distribution for the
inductors is overheating of the billet surface within the
first inductor zone to 1150 °C (Fig. 12). However,
subsequently, the billet begins to cool rapidly due to the
lack of power from the other inductors, and the center
(1009 °C) of the billet has a higher temperature than its
surface (968 °C) at the output of the fourth inductor. In
the forging industry is advantageous to achieve a
homogeneous billet temperature at the outlet of the heater
with the shortest possible coil line installation length
while at the same time minimizing the scaling rate and
energy consumption. These objectives should be obtained
not only for the nominal billet diameter and throughput
but also for smaller billets and throughputs. Since these
requirements are partly in conflict the solution generally

involves reaching a compromise [6].
1200

T,°C

1100 -

1000

900

800

700

600 - 1

500

400

300 - 1

200

100

__/ | Arc length, m
0 1 2 3 4 5 6

Fig. 12. Temperature along the billet length for the inductors
power ratio 1 : 0,5 : 0,25 : 0,125: 7 — temperature on the surface
of the billet; 2 — temperature along the central axis of the billet
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From the standpoint of minimizing the temperature
gradient across the cross-section of the billet, an
acceptable power distribution for the inductors was found
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to be when the power of each subsequent inductor
decreases by 33 % compared to the power of the previous
one. That is, the ratio is 1 : 0,67 : 0,45 : 0,3. In this case,
the first inductor provides a rapid heating of the billet to
880 °C, and the temperature inside and on the surface of
the billet equalizes at the beginning of the movement into
the heating zone of the last inductor (Fig. 13). However,
this design as a whole is characterized by thermal losses
between the zones of individual inductors, which requires
further improvement of the device.
1000 T
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Fig. 13. Temperature along the billet length for the inductors
power ratio 1: 0,67 : 0,45 : 0,3: temperature on the surface of

the billet (1); temperature along the central axis of the billet (2)

The task of defining the heating program for a multi-
inductor heating complex generally involves subtasks to
determine the power variation processes for each
inductor. Determination of the inductors power ratio and
heating programs for a multi-inductor complex presented
in detail in works [6, 20].

The setup and resolution of the problem can be
significantly simplified by predefining the function of
power variation for each inductor over time. If the power of
each inductor is assumed to be constant over time (taking
into account data on changes in ¢ and u throughout the billet
volume), then the task of determining the inductor powers
(power distribution among the inductors) can be solved
using an iterative approach. This requires further modeling
under various inductor power conditions to meet the heating
requirements, gradually approaching the final result — power
values. This approach significantly reduces resources when
determining the optimal heating modes for a metal billet.
The model can be represented as an m-file, describing
geometric parameters, constants, global variables, nonlinear
properties of the media, solver settings, and more.

Conclusions. This work presents the numerical 3D-
model of coupled electromagnetic and thermal processes
in zone induction heating system for metal billets. The
model considers various effects that determine the
fundamental physical principles of induction heating.

Using the finite element method and the COMSOL
Multiphysics 6.1 software package, data on the spatial
distribution of the electromagnetic and temperature fields
in the moving heated steel billet were obtained. Three-
dimensional graphs of electrical conductivity and relative
magnetic permeability change inside the moving heated
steel billet are presented.

Analysis of data on the distribution of the
electromagnetic field, the temperature of the billet, and

the changes in material properties allows for determining
the necessary inductors powers to ensure the required
heating mode. The established power distribution can
serve as a reference for preliminary setup at the beginning
of the zone heating system’s operation.

Results of the temperature distribution calculations
along the length of the steel billet for different inductors
power ratios are provided. It is shown how the change in
the power distribution of the inductors affects the billet
heating parameters.

The thermal losses observed between the zones of
individual inductors are a challenge that needs addressing.
These losses can lead to inefficiencies and potential
quality issues of the billet. Future work should focus on
reducing these thermal losses, possibly through design
modifications or improvement of thermal insulation and
the heating process control system.

The presented 3D-model of coupled electromagnetic
and thermal processes can be used for quickly readjusting
initial parameters (frequency, power and number of
inductors, billet dimensions and material, etc.) to obtain
variations in numerical calculations. This allows for
predicting the efficiency and performance indicators of
zone heating, such as efficiency, speed, heating depth,
temperature, and gradient.

The obtained results have practical application and
make it possible to reduce the time and resources required
for the development, optimization of the design and
improvement of the technological process of zone
induction heating for metal billets. Experimental validation
of the developed technique and obtained numerical results
is a prospect of further research.
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Dielectric parameters of phase and belt paper impregnated insulation of power cables

Introduction. Medium voltage power cables with paper impregnated insulation remain an important component of power
networks. The reliability and efficiency of such cables have been confirmed by their long service life also at nuclear power
plants. Problem. It is not possible to directly determine the dielectric parameters of phase and belt paper insulation of power
cables. Effective electrical diagnostic systems are required to assess the technical condition of such types of power cable
insulation. The aim of the work is to substantiate the methodology for determining the dielectric properties of phase and belt
paper impregnated insulation based on cumulative measurements of the electrical capacitance and the tangent of the dielectric
loss angle of power cables of nuclear power plants and power networks. Methodology. The developed methodology is based on
the solution of a system of linear algebraic equations of the sixth order for determining the dielectric properties of types of
paper impregnated insulation of power three-core cables in a metal sheath. Scientific novelty. The differences in the structure
of the probing electric field in phase and belt paper insulation depending on the inspection scheme of three-core power cables
with sector cores in a metal sheath have been established. The shares of electric energy in the types of insulation under
different probing electric field schemes have been determined, which allows determining the tangent of the dielectric loss angle
of phase and belt paper insulation. Practical significance. The results of the practical implementation of the developed
methodology for assessing the differences in the properties of phase and belt insulation of power cables of nuclear power plants
and power network cables during spatial scanning of electrical insulation by frequency and voltage, respectively, are presented.
References 41, figures 4, table 6.

Key words: power cables, aging of paper impregnated insulation, phase and belt insulation, electric field structure, aggregate
measurements, commutation matrix, dielectric loss angle tangent, system of linear algebraic equations, self-discharge time
constant.

Bcemyn. Cunosi kabeni cepednvoi manpyeu 3 nanepogoio NpoCcoOYeHol0 I30JAYi€l0 3aIUAIOMbCs  BAACIUBOIO  CKIAO0B0I0
erexkmpoenepeemuunux mepeosic. Haoilinicms ma egexmuenicmv maxux kabenie niomeepod’CeHO MPUBATUM  TMEPMIHOM
excnayamayii maxooic na AEC. IIpobnema. Be3nocepeonvo susnavumu oiereKmpudni napamempu @pasnoi ma nosachoi nanepogoi
i3onayii cunogux xabenie He BUABIAECMbCA MONCIUBUM. /[N OYIHKU MEXHIYHO20 CMAHy makux 6udie i301ayii cunosux kabenié
HeoOXiOHI egexmusHi enekmpuuui cucmemu OiacHocmuku. Memorw podomu € oOIPYHMYBAHHA Memo00N02i U3HAUEHHS
OienekmpuyHux eracmueocmeil @GazHoi ma NOACHOI nanepoeoi npocoueHoi i30aayii Ha niocmasi CYKYNHUX BUMIDIO8AHb
eneKmpuyHoi eMHocmi ma maneency Kyma oienrekmpuynux empam cunosux xabdenie AEC ma enexkmpuunux mepedxc. Memoouxa.
Pospobnena memoouxa TpyHmyemvcsa Ha pO36 A3AHHI cuUcmemMu JAHIUHUX aleeOpaiuHux pieHAHL WOCMO20 NOPAOKY 04
BU3HAYEHNS OleeKMPUYHUX 6lacmugocmeli 6udie nanepogoi npocouenoi i30aAYii CUNOBUX MPUNICUTLHUX Kabenie y memaneeitl
obononyi. Haykoea nHoeuszna. Bcmanosneno 8iOMIHHOCME CIPYKIMYPU 30HOYEAbHO20 €IeKMPUYHO20 NOJISL Y (DA3HIL MA NOSCHI
naneposiil i301ayii’ 6 3anNeHCHOCMI 8I0 CXeMU 0OCMENCEHHST MPUNCUTLHUX CULOBUX KAOENI8 I3 CEKMOPHUMU HCUIAMU Y Memanesiil
obononyi. Busnaueno uacmku enekmpuynoi enepeii y euodax i30ayii 3a pi3HUX CXeM 30HOYBANIbHO20 eNeKMPUYHO20 NOJISL, U0
00360J15€ BU3HAYUMU MAaH2eHC Kyma OleleKmpuyHux empam @asnoi ma noscnoi naneposoi izonayii. Ilpakmuuna 3nauumicms.
Ilpeocmasneno pesynomamu npaxmuyhoi peanizayii po3pobaenoi memoouxu 015 oyinku iominHocmell énracmugocmeil ghaznor
ma nosicnoi izonayii cunosux xabenie AEC ma xabenie enepeomepedc npu npocmopo8oMy CKAHYBAHHI eneKmpudHoi i30aayii 3a
yacmomoro ma Hanpyzoio 8ionosiono. bion. 41, puc. 4, Tabm. 6.

Knrouosi cnosa: cunoBi kabemi, crapiHHs namepoBoi mpoco4yeHoi i3ousinii, ¢a3zHa Ta mosicHa i3oasAUisA, CTPYKTypa
€JIeKTPUYHOI'0 MOJIsl, CYKYNHi BUMIPIOBAHHS, MAaTPHLs KOMYTalil, TAHIeHC KYTa AieJIeKTPMYHUX BTPAT, cUcTeMAa JiHiliHUX
ajire0paiyHUX pPiBHAHb, CTAJIa YACy CAMOPO3PSAY.

Introduction.

Power systems include a significant number of
important power cable systems. Paper insulated lead
covered cables (PILC) have been used for more than 100
years in medium voltage systems from 6.6 to 36 kV, and
even in high voltage systems. Such cable systems have
advantages over cross-linked polyethylene cables,
primarily in electrical characteristics: high electrical
strength, low sensitivity to DC tests and proven
operational reliability [1-10].

In modern medium voltage networks, cross-linked
polyethylene insulated cables are increasingly used.
Replacing paper impregnated cables is a long-term
strategy. Paper impregnated cables remain vital
components of distribution electrical networks and power
systems for circulating pumps in NPP reactor cooling
systems [4—7]. It should be noted that the cables have a
specified service life of 25 years [7—13]. The actual term

is determined by the technical condition of the cable
insulation. The physical wear of medium voltage cables
with paper impregnated insulation in the power systems
of Ukraine is 80 % [7], in European countries it is at the
level of 50 %. There are also cables in operation, the
service life of which varies from 25 to 60 years. The
extension of the service life of nuclear power plants to 60,
and even up to 80, years determines the relevance of the
problem of assessing the technical condition of cables to
ensure reliable and safe operation of power units of
stations [7-9].

Problem definition.

During operation, power cables are subject to the
complex influence of various factors:

e clectric field, which causes electrical aging of the

insulation;
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e thermal field, which causes thermal aging and
oxidation of the insulation;

e wetting of the insulation leads to a deterioration of
the electrophysical characteristics of the insulation;

e mechanical aging and damage under the influence of
vibration, electrodynamic forces and mechanical loads;

e chemical aging under the influence of aggressive
substances [4—13].

Aging of power cable insulation due to prolonged
exposure to operational factors can lead to cable
breakdown when the limit values of mechanical and
electrical insulation characteristics are reached.

Network companies are trying to reduce the
frequency of failures and associated costs by monitoring
the condition of insulation and maintaining cable systems
with paper impregnated insulation. To increase the
reliability of power cables and cable lines under operating
conditions, various electrical testing and diagnostic
methods are used to assess the condition of electrical
insulation of power cables, including traditionally used
and new modern methods [14-26].

The technical condition of cable insulation is
determined by applying constant test voltage that exceeds
the nominal by 6 times. Testing cables with an increased
test voltage does not allow obtaining reliable information
about the real technical condition of power cables with
paper impregnated insulation. Such tests of power cables
that are operated for a long time often lead to a reduction
in service life, untimely and unpredictable insulation
breakdown.

Among modern methods, the following non-
destructive electrical methods for diagnosing power
cables with voltages up to 35 kV inclusive can be
distinguished:

e method  of
characteristics [7, 21];

e measurement and analysis of recovery voltage
[7, 22-24];

e method of measuring relaxation current (more often
in cables with cross-linked polyethylene insulation);

e method of measuring dielectric characteristics of
insulation at alternating voltage [23-33].

Measurements at DC voltage allow to detect local
defects of the cable line, at AC — to detect general
deterioration of the quality of insulation due to its aging.

Unlike short samples of NPP cables — with a length
of about 10 m, the examination of which according to
electrical characteristics in laboratory conditions can be
performed in the frequency range up to 10 kHz [7, 25-27,
34], for long cables of power systems up to 5 km long, it
is necessary to conduct an examination at power
frequency of 50 (60) Hz to avoid resonance phenomena
during the examination and reduce the error in the
assessment of diagnostic results.

Power cables with paper impregnated insulation
have two types of insulation — phase of each core and belt
insulation of three cores together. Insulation is carried out
by winding the cores with tapes of cable paper. In the
initial state, the properties of the phase and belt insulation

measuring  partial  discharge

must be identical. In the process of cable aging, a
synergistic effect of the influence of cable elements and
external factors on the aging of paper impregnated
insulation is manifested [27, 29, 30, 32].

This causes differences in the mechanical properties
of phase and belt insulation, which are caused by the
destruction of cellulose and the migration of low-
molecular polar products of its decomposition (water,
furans) into the colder part of the cable — to the shell, into
the belt insulation [23]. As a result, the properties of the
belt insulation deteriorate over time to a greater extent
compared to the phase insulation. The mechanical
strength of cable papers decreases, the dielectric loss
tangent increases [7, 15, 27, 30].

It is important to identify signs of aging of each type
separately: phase and belt paper electrical insulation,
which determines the operability of power cables in
operation as an important element of the network. Phase
and belt insulation of cables are not available for direct
measurements. This causes the averaging of insulation
parameters, due to which the differences in their
components become less noticeable [25, 27]. As a sign of
the end of the period of normal cable operation,
differences in the dielectric properties of phase and belt
insulation that arise during prolonged operation should be
considered. The change in properties can be caused by
uneven aging of the specified types of insulation or by
moisture due to loss of tightness of connecting and end
couplings, protective sheath, etc.

The goal of the work is to substantiate the
methodology for determining the dielectric properties of
phase and belt paper impregnated insulation based on
cumulative measurements of electrical capacitance and
dielectric loss tangent of power cables of nuclear power
plants and electrical networks.

Structure of the probing electric field in types of
paper impregnated insulation of power cables.

The method for determining the dielectric properties
of phase and belt paper impregnated insulation is based
on establishing differences in the structure of the probing
electric field in the type of insulation whose properties are
of direct interest.

The density o of surface electric charges at the
interface of the media is found as a result of solving the
system of linear algebraic equations (SLAE) in matrix
form by the method of secondary sources [25]: Fredholm
integral equations of the first kind for potentials on the
surfaces of the cores, metal shell and of the second kind
for jumps of the normal component of the field strength at
the interface of phase and belt electrical insulation,
respectively

A-5=U, (1)
where ¢ is the column matrix of unknown values of the
secondary charge density, C/m’; in nodes of the total
number N (order of SLAE), U is the column matrix, the
first Ne members of which reflect the given potentials of

nodes lying on the electrodes, the rest (N — Ne) — on the
interface of dielectric media and are equal to zero;
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A is the square matrix of coefficients, the elements of
which a;; are equal to [25]

1 Toj
—ln&nlj; Vi#j
2mey 1y
i=1+N,
r .
L) Al Vi=j
o 2mey) Alj/(Ze) Q)
ajj 1
— Vi=]j
280
__ i=N,+1+N
1 cos(;;»/,n/)
—a- In - Al Vi j
2mey) tij
where i is the node number in which the field

characteristics are sought; j is the node number in which
the charge is located; r; is the distance between sections
and j; ry is the distance from section j to point O,
the potential of which can be taken to be zero;
gy = 8.85-107" F/m is the electric constant; Al is the
length of the segment of the cylinder generator with the
center at point j; e is the base of the natural logarithm; o is
the parameter associated with the dielectric permittivities
of dielectric media: when the normal vector n; is
oriented from a medium with a dielectric permittivity &,
to a medium with ¢, the parameter a is equal to:
&2~ 8

&y té ’

During numerical modelling, the coordinates and
areas of the sections, the centers of which are nodes
located along the thickness of the insulation, are
analytically determined, and the boundaries of the cores,
phase and belt insulation, and metal sheath are
analytically set [25]. The modelling was performed in the
open-access software environments Lazarus and Octave.

Figure 1 shows the structure of the electrostatic field
(Fig. l,a,c,e) and the electric field intensity sweeps
(Fig. 1,b,d,f) for different schemes of inspection of a
power cable in a metal shell for linear voltage of 10 kV
with paper impregnated insulation with sector-shaped
cores with cross-section of 185 mm®. The thickness of the
phase insulation is 2.75 mm; of the belt insulation is
2 mm. The dielectric permittivity of the phase insulation is
£1=4.5; of the belt insulation is &=4; in dielectric wedges
(in the center and on the periphery) filled with seeping
liquid — &5=3. The applied phase voltage is 5774 V.

Figures 1,a,c,e show the patterns of electric field
strength vectors when the nodes are located on the surface
of the electrodes (cores, metal shell), in the thickness of
the phase and belt insulation, dielectric wedges for
different power cable inspection schemes. Figure 1,a
corresponds to the cable inspection under the condition of
applied electric voltage to one of the cores (4) and
grounded two others (B, C) and metal sheath (S) —
inspection scheme I. Figure 1,e — inspection scheme II:
electric voltage applied to three cores (4, B, C) and
grounded metal shell (S).

According to the specified inspection schemes in
Fig. 1,b,d,f show the sweeps of the electrostatic field
strength at nodes located in the thickness of the phase
(4, B, C) and belt (5S4, SB, SC) insulation. In the case of
inspection scheme I, the electric field is present in the
phase and belt insulation (Fig. 1,a,b). In this scheme, the
electrical properties of the phase insulation are more
pronounced. The electric charge of the potential core is
2.9 uC/m, of the zero cores is 0.62 pC/m, and of the shell
is 1.63 pC/m.

In the case of inspection scheme III, under the
condition of electric voltage applied to two cores and the
grounded third core and metal shell, the electric field is
present in the interphase insulation of the two cores,
dielectric wedges, and belt insulation (Fig. 1,c,d). The
electric charge of the potential cores is 2.29 uC/m and
2.29 uC/m, of the zero core is 1.23 pC/m and of the shell
is 3.24 uC/m. The identity of the determined values of the
electric charges of the two cores proves the high accuracy
of the numerical calculations.

With the inspection scheme according to scheme 77,
the electric field is present to a greater extent in the belt
insulation (Fig. 1,e,f). In the interphase space, the electric
field is absent (Fig. 1,e) The electric charge of each of the
cores is 1.67 pC/m, of the metal shell is 4.98 uC/m.

The results of numerical simulation prove that for
any inspection scheme, the electric field enters both the
phase and belt insulation (compare Fig. 1,a, Fig. 1,c and
Fig. 1,e). At the same time, the grounded cores and the
metal shell located nearby significantly affect the value of
the electric charge, i.e. the electric capacitance and losses
of electric energy in the paper impregnated insulation of
the core to which the electric voltage is applied.

Table 1 shows the distribution of the electric field
energy (W) in the phase and belt insulation of the cable
determined by the results of numerical calculations for
different inspection schemes: scheme I — «core - against
the other two and the metal shell», scheme II — «three
cores together - against the metal sheathy.

For each of the selected inspection schemes, the
structure of the cable insulation is scanned by an
alternating electric field. The electric field is focused in
different types of cable insulation: in phase (scheme
A-B,C,S — Fig. 1,a), belt (scheme A,B,C-S — Fig. 1,e)
insulation, in the interphase space (scheme 4,B — C,S —
Fig. 1,¢).

Depending on the inspection scheme, the
electrostatic field energy that accumulates in the types of
electrical insulation differs. Thus, according to the
scheme «each core against the other two and the shelly,
the share of energy accumulated in phase insulation is
76.4 %, while in belt insulation only 21.8 % of the total
electric field energy in cable insulation is accumulated.

With inspection scheme ITI «two cores together —
against the third and metal shell», the share of energy in
phase insulation is 69.4 %, in belt insulation — 27.4 %.
According to scheme 11, the share of energy accumulated
in phase insulation is 59.4 %, in belt insulation — 43.07 %.
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Fig. 1. Structure of the probing electrostatic field in types of
paper impregnated electrical insulation under different

The difference in energy accumulated in different
parts of the cable under different schemes of the probing
electric field allows to determine the electrical energy
losses, i.e. the tangent of the dielectric loss angle directly
of the phase and belt insulation. The question is in what
way this can be done.

Power cable substitution circuit and methodology
for combined capacitance and dielectric loss tangent
measurements.

Figure 2 shows the substitution circuit of a three-
core power cable in metal shell.

The circuit contains 6 links that reflect the dielectric
properties of the insulation of three cores 4, B, C to the
shell S and between themselves Cy.g, Cs.s, Cc.s, Cu, Cs.c
Cc.4, respectively. In parallel with each of the partial
capacitances, resistors are included that reflect the
dielectric losses in the insulation: tgd,s, tgds.s, tgdc.s,
tgéA_B, tgéB—Cs tgéc_A.

To directly determine partial capacitances with the
corresponding losses of electrical energy in insulation
(Fig. 2), the method of cumulative measurements of
dielectric parameters at alternating voltage of power
cables using devices with two terminals is used.

The method of total measurements is more universal
than the method of measuring partial capacitance with
three terminals. The gap currents, which are discharged to
the ground using the third terminal past the measuring
circuit, affect the measurement results of the selected one.
The error of the measurement results with three terminals
can be significant, especially in operation [35].

inspection schemes of a three-core power cable with metal shell

Table 1

Electrostatic field energy shares in electrical insulation components depending on the inspection scheme of 10 kV power cable

Inspection scheme

Scheme I Scheme I1I: Scheme II:
«core 4 — against grounded cores B,| «cores 4, B —against grounded | «cores 4, B, C — against grounded
C and metal shell S» core C and metal shell S» metal shell S»
Type of insulation applied voltage U=5774 V applied voltage U=5774 V applied voltage U=5774 V
The share of energy The share of energy The share of energy
Wy, stored in the type of | W3, stored in the type of W4p.c, stored in the type of
mlJ/m insulation mlJ/m insulation mlJ/m insulation
na=WiW Nap= Wis/'W Nasc= WapdW

Phase insulation of the | = 4 ;5 0,5761 3,66 0,28 2,74 0,198
core A
Phase insulation of the 0.81 0.099 3.70 0.28 2,76 0.198
core B
Phase insulation of the | ¢ 0,099 1,75 0,134 2,76 0,198
core C
Belt insulation between| ) 0,218 3,58 0,274 5,62 0,4307
the cores and shell
Belt insulation between) —, 455 0,0052 0,045 0,0034 0 0
core C and shell
Interphase insulation 0,1181 0,0144 0,0996 0,0077 0,0107 0,00082
between cores C and 4
Interphase insulation. | 5 7 ;-0 0 0,1125 0,0086 0,0109 0,00083
between cores C and B
Interphase insulation 0,1217 0,0148 0,1135 0,0087 0,0110 0,00084
between cores A and B
Total energy W, mJ/m 8,21 1 13,071 1 13,913 1

72

Electrical Engineering & Electromechanics, 2025, no. 2



Fig. 2. Substitution circuit of a three-core power cable
in a metal shell

The dielectric parameters of the controlled circuit
are not found directly during the measurements, but as a
result of solving the SLAE. The method can be
implemented both using devices with three terminals (in
this case, one terminal is not used) and using devices with
two terminals. A two-position switch (C, Fig. 3) is placed
between the object and the meter.

Each of the terminals of the three-core (4, B, C)
power cable in a metal shell (S) is connected to one (i) or
the other (j) input of the device (I).

The scheme of inspection of a three-core power
cable with paper impregnated insulation in a metal shell
using the method of cumulative measurements is
presented in Fig. 3.

Fig. 3. Connection diagram of a three-core power cable in a
metal shell to a two-position switch

In a three-core cable with a metal shell, 7 complete
inspection schemes can be distinguished by the method of
cumulative measurements for monitoring the electrical
capacitance and dielectric loss tangent of the power cable.

Four schemes reflect the dielectric properties of the
phase and belt insulation between the cores and the metal
sheath for the cases: according to scheme I «each of the
three cores — against the grounded two others and the
metal shell» (Fig. 1,a) and according to scheme IT «all
three cores together — against the grounded metal shell»
(Fig. 1,e). The corresponding total electrical capacitances
Cuncs, Cpacs, Ccuans Capcs and the total dielectric
loss tangents tgd4pcs, t1€0pacs t€0c.aps t804pcs are
recorded.

Three inspection schemes III reflect the dielectric
properties of the interphase insulation (Fig. 1,c). In this

case, the device records the corresponding total electrical
capacitances and total dielectric loss tangents: Cyp.cs,
Cc.a-8,5 Cpc-as 1804-c.55 t€0c4-8,5 1€0B,C.us-

The state of the switch keys is determined by the
switching matrix 4K, the elements of which are equal to
«1» in the case of connecting the object terminal, for
example, to the left terminal of the device and «0» in the
opposite case — to the right (Fig. 3):

010101010101 010°1
001100110011 00°T1°1
AK= .3)
000011110000T11T1°1
000000001 11111171

The matrix contains 4 rows (by the number of
terminals of the control object) and 2*=16 columns
(by the number of all possible options for the state of the
switch keys). The first and last columns correspond to
degenerate cases: 0000 — all poles of the object are
connected to one terminal, and 1111 — to the other
terminal of the meter. These experiments can be used to
estimate the parasitic capacitance of the switch and
connecting wires. The other experiments (there are a total
of Ne=16 — 2 = 14) are divided into two groups. The first
7 experiments are the main ones (columns (2 — 8) in (3)),
the others are inverse (columns (9—15) — correspond to a
change in the polarity of the connection to all poles).

The unknown partial capacities are found based on
the results of cumulative measurements from the SLAE:

ACxCx = Ce, 4

where Ce is the column matrix of the results of the
cumulative measurements: CA-B,C,S, CB-A,C,S, CC—A,B,S, CA,B,C—S:
CA,B-C,S: CC,A-B,S, CB,C—A,S; Cx is the column matrix of
unknown partial capacitances: Cyp, Cp.c, Cca, Cas, Cp.s,
Cc.s); AC is the matrix of the «participation» of the partial
capacitance in the total capacitance for this experiment.

Element a; of the matrix AC is equal to 1 if the
difference of the codes of poles i and j is different from
zero, and is equal to 0 otherwise.

In experiment 2 (second column in (3): the first
terminal «1», the rest are zero) the capacitances connected
in parallel are measured: C 3 + Ccy + Cys. In
experiment 3 (third column in (3): second terminal «1»,
the rest are zero) the capacitances connected in parallel
are measured: Cy 3 + Cpc + Cps.

The partial capacitances that participate in the total
capacitance for a particular experiment are found by
multiplying the row of the matrix AC by the column
matrix Cx:

_110100_'(71
101010CA’B
01111 0|]|58¢

_ Cc-4
ACxCx=0 1 1 0 0 1|x .
Cy-s

U R
110011C‘H
_000111_—C‘SJ

The SLAE, similar to (4), is also written to find tgo
of partial capacitances:
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ATGxTGx = TGe, (5)
where TGe is the column matrix of measured total values
of tgd (the result of the total action of a number of partial
capacitances with losses connected in parallel); 7Gx is the
column matrix of values of tgd of the partial capacitance
with losses, which is the purpose of the calculation;
ATG 1is the matrix of coefficients, similar in structure to
the AC matrix, but instead of unit coefficients, contains
fractions, in the numerator of which are the partial
capacitances Cy, found as a result of solving (4), and in
the denominator — the sums of the partial capacitances
participating in this experiment.

The coefficients of the 47G matrix determine the
shares of the real values of the partial capacitances (with
electrical energy losses) in the total losses for this
experiment.

When implementing all 7 basic experiments
according to (4), (5), the SLAE becomes overdetermined:
the number of equations is greater than the number of
unknowns [25]. Finding the solution requires the
application of the least squares method:

Cx = (AC'xAC) 'xAC'xCe, (6)
where «'« means transposition; degree «—1» — finding the
inverse matrix; sign «x« — matrix multiplication.

Similarly, the unknown values of the tangents of the
angle of dielectric losses of partial capacitances are found,
which is the purpose of the study:

TGx = (ATG'xATG) 'xATG 'xTGe. (6)

To find the dielectric parameters of phase and belt
insulation, it is enough to perform 6 experiments out of
the 7 main ones, for example: 2 — 7: Cypcs, Cpacs
Ccuss» Caces Capcs Coass

When implementing 6 experiments (columns (2—7)
of the commutation matrix 4K (3)), we obtain a 6th-order
SLAE with the matrix AC of the form:

110100
101010
01 1110

AC= :
011001
101 101
1100 1 1]

The corresponding inverse matrix AC" is:
(1 1 -1 0 0 0]

1 0 0 1 -1 0

1 o 1 o0 1 0 -1
AC T =0,5x% .

0o -1 1 -1 1 0

-1 0 1 -1 0 O

-1 -1 0 0 1 1

The sought partial capacitances are found by
multiplying the rows of the inverse matrix by the column
of experimental data.

For example, the first unknown capacitance C,.p is
found by multiplying the first row of the matrix AC"' by
the column of measurement results (8). This provides
grounds to determine tgd, 5 by (9), where C4 3¢5, Cpacs
CC—A,B,S» CA,B,C-S; CA,B-C,S: CC,A-B,S are the experimental
results of the combined measurements, the sequence
of which is given by columns (2-7) of the switching
matrix (1), Cs1 = Cyp,cs T Cpacs + Ccaps 1s the total
electrical capacitance of the experiment, which
corresponds to the first row of the matrix AC.

Note that formula (9) can be used only after the
partial capacitances Cy.3, Cp.c, Cc4 are found.

The formulas for the parameters of other partial
capacitances and dielectric loss tangents are determined
according to (8), (9):

Ci3=0,5(Cunest Coucs— CoupstO0xCypest 0xCyp s+ 0xCeyps); (®

C, C Cr_
tgdy =0,5>{ é B teSy s+ tg0p 405 g 4
s1 s1 s1

Thus, the solution of SLAE (4) and (5) in practice is
reduced to formulas that are linear combinations of
measurement results taken with certain weighting factors.
Calculation using them does not present any particular
difficulties.

To determine the dielectric parameters of phase and
belt insulation based on the method of cumulative
measurements, a spatial method of creating a probing
electric field in the type of paper impregnated insulation
of power cables, the properties of which must be
determined, is used. For this purpose, the conductors and
metal shell of the power cable are switched in a way that
shunts the electric field in those parts of the structure, the
influence of which must be neglected.

In the case of implementing the specified method for
short samples of power cables of NPPs, it is possible to
conduct an examination at several values of the frequency
of the sound range 0.1-10 kHz of low voltage to
determine the predominant factors of the aging process
over time of phase and belt paper impregnated insulation.

tgoc_ups +0xtgdy p g +0xtgdy p 5 +0x tg5c/PB,sJ -9

For long-distance cables, for example, urban power
networks, the use of the frequency method is limited to
one power operating frequency at several values of high
applied voltage. Examination of cables in operation at
several values of frequency is limited by resonance
phenomena between the cable's own inductance and
capacitance.

Examples of practical implementation of the
methodology for determining the dielectric properties
of phase and belt paper impregnated insulation of
power cables.

Figure 4 shows the general and determined on the
basis of the proposed methodology electrical
characteristics of types of electrical insulation in the form
of C-tgo diagrams for frequencies of 0.1; 1 and 10 kHz of
samples of power cables of nuclear power plants for
voltage of 6 kV with paper impregnated insulation in
laboratory conditions. The designation of experimental
data corresponds to frequencies of 0.1; 1 and 10 kHz: the
total measurement results — red, green and blue colors;

74

Electrical Engineering & Electromechanics, 2025, no. 2



determined dielectric parameters of phase and belt
insulation — purple, turquoise and black colors,
respectively.

For the cable sample (Fig. 4,a), higher values of tgd
of phase and belt insulation are observed for a frequency
of 0.1 kHz, which is evidence of moistening of paper
impregnated insulation during long-term operation. At the
same time, belt insulation is more aged compared to phase
one: tgo values differ by more than 1.33 times for
frequency of 10 kHz.

For the cable sample (Fig. 4,b), lower values of
dielectric losses of phase and belt insulation are observed
for frequency of 100 Hz. This is evidence of a lower
moisture content in the insulation under the influence of
the increased operating temperature of the cable during
operation. At the same time, for frequency of 10 kHz, the
belt insulation is also characterized by 25 % higher tgo
values compared to the phase insulation.

In any case, changing the inspection scheme leads to
significant variations in tgd, which is a sign of aging of
the paper impregnated cable insulation (Fig. 4).

tgo, %
25
= T
63 kit 8
2 E *
10 kHz
15 ¥
1kize ¥
1 ;- 4
*
%
0.5
10! 10° C, pF 10°
a
tgd, %
3
*
25
-
2
10 kHz &%
15
s w
1V @ O
@O
05 1 kHz
102 10° C,pF  10*
b

Fig. 4. Dielectric parameters of paper impregnated electrical
insulation of NPP cable samples for different frequency values

Table 2-5 present the determined dielectric
parameters based on the results of combined
measurements of cables directly in operation of 10 kV
power cable lines.

Thus, the belt insulation of phases 4, B and C of
cables (Table 2, 3) has practically the same values.

This, firstly, indirectly indicates a uniform current
load during long-term operation. Secondly, the values of
tgd remain practically unchanged with an increase in the

applied test voltage: the absence of air cavities. Electrical
energy losses due to ionization are not observed (evidence
of the uniformity of filling of dielectric wedges with an
impregnating compound — Fig. 1).

Table 2
Dielectric parameters of phase and belt insulation of the
AASHV-3x120 cable for voltage of 10 kV, length 240 m

. Applied voltage
Insscliiﬁign 2KV 5KV 8KV
C,nF |[tgd, %| C,nF [tgd, %| C,nF |[tgd, %
A-S 47,9738(0,3456|49,2300(0,3475|48,6638(0,3308

B-§ 48,4738|0,3376(47,8800(0,3503|48,4937|0,3348
C-S 48,7237(0,3280(48,8800(0,3334(49,0638|0,3441
A-B 12,0725(0,1802{12,0400(0,1146|12,1625(0,1318
B-C 12,4225(0,2492{12,8800(0,1799(12,1925|0,1488
C-4 12,4825(0,2202{12,0400(0,1396|12,4125|0,1418

Table 3
Dielectric parameters of phase and belt insulation of the
AASHV-3x70 cable for voltage of 10 kV, length 220 m

. Applied volta;
Inspecton | — PR SRET g

C,nF |tgd, %| C,nF |tgd, %| C, nF [tgd, %

A-S 29,86 |0,666|29,9266(0,7265(29,9913(0,7204
B-S 29,63 |0,655(29,5876(0,6312(29,5913|0,6346
C-S 29,85 10,624 (29,7946(0,6534/29,7912|0,6653
A-B 7,491 |0,108 | 7,4657 |0,1311| 7,3975 |0,1305
B-C 7,361 (0,097 7,4578 |0,1211| 7,4975 |0,1157
C-4 7,471 |0,112| 7,449 |0,1261| 7,476 | 0,126
Table 4

Dielectric parameters of phase and belt insulation of cable
AASHV-3x120 for voltage 10 kV, length 2470 m
a) before repair — phase C damaged

Inspection Applied voltage
scheme 2kV 5kV 8 kV
C,nF | tgd, % | C, nF |tgd, % | C, nF | tgd, %
A-S 636,3 1,00 [616,5| 0,891 |840,1| 1,39
B-S 639,9 0,99 |618,4| 0,896 | 839 | 1,61
C-S phase C damaged
A-B 99,48 1,842 | 119 | 2,151 197,69 1,203
B-C 97,5 1,346 | 99,3 | 1,802 [119,3| 2,158
C-4 phase C damaged
b) after repair
. Applied volta,
inspection ™ kv B sel(ivo T
C,nF |tgd, %| C,nF |tgd, %| C,nF |tgd, %
A-S 500,756(0,7640(501,062|0,8341|504,2875|0,8624
B-S 498,256|0,7774|498,162|0,8511|502,1875(0,8570
C-S 497,756(0,7600|1497,462|0,8582(501,5875(0,8830
A-B [139,937|0,7164|139,675|0,7202|138,5250(0,7212
B-C 141,637(0,7252|141,475|0,7202{140,1250|0,7442
C-4 141,637(0,7452{141,475|0,7242(140,3250(0,7242
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Table 5
Dielectric parameters of phase and belt insulation of the
AASHV-3x95 cable for voltage of 10 kV, length 40 m

Inspecton. |— PP

C,nF |[tgd, %| C,nF |[tgd, %| C,nF |tgd, %
A-S 12,6340(0,6654(12,7731(0,7312|12,4834(0,7503
B-S 12,5230(0,6673|12,3241(0,8482(12,7184(0,7772
C-S 12,9240(1,7844(13,1081|1,8594(12,8934(1,7415
A-B 3,1630 (0,3537| 3,1978 [0,0778| 3,1433 |0,1053
B-C 3,2130 |0,3446| 3,3227 |0,0938| 3,1332 |0,1233
C-A 3,1620 |0,2077| 2,8337 |0,1030| 3,3583 [0,0982

After repair of the damaged phase C of the power
cable AASHV-3x120 (Table 4), the uniformity of aging
of the belt and phase insulation of all three phases was
established. After repair, the tgd level decreased, but
remained in the range from 0.6 to 0.8 %, which
corresponds to moderately aged insulation [29].

The AASHV-3x95 cable (Table 5) is characterized
by non-uniform current load in operation. As a result, the
insulation of phase C has 2.3 times higher tgo values: it is
significantly aged compared to the others. The critical tgd
values for the frequency of 50 Hz correspond to the
critical value of mechanical strength by the number of
double bends of cable papers and have the following
values: for phase insulation: 1.2673—-1.3874 %; for belt
insulation: 1.29-1.4886 % [36]. Additional direct current
inspections in operation proved the defectiveness of the
cable coupling of phase C.

Measurements at direct voltage allow to detect local
defects of the cable line — leakage of impregnating liquid,
which most often occur in connecting and end couplings
[37—-40].

Measurement of leakage current at direct current
when applying a voltage of 40 kV allowed to determine
the insulation resistance Ris of phase C of the cable line
with the coupling. The product of the insulation resistance
R;; and the electrical capacitance of phase C (Table 5,
C-S = 12.924 nF) determines the self-discharge time
constant of the insulation & = R;-C — an objective
indicator of quality that does not depend on the geometric
dimensions of the insulation.

Thus, the signs of defects in elements of cable lines
with paper impregnated insulation are established on the
basis of the ratio of the values of tgd of the types of cable
insulation (the result of measurements on AC) and the
self-discharge time constant (the result of measurements
on direct current of insulation resistance and electric
capacitance on AC) (Table 6).

Table 6
Classification of defects in cable lines with paper impregnated
insulation [41]

tgd < (0,5-1)%
Coupling

Value range of 6, s
6<(1-10)
6> (10-100)

tgo > (1-2) %
Coupling and cable
Cable

Normal state

In the considered case, the self-discharge time
constant of phase C is 8 = 1.52 s; for phases 4 and B:
6=12.14 s and 7.43 s, respectively.

Conclusions.

1. The established differences in the structure of the
probing electric field in the types of paper impregnated
electrical insulation made it possible to determine the
share of energy accumulated in the phase, belt insulation
and interphase space in the cable as a whole.

2. It has been proven that according to the inspection
schemes «each of the three cores — against the grounded
two others and the metal shell» and «three cores together
— against the grounded shell», the probing electric field is
concentrated mainly in the phase or belt insulation of the
cable, respectively. This provided the basis for developing
a methodology for determining the dielectric parameters
of the types of electrical insulation — phase and belt
insulation of power cables.

3. The methodology is based on solving a system of
linear algebraic equations of the 6th order, which reflects
the results of six cumulative measurements of the
dielectric parameters of three-core power cables in a
metal shell.

4. The results of the practical implementation of the
developed methodology for assessing the differences in
the properties of phase and belt insulation of NPP power
cables and power network cables are presented.

5.The need to compare the results of diagnostic
examinations on direct and alternating currents to increase
the accuracy of assessing the technical condition of power
cables with paper impregnated insulation in operation is
argued.
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Complex physicochemical analysis of transformer oil parameters using the inductively
coupled plasma mass spectrometry technique

Introduction. Transformers are crucial and expensive components of power systems, experiencing electrical, thermal, and chemical stresses.
Transformer oil analysis is important for diagnosing transformer faults and assessing its remaining service life. The oil used in transformers
degrades over time due to its interaction with electrical loads and heat from the core and windings. The oil degrades into low-molecular
gases and carbon particles, which affect its dielectric properties and indicate potential problems. Analysis of dissolved gases in oil allows
early detection of defects such as corona or arc discharges, as well as overheating. In addition, analysis of metal content in oil helps to
clarify the type and location of the fault identified by gas analysis. Novelty of the proposed work lies in the study of the relationship between
transformer oil parameters and its quality, as well as the effect of dissolved gases. The article proposes a method for determining how
changes in these parameters affect each other. The obtained data are compared with the results of mass spectrometric analysis for a more
accurate assessment of the transformer condition. The purpose of this paper is to explore the connection between the chemical properties of
transformer oil and the elemental composition determined through inductively coupled plasma mass spectrometry (ICP-MS). Methods. The
solution to the problem was carried out using the inductively coupled plasma mass spectrometry method from Agilent Technologies 7700e
(USA) to measure the concentration of metals in transformer oil. Results. An inverse correlation has been identified between the acidity of
transformer oil and its furfural content. Experimental evidence has shown that the water content has the most significant impact on
decreasing the breakdown voltage of dielectric oil. It was found that CO gas has the greatest influence on the formation of furfural. It has
been established that gaseous C,H, plays an important role in the formation of acidic components. Correlations were found between the oil
acidity and the concentrations of copper and iron and between the breakdown voltage and the amount of lead and aluminium in the
transformer oil. A high concentration of copper in the oil indicates potential issues with the transformer windings, as well as in any bronze
or brass components, and the concentration of iron in significant quantities indicates problems with the transformer core and tank.
Moreover, as the breakdown voltage of the oil decreases, there is a marked increase in the concentrations of lead and aluminum. This
suggests that significant amounts of lead are found in the transformer solder joints, while aluminum is present in the windings and ceramic
bushings. Practical value. The advantage of the mass spectrometric method for detecting metals in transformer oils is the ability to
accurately determine the type of fault and diagnose transformer problems. Research shows that this method allows early detection of
potential problems and predicts the condition of the transformer. References 21, table 2, figures 8.

Key words: transformer oil, furfural component, breakdown voltage, mass spectrometer, dissolved gases analysis.

Bemyn. Tpancghopmamopu € 8adcnusumu ma KOWmoSHUMY KOMIOHEHMAMU eHeP2OCUCTEM, K] 3A3HAIOMb eNeKMPULHUX, MENI08UX md
XIMIUHUX Hasanmasicenb. AHaniz mpancgpopmamoproi onusu adcauuil Ons O0iazHOCMUKU HecnpasHocmeli mpasc@opmamopa ma
OYiHKU 11020 mepMiny cyscOu, wo sanumuecs. Onusa, wo UKOPUCMOBYEMbCA 8 MPAHCHOPMAMOPAX, 3 HACOM PYUHYEMbCA Yepe3 U020
63a€MO0il0 3 eNeKMPUYHUMU HABAHMAIICEHHAMU Ma Meniom cepoednuxa ma oomomox. Onuea po3Knaoacmovcs Ha HU3bKOMONEKYAAPHI
2a3u ma YacmuHKu Gyeneyio, wo 6Naueac Ha ii OieleKmpudHi 1acmueocmi ma 6Ka3ye Ha nomenyiuni npooaemu. Ananiz posuuneHux
2asig y 0nusi 00380J1A€ 3a84ACHO BUABUMU OeeKmu, MaKi K KOPOoHHUU abo 0y2oeull po3pso, a maxodc nepezpis. Kpim moeo, ananiz
emicny memainy 6 onusi 0onomazac ymounumu mun i micye deghekmy, susgnenozo 2azosum aunanizom. Hoeusna npononosanoi pobomu
nonsA2Ac Y GUBYEHHI 38 SI3KY MIdIC napamempami mpaHcopmMamopnoi oausyu ma ii AKiCmio, a Makodlc 6NIUBOM PO3YUHEHUX 2a3ig. V
cmammi  3anpoONOHOBAHO MemOoO BUSHAYEHHA MO20, AK 3MiHU YUX napamempie enaugaromv o00Ha Ha 00wHy. Ompumani Oawi
NOPIBHIOIOMbCS 3 PE3YALIMAMAMU MAC-CHEKMPOMEMPUYHO20 aHanizy O1s Oinbut mounoi oyinku cmamny mpancgopmamopa. Memoro
cmammi € OOCTIONCEHHA 36 A3KY MIHC XIMIYHUMU BIACIMUBOCAMU MPAHCHOPMAMOPHOT ONUSU MA eNeMEHMHUM CKIAOOM, BUSHAYEHUM
3a 00NOMO2010 MAc-cnekmpomempii 3 iHOykmueHo 38 °sa3anoio naasmoro (ICP-MS). Memoou. Piwenna npobremu 30iicH08anocs 3a
00nOMO2010 MeMOOy Mac-cnekmpomempii 3 iHOYKmusHo 36 ’azanoro nuasmoro Agilent Technologies 7700e (CLLA) onsa eumiprosanusa
KOHYyeHmpayii memanie y mpancgopmamopniil onuei. Pezynemamu. Misxc kucrommuicmio mpancgopmamopuoi onueu ma emMicmom y Hii
dypdypony suseneno 36opomny s3anedxncuicmo. Excnepumenmanvhi 0ani nokasanu, wjo Micm 600U MA€ HAUOINbW 3HAYHUL BNAUE HA
3HUdICEHHs1 Hanpyeu npobolo dierekmpuunoi onusu. Bemanosneno, wo natibinewuii ennus na ymeopenns gypgypony mae eaz CO.
Bcmanosneno, wo 6 ymeopenni Kuciommux KOMROHEHMI 8axiciugy pons sidiepac 2azonodionuii C,H,. Bynu eusigneni kopensyii misc
KUCTIOMHICIIO ONUBU MA KOHYESHMPAyiclo Miol ma 3aiza, a maxodic Midc Hanpy2oio npobor ma KilbKiCmio CEUHYIO Ma ANIOMIHII0 6
mpancghopmamopiti onuei. Bucokuii emicm Mioi 8 OMU6I 8KA3YE HA NOMEHYIUHT nPodaeMU 3 0OMOMKAMU MPAHCHOPMAMOPA, & MAKOIC
y 6yob-sakux 6poH306ux abO NAMYHHUX KOMHOHEHMAX, a4 KOHYeHmpayis 3ani3a 6 3HAYHUX KilbKOCMAX 6KA3yE€ HA npobnemu 3
cepoeunuxom mpancgpopmamopa ma bakom. Kpim moeo, y mipy 3uudgwenms manpyzu npobor Onusu CROCmepieacmvcs nomimue
30IMbUEHHA KOHYeHmpayii ceunyto ma antominiro. Lle ceiouums npo me, wjo 3HaAUHA KITbKICMb CEUHYIO MICMUMbCA 8 NAAHUX 3 €OHAHHAX
mpancghopmamopa, mooi aK ANOMIHIUL npUcymHiu 6 oomomkax i xepamiunux emyaxax. Ilpakmuuna winnicme. [lepesazoro mac-
CHEKMPOMEMPUYHO20 MEMOOy GUABNCHHA MemAnie y MpaHchOpMAmopHil OAUSl € MOJNCIUBICIb MOYHO2O BUSHAYEHH MUNY
necnpagrnocmi ma diazHocmuku npobrem mpancgopmamopa. Jlocniodxcents nokazyomo, wo yeti Menmoo 003605€ 3A84ACHO BUABTAMU
nomenyitiHi npobiemu ma npoeHosyeamu cmar mpancgopmamopa. bion. 21, tabn. 2, puc. 8.

Knouosi cnosa: tpancdopmaropHa osmBa, (ypQypoJsioBUHil KOMIOHEHT, MPOOMBHA HAMpyra, Mac-ceKTpPOMeTp, aHaJi3
PO3YHHEHMX ra3iB.

Introduction. By sampling transformer oil and
conducting various tests, it is possible to diagnose
numerous faults in the transformer and evaluate its
remaining service life and overall condition. Transformer
oils, like most insulating and dielectric materials,
decompose and deteriorate during prolonged use. This is
attributed to the oil’s role in resisting electrical loads and
facilitating heat transfer from the core and windings. The

condition of dielectric oil is influenced by contamination,
its type, and the presence of acidic compounds like metal
sulfide particles. Besides chemical degradation, dielectric
oil also deteriorates due to physical contamination. When
exposed to partial discharges, electrical arcs, and rising
temperatures, dielectric oil breaks down into low
molecular weight gases that dissolve in the oil, along with
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carbon particles. The behavior of each type of insulation
oil is influenced by the way carbon particles are
transformed. Hence, analyzing dielectric oil is crucial for
assessing the condition of a transformer and identifying
its potential issues [1, 2].

Dissolved gas analysis (DGA) in insulation oil is a
reliable method for detecting transformer faults early.
These are typically used in transformers hydrocarbon
(mineral) oils or silicones as insulating fluids because of
their superior dielectric properties, heat transfer
efficiency, and stability. These insulating fluids typically
undergo minimal decomposition under normal conditions.
However, damage can lead to the degradation of both the
liquid and solid insulation materials [3]. Gases like H,
(hydrogen), CH; (methane), C,H; (ethane), C,H,
(acetylene), CO (carbon monoxide), and CO, (carbon
dioxide) can dissolve in transformer oil, indicating
decomposition caused by thermal or electrical stresses.
Quantitative examination of these gases can help in
detecting issues like corona, arc, spark discharge, and oil
overheating, all of which can impact the transformer’s
operational lifespan. Furthermore, analysing metals in
transformer oil supports dissolved gas analysis by
specifying the nature and source of potential problems
identified through gas analysis [4, 5].

High-energy faults not only damage transformer
insulation materials like oil, paper, and wood but also
generate metal particles that disperse into the oil. These
particles can subsequently circulate throughout the
transformer, mainly through the oil flow. Different
components of a transformer produce distinct types of
metal particles, which can manifest individually or in
various compounds, and may appear in different
concentrations. Identifying these particles can help narrow
down the potential components contributing to failures [6].

Common metals found in transformer oil include
aluminum, copper, iron, lead, silver, tin, and zinc. Two
techniques used to analyze these metals in oil are mass
spectrometry with inductively coupled plasma (ICP-MS)
and mass spectrometry with atomic absorption. The
amounts of metals in the oil must be measured using these
techniques. Typically, the metal atoms in a sample are
liberated by high temperature burning of the metal
particles, making them amenable to accurate examination
via these methods. The presence of these atoms in an
atomic absorption flame or inductively coupled plasma
can be determined by measuring discrete frequency
absorption or positive ion emission (ICP) from the atoms,
as well as the metal’s ion concentration and composition.
The Agilent Technologies 7700e inductively coupled
plasma mass spectrometer was used in this study [7, 8].

Recently, ICP-MS has been gradually replacing
flame atomic absorption spectrometry due to the
significantly greater availability and performance of
modern equipment while maintaining undoubted
advantages, including the ability to record low detection
limits for chemical elements and isotopes, down to ng/l
and occasionally even pg/l levels, low consumption of the
analyze, the ability to conduct multielement analysis, and
high sensitivity and resolution of the analyser [9—-11].

In previous studies [3-5, 12], the quality of
transformer oil and the DGA have been individually

investigated and quantified as parameters for assessing
transformer performance or diagnosing malfunctions.
However, these works did not explore the
interdependencies  between  the  electrical and
physicochemical parameters of transformer oils.

The goal of the paper to approach the study of how
changes in transformer oil parameters affect each other, as
well as the effect of dissolved gases on oil quality. In
addition, the study compares these parameters with data
obtained by mass spectrometry, which serves as a
criterion for assessing the condition of transformers

Materials and methods. The research used a mass
spectrometer with inductively coupled plasma (Agilent
Technologies 7700e, USA) to measure and assess the
concentrations of metals in the transformer oil (Fig. 1) [7].

To exhaust

ventilation Extractor Quadrupole
Interface Deflector Detector

1 | :

/
/

| I |
lon optics and the
interference
eliminating systems

To forepump To turbo-molecular pump

Fig. 1. Diagram of the ICP-MS Agilent 7700¢ [7]

To mineralize the samples, a «Speedwave Xpert»
microwave system (Germany) equipped with small-
volume vessels for working with microsamples was used
to control the temperature (Table 1). Dispensers with
volumes ranging from 100 to 1000 1 and 1 to 10 ml, made
by Pipetdu and Eppendorf (Germany), along with
disposable tips and polypropylene tubes with capacities of
15 and 50 ml, were utilized.

Table 1
Procedure for microwave decomposition of transformer oil

Acid Volume

Reagents

HNO; (65 %) 8 ml

A 100 mg (0.1 ml) sample was added to the vessel,
followed by the addition of 8 ml of HNO:; for
mineralization. The mixture was then thoroughly
shaken or stirred with a clean Teflon or glass rod.
Before sealing the vessel, it should be allowed to sit
for at least 10 min before being heated in a
microwave oven according to the specified program

Procedure

Step T, °C P, bar ¢, min P, %

1 145 80 10 80

Program 2 170 80 10 80

3 190 80 20 90

4 50 60 10 0

To mineralize the materials and generate calibration
solutions, 65 % nitric acid (HNO;) was utilized.
Furthermore, a 30 % solution of hydrogen peroxide
(H,0,) from Suprapur (Merck, Germany) was used to
quickly dissolve the samples during mineralization. The

80

Electrical Engineering & Electromechanics, 2025, no. 2



solutions were diluted using deionized water with a
resistivity of 18.2 MQ-cm. The instrument’s calibration
accuracy was verified by analyzing a standard sample of
drinking water.

Chromatography was used to detect the amounts of
gases dissolved in the oil (H,, CO, CO,, CHy4, C,Hg, CoH,,
CH,, Ny, and O,). This was accomplished using an
automated KRISTALLUX-4000 M gas chromatograph,
which featured both a flame ionization detector and a
thermal conductivity detector.

Experiments. Figure 1 shows a diagram of the
ICP-MS Agilent 7700 instrument. The measurements were
carried out on an ICP-MS system from Agilent Technologies
7700e (USA) under stable operating conditions [7-9]. The
ICP-MS method is based on the use of an argon ICP as an
ion source and a quadrupole mass spectrometer.

Figure 1 shows a diagram of the main parts of the
instrument using an Agilent 7700e ICP-MS instrument as an
example. The sample introduction system included a
peristaltic pump, an atomizer, and a spray chamber. The
solution of the studied substance was removed by a
peristaltic pump at a speed of 0.1 ml/min. An aerosol was
obtained from the sample solution and passed through a two-
pass spray chamber. The fine aerosol obtained from the
sample (leaving the spray chamber) directly enters a tube
that directs the aerosol into a horizontally mounted plasma
burner. The gas entering the three-cylinder plasma burner is
called plasma, auxiliary gas, or carrier gas (supplied to the
atomizer). A four-turn coil (inductor) is attached to the end
of the burner, and a high-frequency signal (27.12 MHz) is
supplied to it. After the plasma is enriched with electrons in a
strong high-frequency field, collisions of argon atoms are
ensured (i.e., plasma «combustion» is supported). At the
plasma centre, the temperature reaches the range of 8000 to
10000 K. The aerosolized sample is instantly freed from the
solvent and ionized. Furthermore, a beam of ions from the
analysed sample is formed and introduced into the mass
spectrometer through a system of cones and lenses. The ions
then entered the quadrupole analyser. Only ions with a
specific mass-to-charge ratio (m/z) can pass through the
centre of the quadrupole under a specific combination of
applied voltages.

The quadrupole provides a very fast (sawtooth)
change in voltage because it can scan the entire mass
range (from 2 to 260 Da) in 100 ms. As a result, mass
spectra displaying the intensity vs. mass can be recorded
for all elements virtually simultaneously. After passing
through the quadrupole, the ions are detected by an
electron multiplier. Table 2 shows some ICP-MS data
from the experiments.

Table 2

Experimental mode
Plasma, generator power, W 1450
Argon flow rate, I/min 1.2
Sample supply rate, /min 1
Mass-spectrometer resolution, Da 0.2
Vacuum without plasma, Torr 4-107*
Dynamic cell, gas Helium
Time of measurement, s 0.1-0.5

Results and discuss. The analytical findings from
50 transformers, which included dissolved gases, oil
quality parameters, and metals in the oil, were utilized to

determine the change or departure of oil quality
parameters from one another to evaluate the transformer’s
performance and early diagnosis. The top results were
chosen from 30 different analyses.

Carbon monoxide (CO) and carbon dioxide (CO,)
emissions found in transformer oil are indicative of a
malfunction that may cause the deterioration and
breakdown of paper insulation. The gases that indicate
transformer overload include ethane (C,Hg), ethylene
(C,Hy), and methane (CH,). Acetylene gas (C,H,)
indicates that there may have been an arc inside the
transformer, which could have been brought on by a tap
changer contact failure that resulted in internal shorts. The
concurrent presence of methane, ethane, ethylene, carbon
monoxide, and carbon dioxide gases (CH4, C,Hg, C,H,,
CO and CO,) in the dielectric oil signals the combustion
of the transformer’s paper insulation. The presence of
hydrogen indicates the formation of partial discharges,
and this gas is produced in most types of faults [13—-15].

Transformer oil always contains oxygen, which
leads to the formation of the gases CO and CO, and
acidity. As the temperature rises in the transformer, oxide
and acid components trigger a hydrolysis reaction, leading
to the decomposition of the paper insulation. Conversely,
overheating the oil also breaks down the paper insulation
molecules, resulting in pyrolysis. The products of
hydrolysis and pyrolysis react to form furfural, which is
generated from oxygen, acid, moisture, as well as CO and
CO, gases. The cause of transformer oil and paper
insulation degradation is the acid, moisture and oxygen
contained in furfural [16—-19].

Figure 2 illustrates the inverse relationship between
the furfural component, which forms from the degradation
of the transformer’s paper insulation, and the acid
component. Figure 2 shows that a 1 ppm increase in the
acid component results in a 0.6 ppm decrease in the
furfural component. The primary causes of acid formation
in transformer oil are oxygen and oil oxidation. The
degradation of transformer paper insulation and the
formation of furfural are attributed to processes involving
oxygen, hydrolysis, and pyrolysis [20]. Figure 2 clearly
demonstrates that the concentration of furfural decreases
as the acid content in the transformer oil increases.

T

3,0+ Furfural, ppm ——— ‘ .

25+
2,0
1,50
1,0}
0,54 ‘ y
T Acidity, ppm
0,0} 1
0,0 0,5 1,0 1,5 2,0 2,5
Fig. 2. Relationship between acid and furfural components
of transformer oil

The dependence of furfural on the water content of
the oil is depicted in Fig. 3. Apart from ambient moisture,
the hydrolysis of paper insulation results in the creation of
moisture within the insulating oil. As the temperature
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increases, these bubbles evolve into partial discharge and
hydrogen production [21].
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Fig. 3. Variation in furfural content with water content

Carbon monoxide is a gas produced during the
decomposition of transformer paper insulation and has the
most significant impact on the furfural component. Figure 4
shows that at low CO concentrations, the furfural content in
the transformer oil does not change. However, as the heat
increases and the paper insulation degrades, the carbon
dioxide content increases, which increases the furfural
content. The furfural component is a key parameter for
assessing the degree of polymerization and estimating the
remaining service life of transformer paper insulation.
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Fig. 4. Dependence of furfural on carbon monoxide

The breakdown voltage of transformer oil is a crucial
indicator of its quality, reflecting its dielectric strength
against factors such as arcing. The parameter exerting the
most significant influence on this breakdown voltage is the
water content. As the water content increases, the electrical
conductivity of the oil also increases, thereby reducing its
dielectric strength against electrical stress. Specifically, the
breakdown voltage of the oil decreases by 1 kV for every
increase of 1 ppm in water content.

Figure 5 illustrates the relationship between the
concentration of copper and iron and the acidity of
transformer oil. The data from the figure show that as the
acidity of the oil increases, there is an exponential
increase in the concentration of these metals. This
confirms the correlation between oil acidity levels and the
accumulation of metals such as copper and iron, which
can indicate transformer issues.

Oil acidity is a critical parameter that directly affects its
quality and operational safety. When the oil acidity exceeds
1 ppm, active corrosion of transformer components such as
the core, windings, and tank occurs. This corrosion leads to
the formation of iron and copper particles in the oil.

Copper can be found in the windings or in components
made of bronze or brass, while iron is present in the core and
tank of the transformer. These particles can result in
significant transformer malfunctions, such as decreased
electrical strength and increased risk of short circuits.

To determine the breakdown voltage of the oil,
which can serve as an indicator of its contamination and
degradation, a standard test cell is used. The breakdown
voltage is measured according to the international
standard IEC 60156, which describes the testing
methodology and result interpretation. This standard
allows for an objective assessment of transformer oil
quality and its suitability for continued use.

Thus, the data in Figure 5 highlight the importance
of monitoring oil acidity and regularly analyzing its
composition to ensure the reliability and safety of
transformer operation.

Threshold levels for metals in transformer oil are not
universally established, but accumulating data and
documented cases are making metal analysis in oil an
increasingly valuable tool for the early detection of
transformer faults before they escalate into serious issues.
Relying on a single report for metal analysis is insufficient
to fully assess the transformer’s condition; establishing
correlations between transformer oil parameters and
elemental analysis obtained through techniques such as
ICP-MS is crucial for a comprehensive understanding.
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Fig. 5. Change in the breakdown voltage of transformer oil
relative to the water content

Significant levels of iron and copper were detected in
oils with acidity levels higher than 1 ppm. In fact, corrosion
of several parts, including the transformer’s core, windings,
and tank, occurs as the acidity of the oil increases. As a
result, iron and copper particles accumulate in the oil,
causing transformer failure. Figure 6 illustrates how the
amounts of iron and copper increase exponentially with the
acidity of the oil. Iron is present in a transformer’s core and
tank, while copper is present in the windings and other
bronze or brass components.
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Fig. 6. Dependence of the acidity of transformer oil
on the concentration of copper and iron

oF

The primary factor affecting the transformer’s
performance the most is the variation in oil breakdown
voltage. This is mainly influenced by the presence of
contaminants and foreign particles in the dielectric oil,
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which decreases both the breakdown voltage and the
insulation effectiveness. Among these factors, the presence
of water in the oil has the most significant impact on the
breakdown voltage. According to findings in the literature,
higher water content correlates directly with a reduced
service life of the transformer. The value of furfural
decreases with increasing temperature since the
concentration of furfural is inversely related to the level of
the acid component. CO, and CO gases have the greatest
impact on transformer performance. These gases are formed
when the paper insulation of the transformer decomposes
into transformer oil. C,Hg has the most significant impact on
the water content of transformer oil. Additionally, the most
influential component of oil acidity is C,H, gas. The
advantage of using a mass spectrometric method to detect
metals in transformer oils is to determine the type of fault
and accurately diagnose transformer problems.

Additionally, as the breakdown voltage of the oil
decreases, the concentrations of lead and aluminium
increase sharply due to the decomposition of the dielectric
oil under the influence of electrical voltage. The presence
of particles like iron filings and impurities in dielectric oil
leads to a reduction in both its breakdown voltage and
dielectric strength. Figure 7 shows that at lower
breakdown voltages, the concentrations of aluminium and
lead increase significantly. Lead is commonly found in
solder joints, connectors, and other ancillary components
of transformers, while aluminum is present in the
windings and ceramic bushings.

80

60

40

20

| | | Oil breakdéwn voltage, kV i
0 20 40 60 80
Fig. 7. Dependence of the oil breakdown voltage
on the aluminium and lead concentrations

Elemental analysis of several oils revealed the presence
of tin, silver, and zinc. It was experimentally revealed that a
high concentration of water in the oil leads to partial
discharge, which in turn increases the electrical conductivity
of the oil, and sparking occurs, leading to the failure of
several components of the transformer. Figure 8 shows that
with a high concentration of water in the transformer oil, the
concentrations of tin, silver, and zinc increase.

Tin, silver, and zinc may be present in the terminal,
bolts, connectors and some peripheral components of the
transformer, and their presence in the oil indicates failure
of these components.

According to the findings, increasing acidity in
transformer oil causes exponential increases in copper and
iron concentrations. Copper levels above normally
indicate problems with bronze or brass windings and
components. Significant iron concentrations suggest
difficulties with the transformer’s core and tank, whereas
large levels of aluminum indicate problems with the

ceramic bushing. Tin, silver, and zinc concentrations in
the oil usually indicate wear on the tips and bolts. A
significant amount of lead suggests that there may be

difficulties with the transformer’s solder joints,
connectors, and peripheral components.
160 [Fppm| | T T T T 7T ]
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Fig. 8. Dependence of the amount of water in oil
on the concentration of tin, silver, and zinc

Conclusions. The analysis revealed a significant
correlation between moisture concentration, aluminum, lead,
and the breakdown voltage of transformer oil. At equal
concentrations, aluminum has a more pronounced effect on
the breakdown voltage of the oil compared to lead.

Experimental studies have established a positive
correlation between moisture content and the
concentrations of tin, silver, and zinc in high-voltage
transformer oil. The most critical factor affecting
transformer performance is the change in the oil’s
breakdown voltage. The presence of particles and
impurities in the oil reduces the breakdown voltage and,
consequently, the insulation strength of the oil.

The most significant factor influencing the
breakdown voltage is the water content in the oil.
Therefore, water content is the key parameter that greatly
reduces the transformer’s lifespan, which aligns with
previous research findings. Furfuryl alcohol is inversely
proportional to oil acidity: as acidity increases, furfuryl
alcohol decreases. Gases like CO, and CO have a major
impact on transformer performance since they are formed
during the decomposition of paper insulation. The gas
C,Hg has the greatest influence on the oil’s water content,
while the gas C,H, most significantly affects oil acidity.

The use of mass spectrometry for detecting metals in
transformer oil allows for precise fault diagnosis and
identification. Research indicates that with increasing oil
acidity, the concentration of copper and iron rises
exponentially. High levels of copper suggest issues with
windings or components made of bronze or brass, while
significant iron concentrations point to problems with the
transformer core and tank. Aluminum is typically
associated with ceramic bushings, while the presence of tin,
silver, and zinc indicates wear on terminals and bolts.
Elevated lead levels can indicate problems with soldered
connections, connectors, and other peripheral components.
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