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Online detection of phase resistance of switched reluctance motor by sinusoidal signal injection 
 
Introduction. Switched reluctance motors (SRMs) are widely used in various applications due to their simplicity, robustness, and cost-
effectiveness. However, the performance of SRMs can be significantly influenced by variations in their phase resistance, especially under 
high current and saturated conditions. Accurate knowledge of this parameter is crucial for optimal control and efficient operation. 
Problem. During operation, SRM parameters, particularly phase resistance, can vary considerably. These variations pose challenges to 
control strategies that rely on precise parameter values, leading to potential inefficiencies and degraded performance. There is a need 
for an effective method to monitor and identify these changes in real-time. Goal. This paper aims to develop and validate a method for 
the online detection and identification of phase resistance in SRMs. The method should work under varying operational conditions 
without requiring additional hardware, thereby maintaining the system's simplicity and cost-effectiveness. Methodology. The proposed 
method injects a sinusoidal signal into the inactive phase of the SRM using Sinusoidal Pulse Width Modulation (SPWM) via the main 
converter. The phasor method is then applied to determine the impedance of the phase circuit, from which the phase resistance can be 
identified. This approach eliminates the need for extra circuits, making it an efficient solution. Results. Simulations were conducted to 
evaluate the proposed method. The results demonstrate that the method can accurately track the variation in phase resistance under 
different operational conditions, validating its effectiveness. Originality. The originality of this work lies in its innovative use of the 
phasor method combined with SPWM for online phase resistance detection in SRMs, without the need for additional hardware 
components. Practical value. This method provides a practical solution for real-time phase resistance identification in SRMs, enhancing 
the reliability and performance of control strategies in various industrial applications. References 17, table 1, figures 6. 
Key words: parameter identification, signal injection, switched reluctance motor. 
 
Вступ. Вентильні реактивні двигуни (SRMs) широко використовуються в різних сферах завдяки своїй простоті, надійності 
та економічній ефективності. Однак на продуктивність SRMs можуть суттєво впливати зміни їх фазового опору, особливо в 
умовах сильного струму та насичення. Точне знання цього параметра має вирішальне значення для оптимального управління 
та ефективної роботи. Проблема. Під час роботи параметри SRM, зокрема фазовий опір, можуть значно змінюватися. Ці 
зміни створюють проблеми для стратегій управління, які покладаються на точні значення параметрів, що призводить до 
потенційної неефективності та погіршення продуктивності. Існує необхідність ефективного методу моніторингу та 
ідентифікації цих змін у режимі реального часу. Метою статті є розробка та перевірка методу онлайн-виявлення та 
ідентифікації фазового опору у SRMs. Метод повинен працювати в різних робочих умовах без необхідності використання 
додаткового обладнання, тим самим зберігаючи простоту та економічну ефективність системи. Методологія. 
Пропонований метод вводить синусоїдальний сигнал у неактивну фазу SRM за допомогою синусоїдальної широтно-імпульсної 
модуляції (SPWM) через головний перетворювач. Потім застосовується метод векторів визначення імпедансу фазового кола, 
з якого можна визначити опір фази. Такий підхід усуває потребу у додаткових колах, що робить його ефективним рішенням. 
Результати. Для оцінки запропонованого методу було здійснено моделювання. Результати показують, що метод може 
точно відслідковувати зміну опору фази у різних робочих умовах, підтверджуючи його ефективність. Оригінальність цієї 
роботи полягає в інноваційному використанні методу векторів у поєднанні з SPWM для визначення опору фази в режимі 
реального часу SRMs без необхідності використання додаткових апаратних компонентів. Практична цінність. Цей метод 
забезпечує практичне рішення для визначення опору фази SRMs в реальному часі, підвищуючи надійність і продуктивність 
стратегій управління в різних промислових застосуваннях. Бібл. 17, табл. 1, рис. 6. 
Ключові слова: ідентифікація параметрів, подача сигналу, вентильний реактивний двигун. 
 

Introduction. In recent years, the switched 
reluctance motor (SRM) has experienced significant 
development and has become increasingly popular due to 
its robust structure and low cost, making it appealing for 
both industrial and domestic applications [1–3]. However, 
during motor operation, key parameters such as phase 
inductance and phase resistance can vary significantly. 
Parameters measured at standstill may differ from those 
when the motor is running, necessitating real-time 
identification of these values to ensure optimal 
performance [4, 5]. 

A neural network-based method for SRM parameter 
identification was proposed in [6–12], utilizing a more 
precise circuit model that includes an extra RL branch 
connected in parallel to account for saturation and losses. 
This method, however, requires complex modeling and 
does not directly address the need for real-time resistance 
identification without additional hardware. 

Modulation techniques, such as phase and amplitude 
modulation, have been employed to detect rotor position 
without using encoders or Hall sensors [13–17]. These 
techniques leverage phase inductance information but 

assume constant phase resistance, requiring additional 
circuitry such as signal generators, amplifiers, and resistors, 
which add bulk and complexity to the motor drive. While 
effective, these methods are not ideal for applications 
where compactness and cost are critical concerns. 

Purpose of the work. This paper proposes a novel 
method for detecting variations in the phase resistance of 
SRMs in real time. Unlike previous approaches, our 
method does not require additional hardware; instead, it 
utilizes the existing main converter to inject a small 
sinusoidal signal during the negative inductance slope 
region of the unenergized phase. By adjusting the signal 
frequency to make the inductive reactance comparable to 
the phase resistance, this method enhances the sensitivity 
of resistance detection. 

Proposed online detection method of phase 
resistance of SRM. The phase resistance of a SRM is 
typically measured when the motor is not in operation. This 
is done by connecting the phase terminals to a dedicated 
instrument. After obtaining the phase resistance, the 
winding is disconnected from the instrument and 
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reconnected to the main converter to drive the motor. 
Knowing the phase resistance is crucial for various 
applications, including calculating copper loss, determining 
flux linkage, and performing sensorless control. However, 
this offline measurement method cannot be applied while 
the motor is running. Moreover, the phase resistance may 
change significantly during operation, especially under 
high load conditions. Relying on the value measured at 
standstill may lead to inaccurate calculations, as the 
resistance might have varied. Therefore, it is essential to 
measure the phase resistance online. 

To achieve online detection of the phase resistance, 
a low-amplitude sinusoidal voltage is injected into the 
inactive phase of the motor – meaning the phase that is 
not currently contributing to torque during the inductance 
falling region. The resulting small current in the inactive 
phase produces a minimal negative torque, which has 
negligible impact on the overall motor performance. 
Assuming that the self-inductance and resistance of the 
phase remain constant over a short period, the circuit 
model of a motor phase can be represented as a first-order 
RL circuit with an alternating voltage source, inductor, 
and resistor in series (Fig. 1). 

 

𝑢𝑠 𝐿 

𝑅 

 
Fig. 1. One-phase model of SRM 

 

The voltage equation for a single-phase circuit can 
be expressed as: 

    ttRitu dd ,                       (1) 
where u is the phase voltage; R is the phase resistance; i is 
the phase current;  is the flux linkage. Under unsaturated 
conditions, the flux linkage can be expressed as: 

   tLit  ,                               (2) 
where L is the phase self-inductance. Substituting (2) 
into (1), the voltage equation becomes: 

   
t

i
LtRitu

d

d
 .                           (3) 

If a sinusoidal voltage is applied, it can be described as: 

   
suss tfUtu   2cos2 ,              (4) 

where Us, f, us are the RMS value, the frequency and the 
phase angle of us, respectively. 

Since the voltage us is chosen as the reference, us 
equals 0. It should be noted that, in practice, the actual 
voltage applied to the phase is a pulse width modulated 
voltage, whose effect is equivalent to that of the 
sinusoidal voltage described above. The resulting current 
in the circuit is expected to take the form: 

   itfIti   2cos2 ,                (5) 

where I and i are the RMS value and phase angle of i, 
respectively. 

The magnitude of the circuit’s impedance Z is given 
by: 

22
Ls XRIUZ  ,                       (6) 

where XL = 2 f L is the inductive reactance. 

The phase resistance R can be determined as: 

2
2

2

L
s X

I

U
R  .                           (7) 

Alternatively, the resistance can also be calculated 
using the impedance angle  as follows: 

cosZR  ,                             (8) 

where  is the phase shift between the applied voltage and 
the resulting current. 

It is important to note that the variable resistor in the 
circuit model (Fig. 1) indicates that the resistance may 
differ from the value measured at standstill, though it is 
assumed to be constant while solving the sinusoidal 
circuit. The response current in this time-invariant circuit 
will also take on a sinusoidal form. 

As illustrated in Fig. 2, both the amplitude and angle 
of the impedance will change if the phase resistance 
varies during motor operation. 

 

𝑅 

𝑋𝐿 
|𝑍| 

𝜑 𝜑′ 

|𝑍′ | 

∆𝑅  
Fig. 2. Change in impedance due to variation in phase resistance 

 
The phasor diagram of the circuit (Fig. 3) highlights 

that any change in phase resistance during motor 
operation will result in variations in the angle and 
amplitude of the response current vector. 

 

 
Fig. 3. Phasor diagram of the single-phase circuit 

 
The sinusoidal voltage injection can be performed 

using the main converter. In this study, a full-bridge 
converter is employed to drive the SRM, as depicted in 
Fig. 4. This converter allows phase current to flow in both 
directions. The sinusoidal voltage is injected using 
Sinusoidal Pulse Width Modulation (SPWM) technique, 
where a bipolar triangle wave serves as the carrier wave 
and the desired sinusoidal voltage acts as the signal wave. 

 

+

-

UDCAC~ SRM

Rectifier
Full-Bridge 
Converter

 
Fig. 4. SRM drive system utilizing a full-bridge converter 

 
The selection of the sinusoidal voltage frequency is 

critical for the effectiveness of the proposed phase 
resistance detection method. The frequency must be high 
enough so that the phase self-inductance remains 
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constant, thereby validating the simplified circuit model 
shown in Fig. 1. However, the frequency should also be 
chosen such that the inductive reactance is comparable to 
the phase resistance. This balance ensures that any 
variation in phase resistance results in a noticeable change 
in the phase and amplitude of the response current, 
leading to improved sensitivity in detecting phase 
resistance changes. 

Simulation results and discussion. To validate the 
effectiveness of the proposed online phase resistance 
detection method for a SRM, simulations were conducted 
using MATLAB/Simulink. The motor used in the 
simulation is an outer rotor type SRM, with key 
dimensions provided in Table 1. 

 

Table 1 
Outer rotor SRM parameters 

Parameters Value 
Number of phases 3 
Pole combination 6/4 
Stator outer radius 51 mm 
Stator inner radius 20 mm 

Stator yoke 15 mm 
Stator pole arc 28° 
Rotor outer radius 95 mm 
Rotor inner radius 52 mm 
Rotor yoke 15 mm 
Rotor pole arc 32° 
Stack length 50 mm 
Turn number/pole 150 

 

The motor operates at a low speed during the 
simulation. Once the tail current diminishes completely to 
zero, a 100 Hz SPWM voltage is injected into the phase 
during the negative inductance slope region. The 
reference signal for this injection is a 100 Hz sinusoidal 
wave with a RMS value of 5.55 V. Initially, the phase 
resistance is set at 2.56 Ω. 

Before any change in resistance, the simulation 
results are depicted in Fig. 5. As expected in an inductive 
circuit, the response current lags behind the applied 
voltage. The current is small, with an RMS value around 
1.15 A, producing only a negligible amount of negative 
torque. The rotor position is approximately 39, where the 
inductance is around 6.5 mH. The resistance, calculated 
using (8), is found to be 2.57 Ω, which is within 1 % of 
the actual resistance value, demonstrating high accuracy. 

When the phase resistance is doubled to 5.12 Ω, the 
simulation is repeated at the same rotor position of 39. 
The results are shown in Fig. 6. Due to the unsaturated 
state of the circuit and the unchanged rotor position, the 
inductance remains constant at 6.5 mH. The impedance 
change is solely due to the increase in the resistive 
component. The figure reveals that the response current 
exhibits a smaller phase shift relative to the applied 
voltage and a reduced RMS value of approximately 0.85 
A, compared to the previous simulation. This reduction in 
current amplitude indicates a change in phase resistance. 
The resistance calculated from (8) is 5.11 Ω, closely 
matching the actual resistance value. 

These simulation results clearly demonstrate that the 
phase resistance information is effectively encoded in the 
sinusoidal response current. Consequently, the proposed 
method is capable of accurately extracting this 

information to detect and monitor variations in phase 
resistance in real-time. 

 

 
Fig. 5. Simulation results with the initial resistance 

 

 
Fig. 6. Simulation results with the modified resistance 

 

Conclusions. This paper presents a method for 
detecting phase resistance in switched reluctance motors 
(SRMs) using sinusoidal voltage injection via the main 
converter. Unlike conventional methods that require 
external instruments and can’t monitor resistance changes 
during operation, this approach enables real-time detection, 
especially in high-current and saturated conditions. 

By injecting a finely tuned sinusoidal-equivalent 
PWM voltage into the inactive phase, the method 
accurately identifies phase resistance through impedance 
or current analysis, without the need for additional 
circuitry. 

Future prospects. Further research could focus on 
optimizing frequency tuning for greater detection 
accuracy under varying conditions and validating the 
method experimentally on physical SRM systems. 
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Additionally, integrating this detection method with 
advanced control strategies and expanding it to monitor 
other parameters like phase inductance could significantly 
enhance the performance and reliability of SRMs in 
industrial applications. 
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Numerical-field analysis of differential leakage reactance of stator winding in three-phase 
induction motors 
 
Introduction. The differential leakage reactance (DLR) of the stator winding of three-phase induction motors (TIM) is considered. It is 
known that DLR is the sum of the self-induction resistances of the winding from all harmonics of its magnetic field, excluding the first one, 
and its analytical definition is too complicated. But this reactance is a mandatory design element, including for calculating a number of 
other parameters and characteristics of such motors. Problem. Because of this, in the current classical design methods, the DLR are 
determined by a simplified formula with the addition of a number of coefficients, tabular and graphical dependencies. As a result, not only 
the physical and mathematical meaning of DLR is lost, but even the accuracy of its calculation is difficult to assess. Goal. The purpose of the 
paper consists in the comparative verification of the classical design calculation of the DLR of the TIM stator winding by numerical-field 
analysis of the harmonic composition of the EMF of self-inductions in this winding and by the determination of the considered DLR on such 
a basis. Methodology. Harmonic analysis is performed by obtaining the angular and time discrete functions of the magnetic flux linkage 
(MFL) of the stator winding with their formation in two ways: single-position calculation of the magnetic field and conditional rotation of 
the phase zones of the winding, or multi-position calculations of the rotating magnetic field and determination of the MFL of stationary 
phase zones. Results. Computational analysis is performed for nine common variants of TIM, designed according to a single classical 
method with variation of their power and the number of poles. Originality. A comparison of the results of the classical and numerical-field 
calculations of the DLR using the FEMM program showed their large discrepancy, which is attributed to the indicated inadequacy of the 
first one, since the second option is devoid of the shortcomings of the first one due to the fact that it takes into account the dimensions of the 
TIM structures, the saturation of the magnetic circuit and the physical and mathematical essence of the parameters and values under 
consideration. Practical value. The presented method of numerical-field analysis and the obtained results of calculating the DLR of the TIM 
stator winding are recommended as a basis for improving the system of their design. At the same time, a similar approach can be applied to 
the DLR of the TIM rotor winding, but taking into account its features. References 27, tables 13, figures 7. 
Key words induction motor, three-phase stator winding, differential leakage reactance, classical design, numerical-field 
calculations, magnetic flux linkage, harmonic analysis 

 
Вступ. Розглядається диференціальний реактивний опір розсіювання (ДРОР) обмотки статора трифазних асинхронних двигунів 
(ТАД). Відомо, що ДРОР є сумою опорів самоіндукції обмотки від усіх гармонік її магнітного поля за виключенням першої і його 
аналітичне визначення є надто складним. Але цей опір є обов’язковим елементом проєктування, в тому числі для розрахунку низки 
інших параметрів та характеристик таких двигунів. Проблема. Через це в чинних класичних методиках проєктування ДРОР 
визначаються за спрощеною формулою з додаванням низки коефіцієнтів, табличних і графічних залежностей. У підсумку не 
тільки втрачається фізико-математичний сенс ДРОР, але навіть точність його розрахунку оцінити важко. Мета роботи 
полягає у порівняльній перевірці класичного проєктного розрахунку ДРОР обмотки статора ТАД шляхом чисельно-польового 
аналізу гармонічного складу ЕРС самоіндукцій в цій обмотці і визначення на такій основі ДРОР, що розглядається. Методика. 
Гармонічний аналіз відбувається за отриманням кутових та часових дискретних функцій магнітного потокозчеплення (МПЗ) 
обмотки статора з їхнім формуванням двома способами: однопозиційним розрахунком магнітного поля і умовним обертанням 
фазних зон обмотки, або багатопозиційними розрахунками обертового магнітного поля і визначенням МПЗ нерухомих фазних 
зон. Результати. Розрахунковий аналіз виконано для дев’яті поширених варіантів ТАД, запроєктованих за єдиною класичною 
методикою з варіюванням їхньої потужності та кількості полюсів. Оригінальність. Порівняння результатів класичного і 
чисельно-польового розрахунків ДРОР за програмою FEMM показало їхню велику розбіжність, що віднесено до зазначених 
умовностей і припущень першого, тому що другий варіант позбавлений недоліків першого завдяки тому, що він враховує розміри 
конструкцій ТАД, насичення магнітопроводу і фізико-математичну сутність параметрів і величин, що розглядаються. 
Практична цінність. Надана методика чисельно-польового аналізу і отримані результати розрахунку ДРОР обмотки статора 
ТАД рекомендуються як основа для удосконалення системи їхнього проєктування. При цьому аналогічний підхід можна 
застосувати і для ДРОР обмотки ротора ТАД, але з урахуванням її особливостей. Бібл. 27, табл. 13, рис. 7. 
Ключові слова: асинхронний двигун, трифазна обмотка статора, диференціальний реактивний опір розсіювання, 
класичне проєктування, чисельно-польові розрахунки, магнітне потокозчеплення, гармонічний аналіз. 
 

Introduction. Three-phase induction motors (TIMs) 
are diverse and widespread in the technosphere around the 
world. Their improvement is always relevant and occurs 
due to various factors, including increasing the accuracy 
and efficiency of the design system. 

Among the design parameters of the TIMs, the active 
and reactive resistances of its windings are mandatory and 
important. At the same time, calculations of the inductive 
resistances of their scattering are usually more complex and 
insufficiently adequate. This applies to the resistances of 
differential, slot and frontal scattering, for which specific 
magnetic conductivities are determined, but in classical 
design, for example in [1, 2], this is done using methods 
with fairly approximate formulas. 

First of all, this is characteristic of the differential 
leakage reactance (DLR), which reflects the presence of 

higher harmonic components in the magnetic field in the 
gap between the stator and rotor cores. This reactance is 
determined by a simplified empirical formula that takes 
into account the minimum parameters of specific TIMs 
and does not affect the physical essence of the harmonic 
composition of the specified fields, but it is reinforced by 
a number of «opaque» coefficients, tabular and graphical 
dependencies. As a result, not only is the physical and 
mathematical meaning of DLR lost, but even the accuracy 
of its calculation is difficult to assess. 

The problem of classical calculations of inductive 
leakage reactances is that their methods are based on 
simpler magnetic field models, oriented on the theory of 
magnetic circuits, which does not give sufficiently 
adequate results due to the complex geometry of the 
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electromagnetic system of TIMs and, accordingly, the 
structure of real magnetic fields. 

In this sense, it is currently relevant to revise the 
conservative classical system of TIM design based on 
direct calculations of magnetic fields by numerical 
methods, for which there are appropriate software tools, 
for example, COMSOL Multiphysics, ANSYS Maxwell, 
FEMM, etc., which allow to avoid forced conventions and 
simplifications when determining the leakage reactances 
of TIM windings. 

The use of various software complexes, as well as 
other experimental and computational studies of the 
characteristics and parameters of TIMs is reflected in a 
significant number of works, for example, in [3–21]. But, 
focusing on the implementation of a specific goal, each of 
them does not actually concern the analysis of the leakage 
reactances of TIM windings. This means that such works 
only use the data obtained during the classical design or 
creation of TIMs, but the analysis of these parameters 
does not occur. Therefore, the task of a detailed analysis 
of the methodology for calculating the leakage reactances 
of TIM windings remains insufficiently studied and is 
currently relevant. 

This is especially true for the parameters of 
differential scattering of TIM windings, which are the 
least studied due to the complexity of the physical process 
of their formation, although the share of this scattering 
among its other components is usually predominant. 

The goal of the work is to further develop the TIM 
design system through numerical-field calculation 
analysis of the differential leakage reactance of their 
stator winding, as well as a comparative check of the 
corresponding empirical formulas inherent in the methods 
of traditional design calculations. 

Analysis of recent research. Despite the very long 
development and use of TIMs, research on their further 
study and improvement as such, as well as improving 
their operation in electric drive systems, continues on a 
fairly broad scale, for example, in works [3–10]. And 
these works to one degree or another affect the parameters 
of these motors. 

Thus, in [3] for energy saving, an online estimation 
of TIM parameters using an extended Kalman filter is 
proposed. It is noted that to calculate the optimal value of 
the stator current for energy saving, its exact parameters 
are required, which are estimated in real time using an 
online estimator, and that this can ensure minimal power 
losses for the TIM drive. 

The goal of the work [4] is to study the effectiveness 
of implementing fuzzy logic on FPGA programmable 
logic circuits for diagnosing failures of induction 
machines in case of phase asymmetry and their breaks. 
This is done on the basis of fuzzy logic and analysis of the 
motor stator current signals, its root-mean-square value. 

In the article [5], a new method for diagnosing 
broken rotor bars in a lightly loaded induction machine in 
a stationary operation mode is provided. This method is 
used to solve the problem of using traditional methods, 
such as the Fourier transform signal processing algorithm, 
by analyzing the stator current envelope curve using 
discrete and continuous wavelet transform. 

In [6], the development of a neural network model is 
presented, which allows generating a large database that 
can cover the maximum possible faults of the TIM stator. 
They take into account short circuits with large 
fluctuations in the machine load. The aim is also to 
automate the diagnostic algorithm using an artificial 
neural network classifier. 

In [7], a comparative study of methods for taking 
into account the influence of loss processes in the stator 
steel of an asynchronous machine on the parameters of its 
operating mode was performed. This is done using 
mathematical modeling with the introduction of 
equivalent resistances connected in parallel to the 
equivalent circuit of the motor, as well as equivalent steel 
loss circuits. 

The article [8] is devoted to the optimization of the 
design of an induction motor using multiparameter FEM 
methods. It is shown that the TIM parameters, including 
the types of rotor and stator slots, steel core sheets and 
rotor winding material, are optimized using the Rmxprt 
module in Maxwell. 

In [9], the stages, methodology and means of 
complex design of electromechanical systems with 
induction motors are substantiated. A quantitative 
assessment of the possibilities of increasing their 
economic efficiency using complex design according to 
the criterion of maximum income is provided. 

In [10], a flux linkage observer of an induction 
motor is considered, adaptive to variations in the active 
rotor resistance. Due to the redundant estimation of flux 
linkages introduced into the observer, under the 
conditions of persistence of excitation, the properties of 
global exponential stability of the estimation of the 
components of the flux linkage vectors and stator current 
and active rotor resistance are ensured. 

The following cycle of works [11–21] mainly 
concerns the analysis of the active and reactive 
parameters of the stator winding, the use and 
improvement of TIM equivalent circuits, and operation 
with them. 

In the work [11], the reactive (inductive) reactances 
of the scattering and active resistances of the TIM 
windings are investigated with the aim of further 
developing the TIM design system by means of numerical 
field calculation analysis of the active and reactive 
reactances of the TIM windings in the entire range of its 
slip change, and the calculation of the mechanical 
characteristics of the TIM to confirm the adequacy of the 
calculations of these resistances. The reactances of the 
TIM windings are determined by numerical calculations 
of the magnetic fields of scattering using the FEMM code, 
and in the core of the short-circuited rotor - with current 
displacement. 

In the article [12], the magnetic fields and the 
corresponding magnetic conductivities of the slot 
scattering of the TIM stator winding are investigated for a 
comparative check of the analytical formulas from 
different classical design methods. The numerical field 
method shows that the classical design method can give 
both sufficiently accurate results and unacceptable errors 
in determining the magnetic conductivities of the slot 
scattering of the TIM. 



Electrical Engineering & Electromechanics, 2025, no. 2 9 

In [13], it is emphasized that a deep understanding 
of the parameters of an induction machine is necessary for 
almost all program control methods to maintain high-
quality dynamic and steady-state characteristics of the 
drive. This study presents a method for predicting the 
parameters of an induction machine during start-up 
without using any assumptions. The instantaneous 
waveforms of voltage and current recorded during direct 
start-up are used to estimate the parameters. In this way, 
all six main electrical parameters of induction machines 
can be independently determined. 

In [14], a new simplified method for estimating the 
parameters of the equivalent T-circuit of induction motors 
is described, which is based solely on the manufacturer’s 
data sheet and on the synergistic interaction of the 
numerical and analytical dimensionless approach using 
the Thevenin theorem. This provides accurate and stable 
results for a wide range of rotational speeds and power of 
induction motors. 

In [15], the work is also devoted to estimating the 
parameters of the equivalent T-circuit. These parameters 
are necessary for many performance and planning studies 
involving these motors. For their evaluation, an iterative 
method is proposed that uses only motor nameplate data. 

In [16] it is emphasized that for controlling the 
torque in high-performance operations in a wide speed 
range by vector control algorithms, the parameters of the 
equivalent circuit of an induction motor must be known 
precisely. The estimation method is based on information 
from the manufacturer’s data and the principles of solving 
nonlinear equations obtained from the equivalent circuit 
of such a motor. 

The article [17] is devoted to the identification of the 
parameters of an induction motor in a stopped state. A 
comprehensive identification procedure is analyzed, 
which describes a method for reliably determining the 
characteristics of the main flux saturation and transients 
when testing the parameters from the rotor side. The 
effect of the main flux saturation is studied based on the 
results of transient tests and the determined rotor 
parameters. The identification procedure is confirmed by 
experiments using specific induction motors. 

How to design a TIM with the desired characteristics 
and how to implement high-performance control for a 
specific TIM has always been a hot topic for many 
researchers, as noted in [18]. Regardless of which control 
technology is used to achieve high-performance TIM 
drive, it depends on a deep understanding of the motor 
parametric characteristics and their accurate acquisition. 
An effective method for determining the parameters of the 
equivalent circuit for induction motors is proposed to 
improve the accuracy of the parameters by combining the 
non-rotor test with the double-load test and using this 
method to measure and analyze the parametric 
characteristics of TIM. 

In [19], a study of the degree of unbalance and the 
differential magnetic leakage coefficient of electrical 
machines equipped with multiphase windings is 
presented. The analysis was carried out for 4800 
combinations between slots/poles/phases/layers, 
considering the changes in the leakage factor for each 
condition and determining the optimal zone for 

minimizing the leakage. The results show that the leakage 
coefficient can be significantly reduced by using slightly 
asymmetrical windings. 

In the article [20], an accurate and simple method 
for determining differential dissipation factors in 
multiphase AC electric machines with asymmetrical 
windings is provided. The method is based on the 
properties of Görges polygons, which are used to 
transform an infinite series expressing the differential 
dissipation factor into a finite sum in order to significantly 
simplify the calculations. 

The work [21] introduces the estimation of TIM 
parameters based on a differential evolution algorithm 
aimed at estimating its electrical and mechanical 
parameters. A comparative study of the results using three 
different input signals is carried out. Such an algorithm is 
able to estimate the parameters of the equivalent electrical 
circuit, such as stator and rotor resistances and leakage 
inductances, magnetizing inductance, as well as 
mechanical parameters, such as the moment of inertia and 
the friction coefficient. 

Object of study. To generalize the research of DLR, 
they are performed for a number of TIM variants, which 
have in common the nominal phase voltage UsN = 220 V 
and frequency fs = 50 Hz; accordingly, the number of 
phases ms = 3. 

The basic one is a four-pole TIM with nominal 
power PN = 7.5 kW, which is interesting in that it is a test 
object in the design methodology [1], which is still 
widespread at enterprises and Universities of the 
corresponding profile. 

A total of nine similarly designed TIM variants with 
variable power of 4; 7.5 and 11 kW are considered, each 
of which is considered with the number of pole pairs p 
equal to 1, 2 and 3.  

Motors with such parameters are quite common in 
modern production of TIM of general industrial execution 
[22, 23]. Thus, the nine adopted variants will allow us to 
sufficiently fully demonstrate the results of calculations 
using the numerical field method adopted here and 
compare them with the results using the classical method. 

The main design parameters of the selected TIM 
variants are given in Table 1. They were obtained using 
the classical method [1], which was converted into an 
author’s Lua script included in a single software package 
based on the FEMM code [24]. This script was tested on 
the specified basic TIM variant, which eliminates design 
errors of various origins. 

Table 1 
The most important design data of TIN 

PN p h ds ls   qs Qs Ns Qr IsN 
kW – mm mm mm mm – – – – A 

1 100 96 110 0,45 4 24 132 19 7,92 
2 100 109 145 0,30 3 36 144 28 8,74 4 
3 112 134 140 0,30 3 54 171 51 9,29 
1 112 109 140 0,50 4 24 88 19 15,42 
2 132 147 120 0,35 3 36 126 34 15,31 7,5 
3 132 158 155 0,35 3 54 135 51 15,94 
1 132 129 135 0,60 4 24 76 19 22,23 
2 132 147 165 0,35 3 36 90 34 22,26 11 
3 160 192 135 0,40 3 54 126 51 22,85 
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Table 1 indicates the TIM parameters: h – height of 
the rotation axis, ds, ls – inner diameter of the stator core 
bore and its axial length;  – air gap; qs – number of slots 
per pole and stator phase; Ns – number of consecutive 
turns in the phase winding; Qs, Qr – number of stator and 
rotor slots; IsN – nominal stator phase current.  

The general layout of the TIM is given in Fig. 1. 
 

 
Fig. 1. The electromagnetic system of the TIM with the 

distribution of currents in its windings and the pattern of the 
magnetic field lines of the stator winding 

 

The stator winding is single-layer, diametrical, 
which is typical for TIMs of the specified powers, the 
rotor winding is short-circuited, cast from aluminum 
alloy. This TIM uses common shapes of stator and rotor 
slots of general industrial TIMs [1, 2, 22, 23], which are 
shown in Fig. 1. 

Design methodology for determining the 
differential inductive reactance of the stator winding 
of the TIM. For the transparency of the research 
performed, the classical methodology for calculating the 
DLR according to [1] and the results obtained by it are 
first given. 

Differential scattering magnetic conductivity 
coefficient 
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K  is the coefficient that takes 

into account the effect of opening the stator slots; bs1 is 
the slot width of its slots; s is the stator tooth pitch; Kdif s 
is the stator differential dissipation coefficient, equal to 
the ratio of the total EMF from the higher harmonics of 
the stator magnetic field to the EMF from the first 
harmonic, determined by Table 2; Kr dm is the damping 
reaction coefficient of currents induced in the short-
circuited rotor winding by the higher harmonics of the 
stator magnetic field, determined by Table 3 for the given 
TIM variants; KWs is the stator winding coefficient; Kc is 
the air gap coefficient. 

Table 2 
Determination of the stator differential dissipation coefficient 

qs 2 3 4 5 6 
Kdif s 0,0285 0,0141 0,0089 0,0065 0,0052 

 

Table 3 
Determination of the damping reaction coefficient of rotor 

winding currents (fragment of the general table) 

Values Kr dm at Qr / p 
qs 10 15 20 25 30 

3 
92,0

98,0  

87,0

93,0  

84,0

88,0  
78,0

85,0  
– 

4 – 
81,0

90,0  

77,0

84,0  
750

80

,

,  
72,0

77,0  

Value: in the numerator – with bevel of the rotor slots, 
in the denominator– with no bevel. 

 

Data for (1) for all TIM variants according to 
Table 1 are collected in Table 4. 

The intrinsic conductivity coefficient of differential 
scattering λsd of the stator winding together with other 
similar values are given in Table 5, where it is indicated: 
λsn, λsfh – magnetic conductivity coefficients of slot and 
frontal scattering; λσs – total scattering coefficient; Rs, Xσs 
– total active and reactive resistances of the stator 
winding in the nominal operating mode of the TIM, and 
also Xsd – reactive resistance of differential scattering. 

 

Table 4 
Data for design calculation of the coefficient of magnetic 

conductivity of differential scattering of TIM 
PN p s bs1 Kc KWs Kr dm Kn s Kdif 
kW – mm mm – – – – – 

1 12,6 3,0 1,204 0,958 0,852 0,95 0,0089 
2 9,5 3,0 1,349 0,960 0,940 0,90 0,0141 4 
3 7,8 3,2 1,521 0,960 0,910 0,86 0,0141 
1 14,3 3,2 1,179 0,958 0,852 0,95 0,0089 
2 12,8 3,5 1,283 0,960 0,910 0,91 0,0141 7,5 
3 9,2 3,5 1,433 0,960 0,910 0,88 0,0141 
1 16,9 3,5 1,150 0,958 0,852 0,96 0,0089 
2 12,8 3,5 1,283 0,960 0,910 0,91 0,0141 11 
3 11,2 3,8 1,360 0,960 0,910 0,89 0,0141 

 
 

Table 5 
Calculated design resistances of TIM 

PN p λsn λsd λsfh λσs Rs Xsd Xσs 
kW – p.u. p.u. p.u. p.u.    

1 1,261 1,729 1,805 4,794 1,771 0,654 1,815
2 1,377 2,200 0,704 4,281 1,842 0,871 1,6954 
3 1,521 1,215 0,676 3,413 2,103 0,437 1,226
1 1,257 2,060 1,575 4,892 0,744 0,441 1,047
2 1,365 3,55 1,089 6,014 0,834 0,893 1,5087,5
3 1,532 1,573 0,704 3,809 0,941 0,390 0,945
1 1,254 2,487 1,884 5,625 0,452 0,383 0,866
2 1,355 3,559 0,789 5,704 0,487 0,626 1,00411 
3 1,653 2,180 0,958 4,791 0,673 0,410 0,901

 

Note that the relative value of the differential 
scattering conductivity coefficient λsd in λσs is a fraction 
within 0.361–0.624, which shows a high specific weight 
of this type of scattering against the background of its 
other types. 

The inductive resistance of the scattering of the 
phase winding of the stator is calculated by the well-
known formula [1]: 

8

2

σ
10

581



 

s

ssss
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qp

Nlf
,X ,                   (2) 

and the differential leakage reactance Xsd – according to a 
similar formula when replacing λσs with λsd. 
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The provision in Table 5 of the active resistance Rs 
of the stator winding along with its total reactive 
reactance Xσs indicates their proportionality and 
importance of both in calculating important operational 
parameters and characteristics of TIMs and their 
operating modes [1, 2]. 

Numerical field calculations of the parameters of 
differential scattering of the stator winding of the 
TIM. The physically transparent path to the DLR lies 
through the direct calculation of the harmonic 
composition of the EMF of the stator winding, which are 
determined directly through the time functions of its own 
magnetic flux linkage (MFL) [25]. All this can be done in 
the most reliable form on the basis of numerical 
calculations of the corresponding magnetic fields of the 
stator winding itself. 

These magnetic fields in the TIM are calculated in 
the popular free software package FEMM [24]. Given the 
multivariate complex calculations that include the design 
of the TIM, the construction of its physical and geometric 
models in the FEMM software environment, control of 
magnetic field calculations, determination of the time 
functions of the MFL and EMF and their harmonic 
analysis, all of them were automated. For this, following 
the example in [26] and other works of the author, a 
single script was created in the algorithmic language Lua, 
integrated into the FEMM code. 

The FEMM code solves a large system of algebraic 
equations, which are formed on the basis of the Finite 
Element Method and a differential equation describing the 
magnetic field in the cross section of the TIM 
electromagnetic system, namely [24]: 

  zz JkAk
B












 )(

1
,                  (3) 

where Jz, Az are the axial components of the current 
density vectors and the magnetic vector potential (MVP); 
 is the magnetic permeability depending on the magnetic 

flux density B; k  is the unit vector along the axial axis z. 
To limit the TIM calculation zone, which is given in 

Fig. 1, the Dirichlet boundary condition is set on the outer 
surface of the stator core for the MVP, i.e. Az = 0. 

A feature of this study is that to determine the 
differential inductive resistance of the stator winding, the 
basis is the calculation of the magnetic field of this 
winding in the presence of a symmetrical three-phase 
system of phase currents in it 

)cos( tIi mssA  ; 

)3
2cos(  tIi mssB ;                      (4) 

)3
2cos(  tIi mssC , 

where sms II  2 is the amplitude of the currents; 

Is,  = 2πfs are their effective value and angular 
frequency; t is time. 

When forming the current system (4) in specific 
calculations of magnetic fields, the question arises of 
choosing the calculated effective value of the current Is. 

The guideline for the calculations is that the 
saturation of the magnetic system of the TIM should be at 
the same level as in its nominal operating mode. 

Accordingly, for the stator winding, the value of the 
current of the idealized idle mode (IIM) is taken as a first 
approximation, which provides this condition. Naturally, 
there are no currents in the rotor winding in this mode. 

The model in Fig. 1 shows the accepted distribution of 
the phase zones of the stator winding, and the values of the 
phase currents in them are given by (4) for specific moments 
of time. So at t = 0 we have the corresponding instantaneous 
values of the currents: is isA=Ims; isB=isC= –0.5Ims, and their 
directions at the specified time are also indicated. 

The conditional distribution of currents in the slots 
of the stator winding is shown in Fig. 2 as a discrete 
function in the angular coordinate α, which is indicated in 
Fig. 1, and in the pole steps τp. The points that reflect the 
currents in the slots are meaningful, and the connecting 
lines are drawn for clarity of the current structure. 

For the FEMM code, the numerical solution of 
equation (1) by the Finite Element Method is a trivial 
problem. As a result, in the cross section of the TIM, the 
distribution of the MVP is obtained, which in Fig. 1 gives 
a picture of the magnetic field lines in the idealized idle 
mode. Here and further, current illustrations are provided 
on the example of the adopted basic TIM model. 

 
Fig. 2. Angular discrete distribution of currents is of the stator 

winding of the TIM along its slots on the scan of the cylindrical 
surface in the gap 

 

The next step of the calculations is to determine the 
magnetic flux linkage (MFL) of the stator phase winding, 
as which, as usual, the phase winding A with current isA is 
taken. For the MFL in the FEMM code and the Lua script 
there are corresponding procedures. But what is needed is 
not just one value of the MFL, but its angular, and then 
the time function. 

For this, there are two ways of calculations: fast and 
long-term, which we will consider in turn. 

A fast method for forming time functions of the 
MFL and EMF is appropriate at the initial stage of 
numerical field studies of the DLR. 

In this case, the angular function of the MFL is first 
obtained after a one-time calculation of the magnetic field 
at t = 0, the picture of which is already shown in Fig. 1 
and corresponds to a fixed distribution of the MVP. 

Specifically, according to the distribution of the 
MVP in the cross section of the TIM, the values of the 
MFL of the phase winding A are «collected» with the 
alternate selection of the «mask» of the phase zone with 
its movement in the angular direction along the slot 
structure of the stator. 

Figure 3 shows the sequence of such actions for 
moving the «mask» within two pole steps, which 
corresponds to the period of the angular function of 
the MFL. 
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Fig. 3. The process of moving the «mask» of the phase zone of 
the stator winding to collect the MFL within the period of its 

angular function against the background of the calculated 
magnetic field 

 
In each selected position, the Lua commands 

Ak=mo_blockintegral(1) and Sk=mo_blockintegral(5) 
read the surface integral of the MVP and the area of the 
selected block of rods, which makes it possible to 
determine the MFL of the conditional phase zone with 
number k: 

Ψk = NsAk / Sk.                                (5) 
Thus, a discrete angular function of the MFL 

appears 
Kkk skkk  ...3,2,,1;)1( );(  ,     (6) 

where k is the counter of the positions of the conditionally 
movable «mask» of the phase zone; K=Qs/p is the number 
of such positions within two pole steps p, which is the 
period T of the function (6); s=360°/Qs is the stator tooth 
step. 

The resulting numerical array of the MFL is given in 
Table 6. 

Table 6 
Angular discrete function of the MFL k of phase zones of 

phase winding A in 18 angular positions, Wb 

k 1 2 3 4 5 6 
k 0,4858 0,4555 0,3708 0,2418 0,0840 –0,0840
k 7 8 9 10 11 12 
k –0,2418 –0,3707 –0,4554 –0,4858 –0,4512 –0,3644
k 13 14 15 16 17 18 
k –0,2366 –0,0819 0,0819 0,2366 0,3644 0,4512 

 

The angular function at two pole steps, i.e. at its 
period (Table 6), is in principle sufficient to give an idea 
of its essence, but for the first attempt similar actions 
were performed at two more pole steps and the result was 
completely repeated. The resulting discrete function Ψ is 
shown in Fig. 4. 

The angular discrete function of the k(k) of the 
phase zones according to Table 6 is transformed into a 
similar function for the phase winding A entirely at its 
period: 

Kkpk/Kkkkk,s  ...3,2,,1 ; )()( 2   . (7) 

Here it is taken into account that the winding 
branches are formed by conductors in phase zones with 
different current directions, located through the pole step 
τp. In addition, the averaging of the MFL values of the 
phase zones located through two pole steps is obtained, 
due to which instead of the function Ψ in Fig. 4 over two 
periods, the averaged MFL function Ψs over one period 
within two pole steps is obtained. This function is 
illustrated in the same Fig. 4. 

 

 Wb 

 
Fig. 4. Angular function of the MFL phase zones of half of the 

phase winding – Ψ and the phase winding in full – Ψs 
 

It turned out that the angular function of the MFL is 
close to the cosine, as well as the time functions of the 
phase currents (4), but it is fundamentally different from 
the angular function of the current distribution in the slots 
(Fig. 2). However, in the theory of TIM, based on the step 
function of the stator currents is(α), it is customary to 
form similar functions of the distribution of the 
magnetomotive force (MMF) in the gap, then – of the 
magnetic induction and magnetic fluxes. And all this is 
laid down as the basis for the harmonic analysis of 
magnetic and electrical quantities, including – the EMF in 
the phase windings of the stator. 

But the inadequacy of this approach is shown in 
[27] on the example of a three-phase stator winding of a 
turbogenerator. This is confirmed by the practically 
harmonic function of the MFL (Fig. 4), from which 
there is only one step left to a similar, but time, EMF 
function. 

The function Ψs (7) is periodic, therefore it is subject 
to expansion into a harmonic Fourier series on its period 
in two pole steps (see Fig. 4), on which the MFL is 
calculated at K points (their specific number in this TIM 
is 18, and point 19 is already included in the next period 
and repeats point 1). 

The expansion begins with the determination of the 
sine and cosine amplitudes of the harmonic components: 
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where v is the number of the current harmonic; k is the 
number of the angular position in Fig. 3, 4; k is its 
angular coordinate.  

It is known from mathematical foundations that the 
maximum number of harmonics allowed is Ng = K/2.  
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Considering that cosine functions (4) are adopted for 
the stator winding currents, then for the MFL, the 
harmonic series of cosine functions is also determined by 
the coefficients (8): 





gN
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531
)cos( ,            (9) 

where this series for each harmonic includes the following 
amplitude and argument (initial phase): 

22
vvmv cs  ;   

v

v
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s
arctg .         (10) 

The angular function (9) is converted into a time 
function by the relation =st, where s=/p is the 
angular velocity of the rotating magnetic field of the TIM. 
As a result, for the MFL, a harmonic time function is 
obtained, which corresponds to the stationary phase 
winding А–А: 
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Note that in (9) the quantities ν and ν are 
measured in angular radians or degrees, and in (11) the 
quantities νt and ν are measured in electrical radians or 
degrees, taking into account the known transition of 
geometric angles  into electrical el, i.e. el=p. 

From the MFL function (11) based on the law of 
electromagnetic induction according to the general 
expression e = –dΨ/dt, a transition is made to the 
harmonic time function of the EMF of the stator phase 
winding: 
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In this formula, the amplitude of the EMF of the v-th 
harmonic is extracted 

Emv=v mv                             (13) 

and its corresponding initial phase  
2/vev   .                         (14) 

Also, according to the known relationship for a 
sinusoidal function, the effective value of the EMF of the 
v-th harmonic is obtained through the amplitude, namely: 

mvssv vfE  2 ,                         (15) 

where it is taken into account that the angular frequency 
=2fs; fs is the frequency of electromagnetic quantities 
in the TIM. 

The angular functions (6), (7) in Table 6 and Fig. 4, 
respectively, have a semi-periodic asymmetry: 

Kkpkk,skk,s  ...3,2,,1 ; )()(  ,     (16) 

therefore, the harmonic series (9), (11), (12) contain only 
odd harmonics. 

According to the provided method in the form of 
formulas (5)–(15), a corresponding software 
implementation of the formation and expansion of the 
periodic MFL function into a harmonic Fourier series and 
obtaining a similar EMF function was made on the Lua 
script. 

Determination of the magnetizing current of the 
stator winding. As noted, the magnetic field calculations 
are performed in the IIM under the condition of saturation 
of the magnetic core equivalent to the nominal mode. For 

this, the search for the corresponding current is introduced 
into the calculation structure after the design of the TIM. 
This occurs iteratively provided that the nominal voltage 
of the stator winding UsN is reached. 

The initial current value for the first iteration is the 
design value of the magnetizing component of the stator 
winding current Iso, which is equal to 5.65 A. 

After calculating the magnetic field, the time 
function of the MFL (11) and then the EMF (12) are 
determined using the above method, for which the first 
harmonic is isolated and used, namely, for the EMF – its 
effective value Es1 (15) and the initial phase e1 (14). 

This is enough to determine the phase voltage 
complex in symbolic form according to the voltage 
balance equation in the stator phase winding circuit. 

fhsdifsRsss UUUEU σσ1  ,              (17) 

where the complexes are applied: EMF 1
11

ej
s eEE  ; 

voltage drop across the active resistance of the stator 
winding sosRs IRU  and on the inductive resistances of 

its differential sosddifs IjXU σ and frontal 

sosfhfhs IjXU σ scattering (the inductive resistance of 

the slot scattering is already taken into account in the 
EMF 1sE due to the definition of the full MFL of the 

stator winding (5) within its active part along the length of 
the TIM cores); the stator winding current complex has 
the form Iso=Iso due to the fact that a zero initial phase is 
assumed for it.  

After determining the voltage at the current iteration, 
the magnetizing current at the next iteration is corrected 
by linear interpolation, and everything is repeated until 
the voltage deviation dUs from its nominal value is 
reduced to the permissible level. The course of the 
iterative process is illustrated in Table 7, where ni is the 
iteration number. 

Table 7 
Changes in magnetizing current in the iterative process of 

bringing the voltage to the nominal value 

ni Iso, A Us, V dUs, V 
0 5,65 240,9 20,86 
1 5,16 224 4,01 
2 5,05 221,2 1,25 
3 4,99 219,9 –0,06 
4 4,99 220 0 

 

In this example, it is clear that at the design value of 
the magnetizing current, the voltage deviates quite 
significantly from the nominal, which is a consequence of 
the use of magnetic calculation based on the theory of 
magnetic circuits in the design. But the iterative process 
showed that to operate with the nominal voltage, and 
therefore with the corresponding saturation of the TIM 
magnetic core, the magnetizing current should be 4.99 A. 
This is the value of Iso that is used for further calculations 
of the test TIM in the IIM and determining its DLR. 

As a result of further calculations and harmonic 
analysis of the angular functions of the MFL and EMF on 
the period, the following calculated data are obtained: 
amplitude and initial phase of the first harmonic of the 
MFL Ψm1= 0.9640 Wb; 1=0; effective value and initial 
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phase of the same harmonic of the EMF Es1= 214.1 V; 
e1= –90. 

The harmonic composition of these quantities in 
relative units (p.u. is given in Table 8 (the value of their 
first harmonics is taken as the basis), and the allowed 
number of harmonics Ng was 9. 

Table 8 
Harmonics composition of MFL and EMF 

ν – 1 3 5 7 9 
Ψmν p.u. 1,000 0,0047 0,0017 0,0010 0,0009 
Emν p.u. 1,000 0,0141 0,0087 0,0070 0,0078 
Esν V 214,1 3,02 1,87 1,51 1,68 

 

In general, the harmonic composition is estimated by 
the distortion factor (using the example of EMF) 

1
1

2
ν m

gN

=ν
mdistE EE=d  ,                    (18) 

which for the functions of MFL and EMF received the 
corresponding values: ddist= 1.0000; ddistE=1.0002. 

Taking into account the entire determined harmonic 
composition, the equivalent effective value of the phase 
EMF of the stator winding is found 
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ν ,                          (19) 

as well as differential EMF, which consists only of higher 
harmonics, 
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ν .                         (20) 

The last EMF allows to determine the desired 
differential inductive resistance of the stator phase 
winding: 

so

sdif
sdif I

E
=X .                             (21) 

Calculations using (19)–(21) gave the following 
results: Es= 214.2 V; Esdif = 4.21 V; Xsdif = 0.84 . 

If we compare the obtained differential inductive 
resistance Xsdif = 0.84  with its design value Xsd = 0.893 
from Table 5, we can think about the closeness of the two 
calculation options. 

But this is until similar calculations have been 
performed for all planned TIM options (Table 1): all the 
results obtained are given in Table 9, where for different 
options, according to their data, the number of available 
harmonics Ng was 9 or 11. 

Table 9 
Differential parameters of TIM obtained by a single numerical-

field calculation of the magnetic field 
PN p Iso Ψm1 Es1 Es Esdif Xsdif 
kW – A Wb V V V  

1 2,56 0,9747 216,5 216,5 1,99 0,78 
2 3,84 0,9700 215,5 215,7 10,16 2,65 4 
3 6,34 0,9691 215,3 215,8 14,54 2,29 
1 4,39 0,9749 216,6 216,6 1,99 0,45 
2 4,99 0,9640 214,1 214,2 4,21 0,84 7,5 
3 7,99 0,9694 215,3 215,6 10,01 1,25 
1 5,95 0,9723 216,0 216,0 2,05 0,34 
2 7,17 0,9655 214,5 214,5 4,25 0,59 11 
3 9,06 0,9658 214,6 214,6 6,33 0,70 

 

In relation to the data in Table 9, we note that the 
distortion coefficients are within the limits: ddist=1.0000– 
1.0002; ddistE=1.0000–1.0023, i.e. the corresponding 
angular functions of the MFL and EMF, as in Fig. 4, are 
close to their first harmonics. This is also evidenced by 
the closeness of the values of Es1 and Es. 

As for the main quantity considered here, i.e. the 
differential leakage reactance, its values Xsd та Xsdif, 
obtained by different methods in Table 5 and 9, can be 
both close and significantly diverge. 

This indicates the absence of strict determinism of 
the empirical formula (1) and a number of coefficients 
included in it. 

At the same time, the numerical-field method does 
not have such drawbacks, because it has fewer weighty 
conventions and assumptions. But in the considered 
form, it also has a serious drawback, namely – a small 
number of harmonics, which is associated with a limited 
number of calculation positions (see Fig. 3) due to the 
available number of stator slots at two pole steps, that is, 
at the period of the MFL and EMF functions. 

To solve the identified problem, it is necessary to 
involve a more accurate calculation method. And as such, 
the numerical-field method is again adopted, but one that 
allows you to involve the desired number of calculation 
positions and, accordingly, the number of harmonics in 
the calculations. 

The long-term method of forming the time 
functions of the MFL and EMF is appropriate at the final 
stage of numerical field studies of the DLR.  

In this case, the time function of the MFL of the 
stator winding is considered directly without its previous 
angular function. 

To obtain the time function of the MFL, multi-
position calculations of the magnetic field are performed 
alternately, as shown in [25, 27], for a time series with a 
step t: 

tk=t (k–1);    k = 1,2,...,K,                    (22) 

where K is the number of positions that allows forming a 
time function at a given time interval. 

Substituting these values of tk into (4), we obtain 
the corresponding changes in the stator phase currents is 
and their wave, which moves in angular =st, 
where s=2πfs/p is the already mentioned angular 
velocity of the rotating magnetic field. 

The calculation of the stator currents (4) at given 
moments of time (22), as well as the calculation and 
collection of the MFL values (5) were performed 
automatically during the operation of the FEMM code 
using the already mentioned program in the Lua 
language. 

In this case, the magnetic field rotates, and the phase 
zones for collecting MFL values are stationary, which is 
partially shown in Fig. 5. 

As before, the phase zones were selected for phase 
winding A (see Fig. 1), but in the order that explains Fig. 6. 
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Fig. 5. Pictures of the rotating magnetic field of the stator 

winding at fixed moments of time: 
t1=0;  t2=0.1T;  t3=0.2T;  t4=0.3T;  t5=0.4T;  t6=0.5T 

 

 
Fig. 6. Selection of phase zones of the stator winding to obtain 

the MFL of the stator phase winding 
 

First, phase zones with a conditional positive current 
direction +isA are distinguished and their MFL Ψis+ is 
obtained, then phase zones with a conditional negative 
current direction -isA are distinguished and their MFL Ψis–. 
is obtained. 

As a result, a time discrete function of the MFL of 
the phase winding of the TIM stator at specific moments 
of time with a change in their number k is obtained: 

.Kk;tkk,isk,isk,s ...3,2,,1 ;          (23) 

Then everything happens as in the previous 
calculation method, that is, according to (10)–(15), 
starting with the harmonic expansion of the discrete time 
function (23) instead of the similar function (9). 

It is determined that it is enough to step by step (22) 
pass one pole step of the TIM τp, which will correspond to 
half the period T of the time function of the MFL Ψ(t) and 
the calculation zone (in degrees): 

z = 360 / 2p,                            (24) 
and in the test four-pole TIM z = 90 specifically turns 
out. 

To justify a sufficient number of calculated positions 
K, comparative calculations were performed at different 
values of K. Thus, it was determined that the value of 
K = 27 is sufficient, and then the angular step (in degrees): 

 = z / K = 3.333.                    (25) 
This provides a satisfactory detailing of time 

functions of type (23). At the same time, the calculation 
time for one TIM on a sufficiently high-level computer 
lasted about 1 hour. 

The obtained time function of the stator phase 
winding is shown in Fig. 7: in the first half of the period, 
this is what was obtained by calculation, in the second 

half, the full period is drawn for clarity under the 
condition of semi-periodic asymmetry of type (16). With 
the selected number of points, the graph of the MFL 
function looks quite smooth (unlike the similar function 
in Fig. 5), and the number of its harmonic components 
can be taken up to Ng = 27, which corresponds to the 
number of points in half the period. 

To analyze the MFL function, it was decomposed 
into a harmonic series similar to (11), and then a 
transition was made to the EMF harmonic series (12). The 
values of the amplitudes of the EMF harmonics in p.u. 
and their corresponding effective values in absolute terms 
are given in Table 10, but only up to the 19th harmonic 
out of 27 possible, because the higher harmonics were 
then negligible. 

Calculations using (19)–(21) gave the results: 
Es= 215.4 V; Esdif = 4.59 V; Xsdif = 0.92 . 

 

Wb 

 
Fig. 7. Time function of the MFL of the phase winding 

of the TIM stator 
Table 10 

Harmonic composition of the stator winding EMF 

ν – 1 3 5 7 9 
Emν p.u. 1,000 0,0144 0,0155 0,0020 0,0011 
Esν V 215,3 3,10 3,33 0,43 0,25 
ν – 11 13 15 17 19 

Emν p.u. – 0,0012 0,0006 0,0000 0,0005 
Esν V 0,04 0,26 0,14 0,09 0,11 

 

These results are again quite close to those obtained by 
other calculation methods (Xsdif = 0.84 , Xsd = 0.893 ), 
although they differ from them, with a discrepancy of Xsdif 
of 9.5 %. 

But the same closeness of the results by comparative 
calculation methods is not maintained for other TIM 
variants, for which the results are summarized in Table 11. 

 

Table 11 
Differential parameters of different TIMs obtained by multiple 

numerical-field calculations of the rotating magnetic field 
PN p Iso Ψm1 Es1 Es Edif Xsdifm 
kW – A Wb V V V  

1 2,56 0,9818 218,1 218,2 5,51 2,15 
2 3,84 0,9815 218,0 218,2 7,93 2,07 4 
3 6,34 0,9696 215,4 215,9 14,67 2,31 
1 4,39 0,9819 218,1 218,2 5,53 1,26 
2 4,99 0,9692 215,3 215,4 4,59 0,92 7,5 
3 7,99 0,9717 215,9 216,1 10,17 1,27 
1 5,95 0,9791 217,5 217,6 5,28 0,89 
2 7,17 0,9712 215,7 215,8 4,71 0,66 11 
3 9,06 0,9703 215,5 215,6 6,46 0,71 

 

Now we can compare the main calculation results 
for all TIM variants obtained by three different methods, 
which is done by the values of the differential inductive 
resistance of the TIM stator winding by collecting their 
values from Tables 5, 8, 11 to Table 12. 
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This table indicates: M1 – design data according to 
the standard method; M2 – data using a single numerical 
field calculation based on the angular functions of the 
MPZ; M3 – data using multi-position numerical field 
calculations based on the time functions of the MFL. 

Table 12 
Comparison of differential reactances of TIM obtained by 

different calculation methods 

Calculation method M1 M2 M3 
PN p Iso Xsd Xsdif Xsdif 
kW – A    

1 2,56 0,654 0,78 2,15 
2 3,84 0,871 2,65 2,07 4 
3 6,34 0,437 2,29 2,31 
1 4,39 0,441 0,45 1,26 
2 4,99 0,893 0,84 0,92 7,5 
3 7,99 0,390 1,25 1,27 
1 5,95 0,383 0,34 0,89 
2 7,17 0,626 0,59 0,66 11 
3 9,06 0,410 0,70 0,71 

 

Recall that for the M2 method, only 9 or 11 
calculation points and the same number of harmonics was 
used, for the M3 method - 27 points, but it was even 
possible to limit ourselves to a smaller number. 

The discrepancy between the values of Xsd and Xsdif 
by the M1 and M3 methods is impressive and excessively 
large in the majority of TIMs, which indicates the 
limitations of the classical method for calculating the 
differential reactance of the TIM stator winding. The 
same applies to the M2 calculation method in two-pole 
TIM variants. 

The rather close correlation of the results of classical 
and numerical-field calculations for the basic TIM variant 
can be explained by the fact that in the methodology [1] 
the coefficients recommended for (1) were adapted 
specifically for this variant, but, unfortunately, they have 
not become universal for other TIM variants and still 
mislead their designers. 

Upon completion of the studies of the differential 
parameters of the TIM when its magnetic system is 
saturated according to the nominal operating mode, 
calculated estimates of the effect of saturation on these 
parameters were made using the example of the basic 
TIM variant. 

First of all, an example of a TIM with a completely 
unsaturated magnetic system was considered. For this, in the 
IIM, the current Iso was set to 1 A, and multi-position 
numerical field calculations were performed based on the 
time function of the MFL (23). The results of the 
calculations are given in the corresponding row of Table 13. 

 

Table 13 
Assessment of the effect of saturation of the TIM magnetic 
system on the differential reactance of the stator winding 

Iso Br,ts Br,tr μr,ts μr,tr Es Edif Xsdifm 
A T T p.u. p.u. V V  
1 0,44 0,38 2500 2490 48 0,04 0,04 
5 1,84 1,61 787 1265 208 4,38 0,88 

5,5 1,89 1,70 530 1010 224 7,05 1,28 
6 1,96 1,78 414 835 238 10,1 1,68 
10 2,21 2,06 132 265 302 36,7 3,67 
15 2,30 2,20 64 238 339 59,7 3,98 
50 2,36 2,28 29 77 369 83,5 3,34 

 

To assess the saturation level of the magnetic 
system, the table provides the averaged values obtained 
for the sections of the magnetic core: Br,ts, Br,tr – magnetic 
flux density in the stator and rotor teeth; μr,ts, μr,tr – 
relative magnetic permeability in them (in the backs of 
the stator and rotor cores, the values of similar values 
were μr,ys = 5200; μr,yr = 4920). 

The very weak saturation (or its absence) is also 
confirmed by the value of the phase EMF Es, which 
turned out to be much lower than the nominal voltage of 
the TIM. As a result, the differential EMF Edif and, 
accordingly, the DLR of the stator winding Xsdifm 
compared to the nominal saturation mode (see Table 12) 
almost did not appear. 

The studies were continued at saturation levels of 
the magnetic core from the nominal to the one that can be 
at the start of the TIM. But in this case, it was necessary 
to take into account that with increased slips of the TIM 
from critical to 1, the stator and rotor currents 
simultaneously increase, and the voltage remains 
unchanged. Therefore, with increasing currents, the 
voltage drops on the active and reactive resistances of the 
windings increase, and the EMF has a reduced share. In 
proportion to the EMF, the main magnetic flux decreases 
and, accordingly, the value of the magnetic induction in 
the magnetic circuit. 

The distribution of the magnetic field in the 
magnetic circuit in such a case and the level of its 
saturation require a careful analysis, which is difficult to 
conduct in detail within the framework of this article, and 
this can be performed and published separately. 

In order to preliminarily assess how much such an 
analysis will give significant results and makes sense to 
perform, some conventions were adopted when 
calculating the magnetic field of the stator winding to 
determine the DLR. 

Namely, that the saturation of the backs of the 
stator and rotor cores also maintains its level, as in the 
nominal mode. In fact, taking into account the remarks 
made, the saturation will be much lower, but this is not 
of principle, because even with a completely unsaturated 
magnetic core, the DLR does not differ very much from 
the results at nominal saturation. But the teeth of these 
cores saturate very strongly due to a significant increase 
in the magnetic fields of the slot and differential 
scattering, as explained in [2]. 

These assumptions provided the basis for organizing 
an artificial mode of calculating the DLR with strong 
saturation of the tooth portion of the TIM magnetic 
system. 

Specifically, for the estimated calculations of the 
DLR with increased slips, the relative magnetic 
permeabilities in the backs of the stator and rotor cores 
were taken μr,ys = 1256; μr,yr = 3666 and they did not 
change when calculating the magnetic field. At the same 
time, the magnetic permeabilities in the core teeth were 
determined by the FEMM code as is customary in the 
process of such calculations. 

The results of calculations of the specified variants 
of the TIM magnetic circuit are summarized in Table 13 
at the specified values of the Iso current from 5 to 50 A. 
The data on the differential parameters at a value of 5 A 
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in principle correspond to the data in Table 11 at the 
standard operation of the FEMM code in the IIM of the 
TIM mode at current of 4.99 A. 

The level of further saturation growth is reflected by 
the given averaged values of magnetic induction and 
relative magnetic permeability in the teeth of the stator 
and rotor cores. At the same time, the differential 
parameters of the TIM (EMF and DLR) increase 
significantly, which is associated with the redistribution 
of the magnetic field in the gap between the stator and 
rotor cores with an increase in the saturation of their teeth. 
And because of this, the higher harmonic components of 
the MFL and EMF of the stator winding increase 
significantly. 

It can be seen from Table 13 that with an increase in 
current in the stator winding, the rate of DLR growth 
slows down compared to the increase in current, and even 
in the case of oversaturation of the teeth, this reactance 
reaches a maximum and even begins to decrease. 

Conclusions.  
1. In the system of design and theoretical research of 

TIMs, a significant place is given to the leakage 
reactances of their windings. They are determined on the 
basis of the theory of magnetic circuits, which in the 
conditions of complex tooth-and-groove structures does 
not guarantee the desired accuracy of calculations. This 
especially applies to the differential leakage reactance of 
the stator winding, the determination of which requires a 
detailed calculation of the magnetic field in the gap 
between the stator and rotor cores, and a harmonic 
analysis of the EMFs of this winding induced by it. 

2. It is shown that in the current classical methods of 
designing DLR, they are determined by a simplified 
formula with the addition of a number of coefficients, 
tabular and graphical dependencies. As a result, not only 
is the physical and mathematical meaning of DLR lost, 
but even the accuracy of its calculation is difficult to 
assess. Therefore, verification of the calculation results by 
classical methods is relevant, and in modern conditions 
this can be done on the basis of numerical methods for 
calculating magnetic fields by available software 
complexes and the accompanying harmonic analysis. 

3. The absence of such studies is explained by their 
complexity and significant labor intensity, which is 
practically impossible to carry out in the «manual» mode. 
Therefore, to overcome the problems of calculations, an 
automated software complex was created in the form of a 
single Lua script, which provides a physically transparent 
path to the DLR, which runs through the design of the 
TIM of its physical and geometric model in the FEMM 
software environment, control of magnetic field 
calculations, determination of the time functions of the 
MFL and EMF and their harmonic analysis. 

4. Comparison of the results of classical and 
numerical-field calculations of DLR using the FEMM 
code showed their large discrepancy, which is attributed 
to the above-mentioned conventions and assumptions of 
the first. But the second option is devoid of the 
shortcomings of the first due to the fact that it takes into 
account the dimensions of the TIM structures, the 
saturation of the magnetic core and the physical and 
mathematical essence of the parameters and quantities 

under consideration. To exclude the randomness of the 
assessment, the computational analysis was performed for 
nine common TIM options, designed using a single 
classical method with varying their power and number of 
poles. 

5. It was found that the DLR of the TIM stator winding 
significantly depends on the saturation level of its 
magnetic system, increasing with increasing saturation of 
the tooth zone. If we take a completely unsaturated 
system, then in the stator winding there remains 
practically only the first harmonic of the EMF, and 
differential scattering becomes insignificant. The classical 
method does not focus on this and provides a universal 
formula for calculating the DLR. 

6. The conducted studies have shown that numerical-
field calculations of differential parameters of the TIM 
stator winding are universal, therefore they can be 
proposed for similar calculations for both the stator and 
the rotor of various AC electric machines. Moreover, 
given the software implementation based on the FEMM 
code and the Lua script, such calculations can be built 
into automated design methods for these machines. 
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Brushless DC motor drive with optimal fractional-order sliding-mode control 
based on a genetic algorithm 
 

Introduction. Brushless DC (BLDC) motor is a type of permanent magnet synchronous motor that operates without brushes 
employed in many applications owing to its efficiency and control in electric cars. One of the main reasons BLDC motors are better 
than brushed DC motors is that they employ an electronic commutation circuit instead of a mechanical one. The fractional order 
sliding mode controller (FOSMC) was used, which is characterized by high durability and is not affected by the disturbances that the 
motor is exposed to during operation, as well as overcoming the chattering phenomenon present in the conventional sliding mode 
controller (CSMC). The novelty of the proposed work consists of to use FOSMC by genetic algorithm (GA) to mitigate the chattering 
phenomena in sliding mode control (SMC) for optimal response for speed control and regeneration braking control in BLDC motor 
by using single stage by voltage source inverter and decrease energy use during motor starting. Purpose. Improvement FOSMC 
techniques for the regulation of BLDC motor’s driving control system. Methods. Employing the GA to optimize the parameters of 
FOSMC to mitigate the chattering phenomenon in SMC to regulate BLDC motor’s driving control system. Results. A comparison 
was made between two types of sliding controllers to obtain the best performance of the control system in speed control operations 
and motor braking operations, the FOSMC, through parameter optimization via the GA, surpasses the CSMC in achieving optimal 
performance in driving the BLDC motor. Practical value. FOSMC exhibits superiority over the CSMC, as indicated by the reduced 
integral time absolute error in motor speed tracking and regenerative brake control, with values of (0.028, 0.046, and 0.075) for the 
FOSMC, in contrast to (2.72, 1.56, and 0.17) for the CSMC, the overshoot for FOSMC is (0, 0, and 11.4), but for CSMC it is (60.4, 
43.7, and 11.2). During braking mode for FOSMC, the power recovery from the motor to the battery was (1.96, 9, and 17.76), but in 
CSMC, it was (0.99, 4.49, and 11.98). Moreover, the braking length was expedited, and the battery’s initial power consumption 
diminished at the outset. References 32, tables 5, figures 6. 
Key words: fractional order sliding mode control, brushless DC motor, genetic algorithm, sliding mode controller. 
 

Вступ. Безщітковий двигун постійного струму (BLDC) – це тип синхронного двигуна з постійним магнітом, який працює без 
щіток і використовуються в багатьох сферах застосування завдяки своїй ефективності та контролю в електромобілях. 
Одна з головних причин, чому BLDC двигуни кращі за щіткові двигуни постійного струму, полягає в тому, що вони 
використовують електронну схему комутації замість механічної. Використовувався контролер режиму ковзання дробового 
порядку (FOSMC), який характеризується високою довговічністю та не залежить від збурень, яким піддається двигун під час 
роботи, а також подолав явище вібрації, присутнє у звичайному контролері режиму ковзання (CSMC). Новизна 
запропонованої роботи полягає у використанні FOSMC за допомогою генетичного алгоритму (GA) для пом’якшення явища 
вібрації в управлінні режимом ковзання (SMC) для оптимальної реакції для керування швидкістю та керування регенераційним 
гальмуванням у BLDC двигуні за допомогою одноступінчатого інвертора джерела напруги і зменшити споживання енергії під 
час запуску двигуна. Призначення. Удосконалення методів FOSMC для регулювання системи керування приводом BLDC 
двигуна. Методи. Використання GA для оптимізації параметрів FOSMC для пом’якшення явища вібрації в SMC для 
регулювання системи керування приводом BLDC двигуна. Результати. Проведено порівняння між двома типами ковзних 
контролерів для отримання найкращої продуктивності системи керування в операціях регулювання швидкості та операцій 
гальмування двигуна. FOSMC, завдяки оптимізації параметрів через GA, перевершує CSMC у досягненні оптимальної 
продуктивності в керуванні BLDC двигуном. Практична цінність. FOSMC демонструє перевагу над CSMC, на що вказує 
зменшена абсолютна похибка інтегрального часу у відстеженні швидкості двигуна та управлінні рекуперативним гальмом зі 
значеннями (0,028, 0,046 і 0,075) для FOSMC, на відміну від (2,72, 1,56 і 0,17) для CSMC, перевищення для FOSMC становить 
(0, 0 і 11.4), але для CSMC це (60.4, 43.7 і 11.2). Під час режиму гальмування для FOSMC відновлення потужності від двигуна 
до батареї було (1,96, 9 і 17,76), але в CSMC воно було (0,99, 4,49 і 11,98). Крім того, довжина гальмування була прискорена, а 
початкове енергоспоживання батареї зменшилося на початку. Бібл. 32, табл. 5, рис. 6. 
Ключові слова: керування ковзним режимом дробового порядку, безщітковий двигун постійного струму, генетичний 
алгоритм, контролер ковзного режиму. 
 

Introduction. Brushless DC (BLDC) motor is 
widely used among the several permanent magnet 
synchronous motors (PMSMs) due to its enhanced 
efficiency and control in electric vehicles [1]. Recent 
trends indicate that BLDC motor technologies are utilized 
for variable-speed drives in global industrial applications 
and electric vehicles etc [2, 3]. PMSM characterized by a 
sinusoidal back electromagnetic force (EMF) waveform, 
is 15 % less efficient than a BLDC motor [4]. The flux 
distribution is the main differentiator between the PMSM 
and the BLDC motor. BLDC motor is a type of PMSM 
that is identified by a trapezoidal back-EMF waveform 
[5]. In contrast, BLDC motors have many benefits over 
brushed DC motors, including quiet operation, reduced 
size and weight, increased service life, reduced 
maintenance needs, a large torque capacity, reduced size 
and weight and improved dependability and efficiency 

[6]. The electronic commutation circuit, which takes the 
place of the mechanical commutated in brushed DC 
motors, is the source of BLDC motors’ advantages. As a 
result, BLDC motors are currently the industry standard 
[7]. BLDC motor uses an electronic commutation 
technique instead of employing brushes [8]. Sliding mode 
control (SMC) has become known as a robust control 
technique that ensures superior tracking performance 
despite internal parameter fluctuations and external 
disruptions [9, 10]. Aside from that, SMC’s notable 
attributes include its exceptional accuracy and 
straightforwardness. BLDC motors are only one example 
of the several machine kinds that have benefited from 
SMC’s widespread use and effective implementation [11]. 
The use of SMC for BLDC motor speed control is the 
main topic of this paper. 
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The goal of the paper is to use FOSMC by genetic 
algorithm (GA) to mitigate the chattering phenomena in 
SMC for optimal response for speed control and 
regeneration braking control in BLDC motor by using 
single stage by voltage source inverter. 

Review of the literature. Several speed control 
structures are suggested for regulating BLDC motors, 
encompassing PID controllers [12, 13], fuzzy logic 
controllers, sliding mode controllers, fractional order 
sliding mode controllers (FOSMC) and additional 
controller types [14]. Numerous researchers are engaged 
in this domain, employing metaheuristic algorithms to 
determine optimal values for these controllers. In [15] the 
researchers devised an adaptive integer sliding controller, 
which demonstrated superior performance to the 
conventional integer sliding controller regarding 
variations in reference speeds and motor load changes. 
Using a variable slope sliding mode observer (SMO), the 
study [16] presents a way to control the speed of a high-
speed BLDC motor in a hand-stick Hoover cleaner. For 
irrational BLDC motor estimations, the SMO based on 
the signum function works wonders. The work [17] 
utilises the Dragonfly Algorithm (DA) to identify optimal 
configurations for the PI and SMC parameters. To 
optimise the controllers, simulation findings indicate that 
the DA-based SMC surpasses the optimised PI controller 
and SMC. The study [18] presents the design and use of 
the FOSMC to the quadrotor to demonstrate its fractional 
behaviour in response to disturbances. Additionally, to 
evaluate the FOSMC, the integer-order SMC (IOSMC) 
has been executed on the quadrotor for identical routes to 
regulate this unstable system. The experimental results 
indicate that the FOSMC exhibits reduced trajectory 
tracking error with minimal variations when following 
inclined circular and zigzag paths. In contrast, the IOSMC 
has more tracking errors and increased overshoot and 
undershoot. The work [19] compares the conventional PI 
controller and a sliding mode controller for closed-loop 
speed regulation of a BLDC motor. The results 
demonstrate that the SMC surpasses the PID controller. 
The study [20] examines the regenerative braking of a 
BLDC motor for electric vehicle applications using PI 
controller. The paper [21] a predictive senseless driving 
system based on SMO for a BLDC motor with 
regenerative capabilities in electric vehicle applications is 
given. The rotor speed and location calculation by SMO is 
highly precise and resilient under fluctuating solar 
insulation. This paper thoroughly analyses diverse control 
techniques aimed at reducing torque ripples in BLDC 
motors for electric vehicles, rigorously analyzed for their 
functionality and control methodologies, using the SMC 
controller employed for motor regulation [22]. 

Mathematical model of BLDC motor. BLDC motor 
regulates the currents flowing through the armature with the 
use of position sensors and an inverter (Fig. 1). Its 
streamlined size, high efficiency, dependability, quiet 
operation, and low maintenance requirements make it 
excellent for use in industrial applications. There are several 
configurations of BLDC motors; however, the three-phase 
variant is the most popular because to its fast speed and little 
torque ripple [23]. It is driven by a six-switch inverter, 
whereby two phases operate concurrently during each 

control step, while the third phase is deactivated. Pulses 
(S1, ... , S6) generated at 60 electrical degree intervals control 
these switches from the 120-degree-displaced Hall effect 
position sensor signals (Hr, Hs, Ht). Using a sequence of 
Hall effect sensors and transistors, the rotor’s evolution may 
be switched between 0 and 360 in angular position, as 
detailed in Table 1 [24]. 
 

 
Fig. 1. The control drive for BLDC motor 

 

Table 1 
The sequence of switching utilizing Hall effect outcomes 

Angle,
deg. 

Cycle
Hall sensors 
(Ha, Hb, Hc) 

Phase current 
(ia, ib, ic) 

Switch
active 

0–60 1 (1, 0, 1) (+DC, –DC, off) T1–T4 
60–120 2 (1, 0, 0) (+DC, off, –DC) T1–T6 

120–180 3 (1, 1, 0) (off, +DC, –DC) T3–T6 
180–240 4 (0, 1, 0) (–DC, +DC, off) T3–T2 
240–300 5 (0, 1, 1) (–DC, off, +DC) T5–T2 
300–360 6 (0, 0, 1) (off, –DC, +DC) T5–T4 

 

The model of the BLDC motor is [24]: 
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  (1) 

where eab = ea – eb; ebc = eb – ec; ea, eb, ec are the motor 
back-EMFs; ia, ib, ic are the stator phase currents; va, vb, vc 
are the stator phase voltages; vab, vbc, vca are the stator phase 
to phase voltages; R, L are the resistance and inductance of 
a stator phase; m is the rotor speed; m is the mechanic 
angle; kf is the friction constant; J is the rotor inertia; 
Te, Tl are the electromagnetic and load torque. 

Improvements to BLDC drive control via sliding 
mode controllers. SMC is an effectively recognized 
control technique in the domain of electric drives. It is a 
variable structure nonlinear discontinuous control method 
distinguished by precision, resilience, and straightforward 
implementation [25, 26]. The mathematical equation for 
SMC is: 

)()()( tetets  ,                            (2) 

where s(t) is the sliding surface for SMC; e(t) is the 
difference between the reference speed and the actual 
speed of the motor; Δe(t) is the rate of variation of the 
error signal. 

The current theory views chattering problems in SMC 
as the main challenge to SMC’s recognition as a significant 
theoretical advancement. Researchers have suggested 
different methods for dealing with this issue (Fig. 2). 
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Fig. 2. Techniques to mitigate the chattering phenomenon in CSMC [26] 

 

Figure 2 shows that the FOSMC surface is used as a 
nonlinear sliding surface design method in this study to 
reduce chattering problems [27]. GA was employed to 
improve the functionality of FOSMC by identifying the most 
effective components for regulating motor speed and 
breaking in all scenarios [28]. For speed mode the FOSMC is: 

         ttetetekts
v

ddsign1
11  ,             (3) 

braking mode the FOSMC is: 

         ttetetekts
v

ddsign2
22  ,             (4) 

where k1, v1, k2, v2 are the parameter of FOSMC tuning by GA. 
Genetic algorithm (GA). The evolutionary 

algorithm known as a GA is based on the ideas of natural 
selection and how the strongest individuals reproduce 
[29]. GA has earned a stellar reputation as an optimization 
method among its many real-world uses. GA generates 
the optimal solution for several generations by randomly 
populating the candidate solutions. GA uses a set of 
genetic operators during its search procedure, including 
mutation, selection and crossover [30]. GA was used in 
this work to find the best elements for FOSMC in BLDC 
motor speed control and braking operations. Table 2 
explains the parameters of GA algorithm.  

Table 2 
Selection of the settings for the GA 
Parameters Values 

Crossover function Arithmetic 
Selection function Tournament size 4 
Scaling function Rank 
Mutation rate 0.1 
Population size 
and iteration number 

20 (double vector) 
and 20 

Range of FOSMC tuning 
parameters k, v 

0 ≤ k ≤ 400, 
0 ≤ v≤ 5 

 

The training process of the GA to find the best 
parameters for a FOSMC is shown in Fig. 3. 
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Fig. 3. Training the GA 

 

Simulation and results. This section shows the 
simulation method for driving BLDC motor with 
parameters from Table 3. 

Table 3 
Parameters of the BLDC motor 

Parameters Value 
Rated power P, kW 0.4712 
Voltage V, V 400 
Frequency f, Hz 50 
Angular speed r, rpm 1500 
Stator resistance Rs, Ω 0.0485 
Stator self-inductance Ls, mH 3.045 
Magnetizing inductance Lm, H 0.1194 
Inertia J, kgm2 0.0027 
Friction factor F, Nms 0.0004924
Number of pole pairs p 4 

 

It implements an SMC with the proposed FOSMC 
surface types, this is due to the chattering phenomena in 
SMC. The proposed type was used to control the motor 
speed (speed mode) and the braking motor (braking 
mode) using the regeneration braking technique, when the 
machine is under regenerative braking (RB), the motor 
inverter transfers power from the DC-link side to the low-
voltage source known as back-EMF, much like a boost 
converter. Whenever the top diodes of the voltage source 
converter are operational, energy is returned to the battery 
pack [31]. GA was used in both models to find the best 
values for the FOSMC at a different reference speed 
during the motor’s full load. 

The power reinstated to the battery pack may be 
calculated by assessing the DC bus voltage vDC-link and 
current ibrake. The average power restored during the RB 
operation is calculated as 

     

bT

brakelinkDC
b

r ttitv
T

P
0

d
1

.             (5) 

Equation (5) is used to determine the average power 
output generated by the drive when it is in RB mode [32]. 

The performance Integral Time Absolute Error 
(ITAE) index was used: 

 
t

ttetITAE
0

d .                           (6) 

Table 4 explains the parameters of all modes of 
FOSMC by tuning GA. 

Table 4 
Tuning the FOSMC controller using GA 

n, rpm k1 v1 k2 v2 ITAE 
500 382.23 1.016 338.35 3.254 0.028 
1000 296.019 1.155 69.475 4.431 0.046 
1500 299.625 2.480 158.192 3.073 0.075 

 

Table 5 compares between FOSMC and CSMC the 
time response of the BLDC motor. 

Table 5 
Comparison of FOSMC and SMC controllers at different reference 

speeds in terms of the time characteristics of the speed response 

SMC 
controller

type 

Speed 
reference, 

rpm 

Overshoot 
speed, %

Settling 
time Ts, 

ms 

Error 
steady 
state, 

% 

Braking 
time Tb, 

ms 

Power 
recovery 

Pr, W 

 500 0 28 0 27 1.96 
FOSMC 1000 0 15 0 39.4 9 

 1500 11.4 20 0 58.5 17.76 
 500 60.4 6 0.4 38 0.99 

SMC 1000 43.7 45 0.2 65.5 4.49 
 1500 11.2 21 0.2 88.33 11.98 
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Figures 4–6 show the time response of the motor in the 
case of speed control mode and braking mode for each figure 
using 2 types of sliding controllers. The results show the 
superiority of the FOSMC in the speed control process, in 
addition to the fast braking process and less energy 
consumption from the battery when starting the motor. 
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Fig. 4. Response of BLDC by GA-FOSMC and CSMC 

controllers: a – speed reference 500 rpm; b – battery power 
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Fig. 5. Response of BLDC by GA-FOSMC and CSMC 

controllers: a – speed reference 1000 rpm; b – battery power 
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Fig. 6. Response of BLDC by GA-FOSMC and CSMC 

controllers: a – speed reference 1500 rpm; b – battery power 
 

Conclusions. Fractional order sliding mode controller 
(FOSMC) treats the chattering phenomena in conventional 
sliding mode controller (CSMC) to optimally control the 
speed and regenerative braking of the brushless DC motor 
via the voltage source inverter circuit, where the firing 
signal is generated using the pulse-width modulation 
method. The comparison between the FOSMC and CSMC, 
which includes several levels of speed references, and 
using the genetic algorithm to find the best parameters of 
the FOSMC through the results of the simulation turns out 
the superior FOSMC over the CSMC where the lowest 
integral time absolute error in tracking the motor speed 
500, 1000 and 1500 rpm for the FOSMC (0.028, 0.046 and 
0.075) respectively. The overshoot by FOSMC is (0 and 
11.4), while in CSMC (60.4, 43.7, and 11.2). In braking 
mode for FOSMC was the power recovery from motor to 
battery (1.96, 9, and 17.76), while in CSMC, it was (0.99, 
4.49, and 11.98). Furthermore, the braking duration was 
quicker, and the initial power consumption from the battery 
decreased at the starting. 
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Ensuring service continuity in electric vehicles with vector control and linear quadratic 
regulator for dual star induction motors 
 

Introduction. In this paper, the use of a Linear Quadratic Regulator (LQR) to control a Dual Star Induction Motor (DSIM) powered by dual 
three-level neutral point clamped inverters in electric vehicle (EV) propulsion systems is explored. Purpose. Ensuring both high 
performance against parameter sensitivity and service continuity in the event of faults is challenging in EV propulsion systems. The aim is to 
maximize both system performance and service continuity through the optimal design of the controller. Methods. DSIM is controlled by a 
LQR, which is replaced the traditional PI controller in the field-oriented control (FOC) system for speed regulation. Starting with FOC the 
optimal regulator is designed by introducing a minimization criterion into the Ricatti equation. The LQR control law is then employed as a 
speed regulator to ensure precise regulation and optimize DSIM operation under various load and speed conditions. The avoidance of 
linearization of the DSIM facilitates the exploitation of its true nonlinear dynamics. Novelty. Three tests are conducted to evaluate system 
performance. A precision test by varying the reference speed and analyzing speed response, settling time, precision and overshoot, a 
robustness test against parameter variations, assessing system robustness against changes in stator and rotor resistances and moment of 
inertia, and a fault robustness test evaluating system robustness against faults such as phase faults while maintaining load torque. The 
results show that this approach can keep the motor running smoothly even under parameter variations or degraded conditions. The 
precision and adaptability of the LQR technique enhance the overall efficiency and stability of the DSIM, making it a highly viable solution 
for modern EVs. This robust performance against parameter variations and loads is essential in ensuring the reliability and longevity of EV 
propulsion systems. Practical value. This approach holds significant potential for advancing EV technology, promising improved 
performance and reliability in real-world applications. References 44, tables 2, figures 15. 
Key words: dual star induction motor, linear quadratic regulator, neutral point clamped, electric vehicle, field-oriented control. 
 

Вступ. У цій статті досліджується використання лінійного квадратичного регулятора (LQR) для керування асинхронним 
двигуном із подвійною зіркою (DSIM), що живиться від подвійних трирівневих інверторів із закріпленням нейтральної точки в 
силових системах електромобілів. Призначення. Забезпечення як високої продуктивності щодо чутливості до параметрів, так і 
безперервності роботи в разі несправностей є складним завданням для силових систем електромобілів. Метою є максимізація як 
продуктивності системи, так і безперервності обслуговування за допомогою оптимальної конструкції контролера. Методи. 
DSIM керується LQR, який замінює традиційний PI-контролер у системі орієнтованого на поле керування (FOC) для регулювання 
швидкості. Починаючи з FOC, оптимальний регулятор розробляється шляхом введення критерію мінімізації в рівняння Рікатті. 
Потім закон керування LQR використовується як регулятор швидкості для забезпечення точного регулювання та оптимізації 
роботи DSIM за різних умов навантаження та швидкості. Уникнення лінеаризації DSIM полегшує використання його справжньої 
нелінійної динаміки. Новизна. Для оцінки продуктивності системи проводяться три тести. Випробування на точність шляхом 
зміни еталонної швидкості та аналізу відповіді на швидкість, часу встановлення, точності та перерегулювання, випробування на 
стійкість щодо варіацій параметрів, оцінювання стійкості системи щодо змін опору статора та ротора та моменту інерції, а 
також тест на стійкість до несправностей, що оцінює стійкість системи проти несправностей, таких як замикання фаз, 
зберігаючи момент навантаження. Результати показують, що цей підхід може підтримувати безперебійну роботу двигуна 
навіть за коливань параметрів або погіршених умов. Точність і адаптивність техніки LQR підвищують загальну ефективність і 
стабільність DSIM, що робить його дуже життєздатним рішенням для сучасних електромобілів. Ця надійна робота проти 
коливань параметрів і навантажень є важливою для забезпечення надійності та довговічності силових систем електромобілів. 
Практична цінність. Цей підхід має значний потенціал для вдосконалення технології електромобілів з точки зору покращеної 
продуктивності і надійності у реальних прикладах. Бібл. 44, табл. 2, рис. 15. 
Ключові слова: асинхронний двигун з подвійною зіркою, лінійно-квадратичний регулятор, зафіксована нейтральна 
точка, електромобіль, керування з орієнтацією за полем. 
 

Introduction. Preserving the environment is a top 
priority in today’s world. Pollution and climate change 
are forcing us to reconsider the way we travel. Electric 
Vehicles (EVs) unquestionably represent an efficient 
measure and a promising solution to this problem [1]. In 
the world of EVs, the core of this technology lies in their 
propulsion system, which separates it from combustion 
vehicle. It contains [2] (Fig. 1): 

 the battery, which is an energy storage unit that 
powers the electric motor for vehicle propulsion. Often, EVs 
are equipped with Battery Management System (BMS) that 
supervise the performance of the battery and motor, 
optimize energy efficiency, and ensure safe operation; 

 the electric motor is responsible for converting electric 
energy into mechanical energy to drive the vehicle’s wheels; 

 the inverter is an electronic converter that controls 
the direction and power of the electric current supplied to 
the motor; 

 the embedded control system, that control the inverter 
state and hence the direction and the speed of the vehicle. 
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Fig. 1. Powertrain of EV 

 

To control any AC motor, an essential step called 
Field-Oriented Control (FOC) is used. FOC allows us to 
decouple the electromagnetic torque from the flux, making 
AC motors behave similarly to DC motors [3]. This 
technique provides several advantages, including high 
efficiency, better torque control at low speeds, smooth 
operation, a wide speed range, and improved dynamic 
response [4]. Nevertheless, FOC requires an estimator to 
calculate angular velocity feedback for speed control [5]. 

Purpose. This paper aims to maximize the 
performance of EVs by improving the powertrain of the 
EV, and to do so a comparison between regulators such as 
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Sliding Mode Control (SMC) regulator, Model Reference 
Adaptive Control (MRAC) regulator and Linear Quadratic 
Regulator (LQR) to choose the most appropriate one. In the 
context of ensuring service continuity of EVs, it is essential 
to choose an appropriate type of motors from the 
commonly used types that are AC and DC motors. 

Brushless (BLDC) motor. With the elimination of 
brushes, the BLDC motor has emerged as a solution to the 
old DC motor. This type of motor offers improved efficiency 
and requires less maintenance [6, 7]. Additionally, it has the 
ability to provide higher torque and power over a wide 
operating range, compared to the older DC motor. However, 
the BLDC motor has a relatively limited field weakening 
capability. Furthermore, high speeds pose a safety risk due to 
the potential for magnet breakage. They are also sensitive to 
high temperatures, which affects the overall motor 
performance [6, 8]. While the BLDC motor offers various 
advantages as mentioned, it may not ensure service 
continuity in the presence of motor faults, which make it 
not the most suitable motor in this case. 

Induction motor. The simple structure, high 
reliability, robustness, reduced maintenance, low cost, and 
operation even in adverse conditions are all advantages that 
led Tesla Company to choose this type of motors for the 
Tesla S model [6]. Additionally, these motors offer an 
extended speed range through flux weakening in the constant 
power zone, as well as absence of commutation and the 
ability to recover energy during the braking phase [9, 10]. 

However, controlling this type of motor is also 
challenging, as it requires precise balancing of slip 
percentages and load quantity to ensure efficient operation 
at all times [6]. Additionally, while losses increase at high 
speeds, its efficiency decreases at both low and high speeds 
[8]. Furthermore, if the critical synchronous speed is 
reached, the motor may fail [11, 12]. In the context of 
selecting more suitable motor for an electric car to ensure 
continuous service, it appears that induction motors are 
not the optimal choice for this scenario. 

Dual Star Induction Motor (DSIM). The 
robustness and low maintenance of the DSIM allow for 
the gradual replacement of the induction motor in 
industrial applications, even in high power scenarios such 
as railway traction, marine propulsion [13–15]. This type 
of motor consists of two windings with phases shifted by 
30 electric degrees from each other, powered by a 6-phase 
inverter or 2 inverters of 3 phases [16]. 

Among its advantages, one can also note a higher 
torque density compared to traditional induction motors. 
Additionally, the DSIM reduces harmonic content and 
exhibits high reliability, allowing it to operate even in the 
presence of faults on one or more phases of the motor [17, 
18]. It also offers power segmentation, minimizing torque 
ripple and rotor losses while reducing harmonic currents 
[19]. However, controlling the DSIM is considered 
complex, especially regarding achieving torque and flux 
decoupling [16, 17]. Despite this drawback, this type of 
motor is capable of operating under degraded conditions 
[20, 21]. In comparison between BLDC, induction motor 
and DSIM the last one stands out as the most suitable 
option for EVs in most scenarios and, particularly in 
ensuring service continuity. 

Control methods. There are numerous control 
techniques classified into 2 categories: classic techniques 
and advanced techniques. 

Starting with classical ones, the indirect and direct 
(IFOC and FOC) was proposed for the first time by K. 
Hasse in 1968 and Werner Leonard in 1971 [22], as a 
replacement for classic correctors. Many researches have 
focused on these 2 techniques [23–27], applying them to 
different types of machines, and according to the results 
obtained: FOC and IFOC control allow for control over 
the machine’s flux and torque. They have a better effect 
on suppressing high-order harmonics, reference tracking 
with a good response time, and high precision in steady 
state. However, they are sensitive to parametric variations, 
and the transformation of variables is based on an 
estimator, making it sensitive [28]. For the several 
mentioned disadvantages, many researchers were proposed 
such as SMC, MRAC and optimal control with LQR to 
enhance FOC and mitigate high sensitivity to parameters 
variations, and ensure fault tolerant control [29]. 

SMC is intended for systems with variable 
structures because it is robust to parameter changes or 
parameter uncertainty and total suppression of external 
disturbances [30–32]. It provides also good reference 
tracking with fast response time [33]. On one hand, high-
frequency switching causes chattering phenomenon which 
significantly affects the overall system performance. 
Additionally, it suffers from overshoot peaks and high 
stabilization times. Finally, it does not guarantee good 
performance in the presence of disturbances such as 
sudden changes in reference speed [30, 34]. 

MRAC is used to control systems with variable 
structures or unknown parameters [35, 36]. Many 
research has been conducted on MRAC and applied to 
various types of motors [37–40]. According to simulation 
results, MRAC is robust against parameter uncertainties 
such as stator and rotor resistance (Rs, Rr) and moment of 
inertia (J) [41], as well as parameter changes [42], and 
presents a good reference tracking and precision [37, 38, 
40]. However, it suffers from high overshoot [42, 43], 
complexity and heavy computational time of the 
algorithms [41]. Real-time parameter updates lead to 
oscillations in the response and influence the desired 
dynamic response [43]. 

Optimal control. Thanks to its robustness, the LQR 
control has been widely used in the industry, especially 
from the 2000s to the present day [44]. It is based on 
maximizing or minimizing a performance criterion 
(depending on how the Hamiltonian is defined) [37]. 
Studies have already been conducted on the LQR control 
[38, 39, 44], where simulation results have shown that 
this technique offers high performance by eliminating the 
gap in the state trajectory. It also allows for tracking the 
reference with zero steady-state error in a settling time of 
less than one second, and with minimal effort [39]. 
Carried out robustness testing against parameter 
uncertainties and external disturbances, where the LQR 
control showed very satisfactory performance, with 
tolerance ranging from 30 % to 90 % uncertainty and 
complete rejection of external disturbances. 

However, the only inevitable issue when designing an 
LQR controller for different dynamics lays in the systematic 
determination of the parameters of the performance matrices 
Q and R [44]. Therefore, it can be said that optimal control 
is a promising choice to control an EV. 
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This contribution not only focuses on ensuring high 
performance of the EV, but also on service continuity by 
combining the advantages of the DSIM and LQR. By 
leveraging the strengths of both LQR and the DSIM, such 
as precise speed tracking, minimal overshoot and high 
precision offered by LQR, along with the capability of 
working with DSIM even under phase faults, this 
approach ensures a seamless operation of the EV system, 
maintaining superior performance and robustness in 
various operating conditions. 

Given the comparison above, the DSIM will be 
controlled by a LQR, which will replace the traditional PI 
controller in the FOC system for speed regulation. 

Modeling of the DSIM. The stator consists of two 
pairs of windings shifted by 30°, and a short-circuited 

rotor as a classical 
induction motor. The 
spatial representation of 
the windings of the DSIM 
is illustrated on the Fig. 2, 
where Lr, Ls are the rotor 
and stator inductances, Rr, 
Rs are the rotor and stator 
resistances. 
The dynamic of the DSIM 
in the d-q reference can be 

divided into three categories of equations. 
1) Electric equations: 
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          (1) 

where Vds1, Vqs1, Vds2, Vqs2 are respectively the stator 
voltages in the d-q axis; Rs1, Rs2 are the stator resistances; 
Ls1, Ls2 are the stator inductances; ids1, iqs1, ids2, iqs2 are the 
components of the stator currents in the d-q axis; idr, iqr 
are the rotor currents in the d-q axis; ds1, qs1, ds2, qs2 
are the components of the stator flux in the d-q axis; dr, 
qr are the rotor fluxes in the d-q axis; Rr is the rotor 
resistance; s, r are the stator and rotor angular speeds. 

2) Magnetic equations: 
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where Lr is the rotor inductance; Lm is the mutual 
inductance. 

3) Mechanical equations. 
The electromagnetic torque is given as: 

 22221111 dsqsqsdsdsqsqsdsem iiiipC   ,   (3) 

where p is the number of pole pairs. 

The rotation dynamic is given as: 

 
 rrem FCC

Jt

1

d

d
,                 (4) 

where  is the rotor angular speed; J is the moment of 
inertia; Cr is the load torque; Fr is the friction coefficient. 

Modeling of the three levels neutral point 
clamped (NPC) inverter. Figure 3 illustrates a three-
level inverter. A multi-level inverter typically contains 
(n–1) capacitors in the DC link, (n–1)(n–2) clamping 
diodes, and 2(n–1) switches. Therefore, a three-level 
inverter requires 2 balancing capacitors, 2 clamping 
diodes, and 4 switches multiplied by 3 (number of 
phases). This gives us a total of 6 diodes and 12 switches. 
Table 1 summarizes the possible switching sequences. 
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Fig. 3. Three phases three levels NPC inverter 

 

Table 1 
Possible sequences of three levels NPC inverter 

K1 K2 K3 K4 Va0 
1 1 0 0 E/2 
0 1 1 0 0 
0 0 1 1 –E/2 

 

Optimal control by LQR. In this section, instead of 
using PI regulator, the LQR will be used as a speed 
regulator to ensure service continuity and robustness 
against parameters variations. To accomplish this, several 
steps will be taken, beginning with the general state space 
representation of the DSIM: 
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where [x(t)] is the state variable matrix, xn; [A] is the 
state parameters matrix, Ann; [B] is the control matrix, 
Bnm; [u(t)] is the control vector, um; [C] is the 
observation matrix; [D] is the direct action matrix; [y(t)] 
is the output matrix. While: 
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The optimality criterion can be expressed as: 

     tuRuxQxtuj TT d
0


 .           (6) 

In the case there are constraints, to obtain the 
optimal feedback coefficient, we must solve the following 
Ricatti matrix equation: 

01   QPBRBPAPPA TT .      (7) 

The introduction of the minimization criterion in 
Ricatti equation make it as follows: 

01   CQCPBRBPAPPA TTT .   (8) 

While: 

 

Fig. 2. Spatial representation 
of the DSIM windings 



Electrical Engineering & Electromechanics, 2025, no. 2 27 





























111111

111111

111111

111111

111111

111111

1.0R ;  





























100000

010000

001000

000100

000010

000001

2Q ; 





























000000

000000

001000

000100

000010

000001

B ; 









































































smmm

smmm

mrm

mrm

mrm

mrm

LLLL

LLLL

LLL

LLL

LLL

LLL

C

2
000

0
2

00

000

000

000

000

2

2

1

1

, 

where: 
1 = LmLr + LmLs1 + LrLs1; 
2 = LmLr + LmLs2 + LrLs2; 

 = LmLs
2 + LrLs

2 + 2LmLrLs; 
 = 2LmLr + LmLs + LrLs; 

Ls = Ls1 = Ls2, 
where Lm is the magnetizing inductance. 

The optimal gain can be expressed as: 
Kopt = –R–1BTP.                             (9) 

New optimal gain will be calculated starting from 
Kopt which will equal the sum of elements of Kopt  

 optopt KK1 .                         (10) 

The control law equal: 
 XKU optopt  1 .                          (11) 

As K1opt is defined, also U1opt will also be defined in 
the same way: 

 optopt UU1 .                         (12) 

The optimal controller will be used in the control loop 
as shown in Fig. 4, the global control scheme – in Fig. 5. 

 
Fig. 4. Optimal control loop 

 

 
Fig. 5. LQR global regulation loop with FOC 

Simulation results. The simulation investigates into 
the evaluation of the LQR implemented on a control 
system of the DSIM. It includes 3 distinct tests. 

Test 1. The precision in tracking reference speed, 
settling time, and overshoot are examined to gauge the 
regulator’s performance under different conditions. 

Test 2. The regulator’s resilience against parameter 
variations such as stator resistance, rotor resistance and 
inertia under load torque conditions is tested, aiming to 
ensure stable operation amidst the fluctuations that are 
encountered in the real world. 

Test 3. The simulation examines the regulator and 
the DSIM robustness against phase disturbances for 
enhancing its reliability in practical scenarios. 

Through these meticulous assessments, valuable 
insights are gained into the effectiveness and durability of 
the LQR regulator in controlling the DSIM system across 
diverse operating conditions in objective to ensure service 
continuity and high performance against parameters 
variations and external disturbances. 

The parameters of the DSIM used in this study are 
defined in Table 2. 

Table 2 
Parameters of the DSIM 

Parameter Value Parameter Value 
Rs,  3.72 Lr, H 0.006 
Rr,  2.12 Lm, H 0.4092 
Ls, H 0.022 J, kgm2 0.0625 

p 1 Fr 0.001 
 

Test 1. Speed tracking and disturbance rejection. 
The motor is initiated with a reference speed ref = 200 rad/s 
(Fig. 6). The response shows a settling time of 0.25 s, without 
overshoot and a precision level of 99 %. At the moment of 
0.5 s, the speed reference is transitioned to 300 rad/s. 
Clearly, the system demonstrates the same stabilizing 
time of 0.25 s, coupled with an absence of overshoot 
(0 %) with a precision level of 99 %. These results 
underscore the LQR regulator’s particular ability to 
quickly and accurately track reference speed changes. 
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r ref 

 
Fig. 6. Performance evaluation of LQR regulator in tracking 

 

The current curves are observed to be non-ideal 
sinusoidal waveform and shifted by 120° (Fig. 7, 8). The 
currents of the second stator are shifted by 30° from the first 
stator. During the first 0.25 s, the currents undergo a transient 
phase before stabilizing at a peak value of 29 A. Then, at 
t = 0.5 s, the reference speed undergoes a sudden transition, 
reaching 300 rad/s. This change in speed results in a change 
in power, according to the relationship P = Cem. 
Consequently, the currents also evolve, reaching a lower 
peak value of 20 A in response to the change in speed. 
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Fig. 7. Stator 1 currents 
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Fig. 8. Stator 2 currents 

 

Figure 9 illustrates the response of the DSIM 
controlled by an LQR regulator. Initially, the system starts 
unloaded with a reference speed set to 150 rad/s. The 
DSIM reaches this target speed rapidly, within 0.2 s, 
achieving a precision of 99 %, with a resulting speed of 
151.5 rad/s. At t = 0.5 s, a resistant torque of 10 Nm is 
applied, causing the speed to decrease to 148.8 rad/s. 
When the load torque is removed at t = 1 s, the speed 
recovers to 151.5 rad/s. Despite these disturbances, the 
DSIM demonstrates robust performance, maintaining a 
response precision of 99 %. 
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Fig. 9. Speed response of DSIM under load torque 

 

Figure 10 shows that depicts the system’s response 
when load torque is introduced at 0.5 s. DSIM promptly 
generates an electromagnetic torque equal to load torque. 
At t = 1 s, when the load torque is removed, the 
electromagnetic torque returns to 0. The system 
demonstrates a stabilization time of 0.1 s in both scenarios. 
Notably, small ripples of approximately ±8 Nm are 
observed around the generated torque, indicating minor 
fluctuations. This response highlights the DSIM’s ability to 
swiftly adapt to load torque changes while maintaining 
overall stability within a tight time frame. 
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Fig. 10. DSIM torque response to load torque introduction 

 
Test 2. Parameter variations evaluation. The 

simulation (Fig. 11–13) shows the response of the DSIM 
controlled with LQR regulator under parameters variations 
such as J, Rs and Rr. Initially, the motor operates with 
parameters Rs = 3.72 , Rr = 2.12  and J = 0.0625 kgm2. 
When these parameters are multiplied by 1.5 at instant 
t = 0.5 s, the new values become Rs = 5.58 , Rr = 3.18  
and J = 0.09375 kgm2. Then, at t = 1 s, the parameters are 
doubled, resulting in Rs = 7.44 , Rr = 4.24  and 
J = 0.125 kgm2. Despite these substantial variations, the 
motor maintains stable performance in all scenarios. This 
constancy demonstrates the robustness of LQR controller 
against parametric changes, highlighting its ability to 
effectively regulate the system and minimize deviations 
from the set point, regardless of the conditions, thus 
ensuring precise and stable control of the system in 
changing conditions. 
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Fig. 11. Motor response under moment of inertia variations 
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Fig. 12. Motor response under stator resistance variations 
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Fig. 13. Motor response under rotor resistance variations 

 

Test 3. Phase fault evaluation. In the final test phase, 
the motor will start with a load torque 10 Nm, followed by 
the introduction of a phase fault at 1.5 s (Va = 0), which 
represents challenging conditions, with a speed reference 
of 300 rad/s (Fig. 14). Despite the phase fault and the load 
torque, one can see that the DSIM continues operating 
with a speed value equal to 299 rad/s, ensuring service 
continuity. Additionally, small ripples of approximately 
±1 rad/s around the reference speed are observed, 
highlighting the system’s ability to maintain stability even 
under challenging and degraded conditions. The current in 
the faulty phase (phase A) is shown in Fig. 15. Ideally, the 
current in phase A should be 0, but due to interactions of 
magnetic fluxes, a current is induced in phase A. This 
phenomenon can be explained by mutual inductance, 
where the changing magnetic field produced by currents 
in other phases induces a current in the faulty phase.  

 

 , rad/s 

t, s

ref r

ref 
r 

 
Fig. 14. Speed under load torque and phase fault 
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Fig. 15. Fault phase current Isa1 

 

Conclusions. The evaluation of the Linear Quadratic 
Regulator (LQR) applied to the dual star induction motor 
system (DSIM) through a series of rigorous tests has yielded 
promising results. In the precision test, the LQR regulator 
showcased high accuracy in tracking reference speed changes 
with zero overshoot and swift stabilization times, ensuring 
precise control. Furthermore, the robustness test against 
parameter variations demonstrated the regulator’s resilience, 

maintaining stable motor performance even with doubled 
stator and rotor resistances and inertia. Additionally, the 
introduction of load torque displayed the system’s ability to 
swiftly adapt while sustaining stable performance. Moreover, 
in the face of a phase fault and load torque at the same time, 
the DSIM maintained almost the same speed, with minor 
fluctuations around the reference speed, ensuring service 
continuity and stability. These results affirm the effectiveness 
and reliability of the LQR regulator and the DSIM in 
facilitating precise control and stability applications, without 
the need for simplifying assumptions, thereby contributing to 
the advancement of electric vehicle technology. 

For further developments to enhance this technique, 
adaptive control algorithms such as fuzzy logic or neural 
networks can be used to improve precision and settling 
time by changing current classical PI regulators by one of 
the adaptive algorithms. 
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Global maximum power point tracking method for photovoltaic systems 
using Takagi-Sugeno fuzzy models and ANFIS approach 
 

Introduction. A new global maximum power point tracking (GMPPT) control strategy for a solar photovoltaic (PV) system, based on 
the combination of Takagi-Sugeno (T-S) fuzzy models and an ANFIS, is presented. The novelty of this paper lies in the integration of 
T-S fuzzy models and the ANFIS approach to develop an efficient GMPPT controller for a PV system operating under partial 
shading conditions. Purpose. The new GMPPT control strategy aims to extract maximum power from the PV system under varying 
weather conditions or partial shading. Methods. An ANFIS algorithm is used to determine the maximum voltage, which corresponds 
to the actual maximum power point, based on PV voltage and current. Next, the nonlinear model of the PV system is employed to 
design the T-S fuzzy controller. A reference model is then derived based on the maximum voltage. Finally, a tracking controller is 
developed using the reference model and the T-S fuzzy controller. The stability of the overall system is evaluated using Lyapunov’s 
method and is represented through linear matrix inequalities expressions. The results clearly demonstrate the advantages of the 
proposed GMPPT-based fuzzy control strategy, showcasing its high performance in effectively reducing oscillations in various 
steady states of the PV system, ensuring minimal overshoot and a faster response time. In addition, a comparative analysis of the 
proposed GMPPT controller against conventional algorithms, such as Incremental Conductance, Perturb & Observe and Particle 
Swarm Optimization, shows that it offers a fast dynamic response in finding the maximum power with significantly less oscillation 
around the maximum power point. References 20, tables 3, figures 14. 
Key words: photovoltaic system, maximum power point tracking, Takagi-Sugeno fuzzy model, linear matrix inequalities. 
 

Вступ. Представлена нова глобальна стратегія відстеження точки максимальної потужності (GMPPT) для сонячної 
фотоелектричної (PV) системи, заснована на комбінації нечітких моделей Такагі-Сугено (T-S) і ANFIS. Новизна статті 
полягає в інтеграції нечітких моделей T-S і підходу ANFIS для розробки ефективного контролера GMPPT для PV системи, що 
працює в умовах часткового затінення. Мета. Нова стратегія контролю GMPPT спрямована на отримання максимальної 
потужності від PV системи за змінних погодних умов або часткового затінення. Методи. Алгоритм ANFIS 
використовується для визначення максимальної напруги, яка відповідає фактичній точці максимальної потужності, на основі 
PV напруги та струму. Далі нелінійна модель PV системи використовується для розробки нечіткого контролера T-S. Потім 
на основі максимальної напруги виводиться еталонна модель. Нарешті, контролер стеження розроблено з використанням 
еталонної моделі та нечіткого контролера T-S. Стійкість системи в цілому оцінюється за допомогою методу Ляпунова і 
представляється у вигляді лінійних матричних нерівностей. Результати чітко демонструють переваги запропонованої 
стратегії нечіткого керування на основі GMPPT, демонструючи її високу продуктивність щодо ефективного зменшення 
коливань у різних сталих станах PV системи, забезпечуючи мінімальне перерегулювання та швидший час відгуку. Крім того, 
порівняльний аналіз пропонованого контролера GMPPT із звичайними алгоритмами, такими як Incremental Conductance, 
Perturb and Observe та Particle Swarm Optimization, показує, що він пропонує швидку динамічну реакцію у пошуку максимальної 
потужності зі значно меншими коливаннями навколо точки максимальної потужності. Бібл. 20, табл. 3, рис. 14. 
Ключові слова: фотоелектрична система, відстеження точки максимальної потужності, нечітка модель Такагі-Сугено, 
лінійні матричні нерівності. 
 

Introduction. Fossil energy has several drawbacks, 
such as environmental pollution, climate change 
contributions, and resource depletion. In contrast, renewable 
energy, like solar and wind power, offers advantages like 
reduced environmental impact, sustainability, and the 
potential for job creation and innovation in clean energy 
technologies. Photovoltaic (PV) solar energy offers 
compelling advantages. It is a clean and sustainable source 
with zero emissions, reducing environmental impact. 
Moreover, solar modules are durable, low-maintenance, and 
cost-effective over their long lifespan. Scalability makes PV 
systems versatile for diverse applications, from homes to 
large-scale projects. Abundant sunlight in many regions 
promotes energy independence, diminishing reliance on 
finite resources. Ongoing technological advancements 
further enhance efficiency and affordability, making PV 
solar an increasingly attractive and accessible choice for 
renewable energy [1, 2]. 

The PV system consists of solar modules that 
transform sunlight into DC electricity and a DC-DC 
converter, which plays a pivotal role by facilitating the 
efficient power transfer from the solar modules to the load. 
Its primary function is to match the varying voltage levels 
between the PV module and the load or storage system [3]. 
In essence, it optimizes power extraction from the solar 

modules by maintaining the output voltage at the maximum 
power point Vmpp a task typically controlled by the 
Maximum Power Point Tracking (MPPT) algorithm [4, 5]. 

Many conventional MPPTs methods have been 
proposed in the literature, these include Perturb and 
Observe (P&O) [6, 7], Incremental Conductance (InCond) 
[8, 9] and Hill Climbing [10]. However, each method has 
its application challenges and inherent disadvantages. For 
instance, P&O is susceptible to oscillations around the 
maximum power point and may result in power losses, 
especially under rapidly changing irradiance conditions. 
InCond, while more efficient, can exhibit sensitivity to 
noise and instability. Hill Climbing methods may struggle 
in partially shaded conditions and exhibit slow 
convergence to the optimal operating point. 

Additionally, these conventional MPPT approaches 
may not fully exploit the potential of PV systems under 
dynamic environmental conditions. As a result, exploring 
advanced and adaptive MPPT techniques becomes crucial 
to overcoming these limitations and improving overall 
performance [11]. On the other hand, shading introduces 
multiple peaks and valleys in the power-voltage 
characteristic, leading to inaccurate MPPT operation. 
These conventional methods may experience slow 
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convergence and oscillations and may even be trapped in 
local maximum power points, resulting in sub-optimal 
energy harvesting. To address these limitations, advanced 
MPPT techniques, often incorporating intelligent 
algorithms and adaptive strategies, are increasingly 
explored to enhance performance in partial shading 
conditions [12]. 

Over the past few years, numerous fuzzy MPPT 
controllers have been suggested, leveraging Takagi-
Sugeno (T-S) fuzzy models [13, 14]. The fundamental 
concept behind T-S fuzzy models is to represent a process 
by aggregating linear models, facilitating the construction 
of fuzzy controllers using a technique called parallel-
distributed compensation (PDC) [15]. Determination of 
fuzzy controller gains is dependent on the stability 
conditions of the augmented T-S fuzzy system, which can 
be readily formulated as linear matrix inequalities and 
efficiently solved through convex optimization 
techniques. In [16] the InCond algorithm is utilized to 
ascertain the reference voltage. Subsequently, it is 
combined with a T-S MPPT-based fuzzy controller. Other 
studies, such as [17], calculated the reference voltage 
employing a T-S reference model incorporating, as inputs 
measurements of temperature and irradiation. An 
alternative approach involves, an MPP searching 
algorithm, which evaluates the changing levels of 
irradiation and temperature. This algorithm instantly 
calculates the partial power derivative which respect to 
the PV cell current and generates the reference state 
required for tracking with a PDC controller. 

Purpose. This work aims to design a Global 
Maximum Power Point Tracking (GMPPT) controller 
using the adaptive ANFIS technique to accurately track 
the global maximum power point in the presence of 
partial shading. ANFIS uses PV current and PV voltage 
as inputs to generate the maximum voltage. Subsequently, 
a T-S fuzzy controller ensures maximum energy 
transmission, enhancing the PV system’s efficiency. The 
efficacy of the proposed T-S fuzzy method is assessed 
through the total-cross-tied configuration, partial shading 
as well as under sudden solar irradiance changes. 

PV system modeling. As seen in Fig. 1, the PV 
system under consideration is made up of a PV panel, a 
DC/DC boost converter, and a DC load.  

 

 
Fig. 1. PV system 

 

PV system parameters applied in this study are as 
follows: 

 I and V denote, respectively, the PV output current 
and voltage; 

 iL, i0, V0 and u denote, respectively, the converter’s 
self-inductance current, load current, load voltage and 
duty cycle; 

 C1, C2, L, RL, Rm and vd denote, respectively, the 
input capacitor, output capacitor, boost inductance, 

resistance of self-inductance, resistance characterizing the 
loss through the electronic switch (MOSFT) and diode’s 
forward voltage.  

PV panel model. According to the electrical circuit 
of PV panel (Fig. 2), the PV current can be described by 
[17, 18]: 
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where Is is the cell saturation current in the dark; Iph is the 
light-generated current; Rsh and Rs are the shunt and the 
cell series resistances respectively; q, k, T, np, A are, 
respectively, the electron charge, Boltzmann constant 
(1.3810−23 J/K), cell temperature, number of parallel solar 
cells and the ideal factor.  

 
 

 
Fig. 2. Electrical equivalent model of PV module 

 

Equation (2) describes the light-generated current 
Iph, which is dependent on cell temperature T and sun 
irradiation G: 

Iph = G(Isc + KI(T – Tr)),                       (2) 
where Isc is the cell short-circuit current at T = 25 C and 
G = 1 kW/m2; KI, Tr, G are, respectively, the cell’s short-
circuit current temperature coefficient, cell’s reference 
temperature and solar irradiation.  

Conversely, the saturation current is dependent on 
cell temperature according to the following expression:  































TTkA

qE

T

T
II

r

g

r
rss

11
exp

3

,            (3) 

where Eg is the band-gap energy of the semiconductor used 
in the cell; Irs is the reverse saturation current given by: 
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where Voc is the open-circuit voltage. 
The considered PV panel is simulated using the 

MATLAB/Simulink model illustrated in Fig. 3 with the 
values provided in Table 1. The PV panel is composed of 
36 cells, as shown in Fig. 4. 

 
 

 
Fig. 3. Simulink model of PV panel 
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Fig. 4. Simulink model of PV panel cells  

 

Table 1 
PV panel parameters 
Parameter Value 

Ideal factor of PV cell A, V 1.1 
Shunt resistance Rsh, Ω 360 
Cells connected in series ns 36 
Number of module in parallel np  1 
Series resistance Rs, Ω 0.18 
Temperature reference T0, K 298 
Irradiation reference G0, W/m2 100 
Nominal short-circuit current Iscn, A 3.8 
Open-circuit voltage Voc, V 21.6 

 

P-V characteristic (Fig. 5) shows the significant 
impact of solar irradiation and cell temperature on the 
fluctuation of the PV module’s maximum power Pmax, 
which translates to an ideal PV output voltage 
Vmax = Vmpp. On the other hand, when the PV module is 
partially shaded, it gives rise to the occurrence of multiple 
operating points on its P-V characteristic plot. 

 

 
P, W 

V, V 

 
Fig. 5. P-V characteristic of a PV module 

 

DC-DC boost converter model. The dynamic model 
of DC-DC boost converter can be described as [17]: 
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By using (5) and adding a new state, such as 
u  = upv, the PV system can be described as: 
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The considered boost converter parameters are given 
in Table 2. 

Table 2 
Boost converter parameters 

Parameter Value
Output capacitor C1, F 50 
Input capacitor C2, F 220 
Resistance of self-inductance RL, Ω 0.5 
Resistance of IGBT characterizing Rm, Ω 0.05 
Load resistance R, Ω 35 
Inductor L, H 180 
Diode’s forward voltage vd, V 1.9 

 

Proposed GMPPT method. The purpose of this 
study is to design a feedback controller using T-S fuzzy 
models and ANFIS technique that permit to maximize the 
output power of the PV Panel. The primary objective is to 
ensure that the PV system states follow x = [iL  V  upv]

T 
precisely a desired reference xd = [iLd  Vd  upvd]

T regardless 
of varying weather conditions and partial shading. The 
initial stage involves designing a T-S fuzzy controller 
using the nonlinear mathematical model of the PV 
system. Subsequently, a desirable reference model and a 
nonlinear tracking controller are determined using a 
maximum voltage Vmax = Vmpp which can be determined 
using an ANFIS. Consequently, the control scheme 
depicted in Fig. 6 is proposed. 

 

 
Fig .6. Control scheme of proposed GMPPT method 

 

ANFIS design. The implementation of an ANFIS for 
the prediction of the maximum voltage is illustrated in Fig 7.  

Simulink/SimPower models of the PV module 
operating in diverse climatic conditions and under various 
partial shading, scenarios are employed to create the training 
dataset for the ANFIS. These datasets encompass predictor 
inputs and corresponding desired output values. The system 
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involves two inputs, the PV voltage and PV current and a 
single output representing the maximum PV voltage which 
corresponds to the actual maximum power point. The 
ANFIS network formulates fuzzy rules based on a provided 
input-output dataset, utilizing suitable membership 
functions whose shape parameters are adjusted in the 
learning phase. The training process employs a hybrid 
learning method that integrates the least squares approach 
with the back-propagation gradient descent algorithm. 

 

 
Fig. 7. ANFIS flowchart 

 

Fuzzy modeling of the PV system. To design the 
feedback T-S controller, the nonlinear system given by 
(6) is converted into a T-S fuzzy model. This 
transformation is achieved by considering the converter 
inductance current iL and the load voltage V0 as decision 
variables. Consequently, the following state space 
representation is produced: 

         ttButxViAtx L  0, ,                (7) 

where: 
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Assuming that the output load voltage and the boost 
inductance current are bounded as: 

000, VVViii LLL  ,                (8) 

and using the nonlinearity transformation sector approach 
[19], the mathematical model of the PV system (7) can be 
given by a fuzzy models with r = 2n = 22 = 4 If-Then 
rules, as follows: Rule i: If z1(t) is F1i and z2(t) is F2i. Then  

        rittuBtxAtx ii ,...,1,   , 

where z1 = iL and z2 = V0 are the premise variables, F11, 
F12, F21, F22 are the membership functions given by: 
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The sub-matrices are defined as:  
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The overall output of the T-S fuzzy model can be 
given by: 
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where           
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T-S fuzzy controller gains. The aim is to develop a 
feedback fuzzy controller that can steer the state of the PV 
system, denoted as x(t), to closely match a reference 
model xd(t). Subsequently, the feedback tracking control 
must adhere to the following conditions: 

x(t) – xd(t) 0 as t .                    (11) 

The derivative of the tracking error  tx~  can be 

defined as:  

     txtxtx d ~ .                         (12) 

By substituting (10) in (12) and adding the term 

      txtxAzh di
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i
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1

, equation (12) becomes: 
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Equation (13) can be written as: 
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T-S feedback controllers are developed to solve the 
control problem as outlined below. 

Controller rule i: If z1(t) is F1i and z2(t) is F2i Then 
u(t) = –Ki x~ (t).  

The final output of the fuzzy controller is given as: 
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By applying T-S control law (16) to model (14), the 
closed-loop system is represented as: 
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By letting Gij = (Ai – BiKj), equation (17) can be 
expressed as: 
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To compute the feedback controller gains Ki, the 
subsequent theorem is taken into consideration [20]. 

Theorem: T-S fuzzy system described by (18) is 
globally asymptotically stable if there exists a matrix 
X > 0, a diagonal matrix Q, matrices Mi and matrices Zij 
with: Zii = Zii

T and Zji = Zij
T for ij, such that: 
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The feedback controller gains can be extracted as: 
Ki = Mi X

–1.                             (22) 
Controller law and reference model. The 

controller law u(t) and the variables of the desired 
reference model, represented by xd(t), can be determined 
through the utilization of (15), which is restated as: 
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Noting that: 
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Then, equation (23) can be rewritten as the 
following compact form:  

    ddLu xxViAuB   0, .           (25) 

In matrix notation, the equation (25) can be given as: 
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where 
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It is important to highlight that the optimal reference 
and the nonlinear controller are calculated based on the 
optimal voltage reference which corresponds to the 
maximum voltage Vd = Vmax. The second equation of (26) 
implies: 

  dpvdd VCiVi 
1 .                     (27) 

From the initial equation in (26), it can be inferred 
that: 
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.       (28) 

The nonlinear tracking control is derived from the 
third equation in (26), as outlined below:  

    uddd VuVu   .                    (29) 

Figure 8 shows the configuration of the proposed 
MPPT controller and its key components. The first block 
is dedicated to the calculation of the maximum voltage 
Vmax. This computation involves a fuzzy inference system 
that takes PV voltage V and PV current I measurements as 
inputs. Next, Vmax is utilized by the desired reference 
block to produce xd using (27) and (28). Following this, 
the fuzzy controller generates the fuzzy control signal 
utilizing (16), derived from the error e(t) between the 
current and desired states. This generated signal is then 
utilized by the nonlinear controller block, employing (29) 
to produce the ultimate control signal. Further insights 
into the fuzzy inference system block will be provided in 
the subsequent section. 

 
Fig. 8. Diagram of the control strategy 

 

Simulation results. To validate the proposed 
method’s efficacy, simulation tests of the PV system were 
conducted using the Simulink model (Fig. 9). 

 
Fig. 9. Simulink model of the proposed control method 

 

The obtained T-S feedback gains are computed as: 
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The maximum voltage, which corresponds to the 
peak power corresponding to the peak power, is 
calculated using an MPPT algorithm based on the ANFIS 
algorithm (see Fig. 7). This algorithm relies on a database 
constructed from the P-V characteristic, where fuzzy 
membership functions model the PV voltage and PV 
current. This method establishes a fuzzy relationship 
between these parameters and the maximum voltage. 

The initial simulation is conducted under diverse 
conditions with variable solar radiance and temperature, 
assuming temperatures and irradiation levels as illustrated 
in Fig. 10,a and Fig. 10,b, respectively. 
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Fig. 10. Temperature (a) and radiance (b) profiles for the first test 

 

Figures 11,a,b display the responses of PV voltage 
and PV power, respectively, while Fig. 11,c,d depict the 
responses of the boost converter current and control 
signal. Notably, the steady states align precisely, with the 
desired trajectories, remaining unaffected by variations in 
solar irradiation and cell temperature. This precision in 
tracking optimal paths contributes significantly to the 
enhanced extraction of available solar power and the 
overall performance of the system. 
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a) PV output voltage 
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b) PV output power 
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c) Inductance current of boost converter 
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Fig. 11.Simulation results for various atmospheric conditions 
 

The second test involves maintaining a constant 
temperature while varying irradiation levels as shown in 
Fig. 12,a. The corresponding response of the output power 
is depicted in Fig. 12,b. One can clearly see that the steady 
states of the system exactly follow the optimal trajectories 
and remain consistent despite in cell temperature and sun 
irradiation. The precision with which the system stays on 
the best courses is critical to optimizing solar energy use 
and raising the overall system’s efficiency. 
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a) Irradiation profile 
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Fig. 12. Simulation results for sudden change of atmospheric 
conditions 

 
The third test is conducted under partial shading 

conditions for a PV panel consisting of 36 cells, with 4 cells 
shaded, maintaining a constant temperature of T = 25 °C and 
solar irradiation of G = 1000 W/m². P-V characteristic 
curve reveals 2 maximum power points: a local maximum 
of 29.91 W and a global maximum of 52.76 W (Fig. 13,a). 
To assess its performance, the proposed fuzzy method is 
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compared to conventional methods such as P&O, 
IncCond, and Particle Swarm Optimization (PSO). 
Figure 13,b presents the responses of the PV output 
power under partial shading conditions. 
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Fig. 13. Simulation results for the third test 
 

One can clearly see that the PSO as well as the 
proposed methods can identify the global maximum amid 
various local maxima and quickly stabilize at the 
maximum global. However, the proposed controller 
exhibits a rapid response time, efficiently locating and 
maintaining the global maximum without oscillations. 
Moreover, conventional methods such as P&O and 
IncCond tend to stabilize at the minimum power. 

The fourth test is conducted under partial shading 
conditions for a PV panel consisting of 36 cells, with 8 cells 
shaded, maintaining a constant temperature of T = 25 °C and 
solar irradiation of G = 1000 W/m². P-V characteristic 
curve reveals 3 maximum power points, including 2 local 
maxima of 37.86 W and 21.37 W, along with a global 
maximum of 40.86 W (Fig. 14). Performance evaluation 
involves a comparison of the proposed fuzzy method with 
well-known methods such as P&O, IncCond and PSO. 

 

0 5 10 15 20
0

20

40 P, W 

V, V 

40.86 W 

 
a) P-V characteristic 

0 1 2 3
Ti ( )

0

20

40

P&O
PSO
IncCond
TS-ANFIS
P

max
0 0.01 0.02

0

20

40.86
1 1.05 1.1

37.86

40.86

 

t, s

P, W 

 
b) PV output power 

Fig. 14. Simulation results for the fourth test 

Simulation tests confirm that the developed MPPT-
based controller effectively guides the steady states to 
closely match the optimal operating points, displaying 
minimal oscillation. Conversely, the PV system responses 
under the compared methods exhibit notable fluctuations 
across different states. 

Additionally, the performance of the proposed and 
comparative methods is evaluated through many indexes 
such as root mean square error, MPPT energetic 
efficiency, and MPPT energetic error. 

The root mean square error is defined as: 
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The relative tracking error: 
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The obtained indexes for the proposed and compared 
methods are summarized in Table 3. 

Table 3 
Comparison of different MPPT methods 

Index P&O InCond PSO Proposed 
Erms 0.2891 0.2182 0.0575 0.0215 
 46.2568 46.8910 97.1906 98.1256 
e 5.2918 5.3109 2.8094 1.0295 

 

This comparative study demonstrates the 
effectiveness of the proposed control strategy in 
overcoming the limitations associated in traditional 
controllers. It is demonstrates also that the proposed 
controller delivers a faster dynamic response, significantly 
reduced oscillation around the maximum power point, and 
overall superior performance. 

Conclusions. This paper presents a highly effective 
Takagi-Sugeno fuzzy controller for global maximum 
power point tracking in PV conversion systems. This 
controller demonstrates the capability to guide the PV 
system in swiftly tracking a desired reference model with 
minimal oscillations during rapid weather changes and 
under partial shading conditions. 

The desired reference model is determined by the 
ANFIS algorithm based on the maximum voltage. Fuzzy 
controller gains are computed according to specific 
conditions shown in linear matrix inequalities and are 
determined using optimization tools. Simulation results, 
alongside comparisons to classic Incremental Conductance, 
Perturb & Observe and Particle Swarm Optimization 
algorithms, demonstrate the effectiveness of the proposed 
fuzzy tracking control scheme in managing the PV system 
across various operating conditions. Addressing practical 
implementation and robustness concerns remains a focus 
for future research endeavors. 
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Integrating dual active bridge DC-DC converters: 
a novel energy management approach for hybrid renewable energy systems 
 

Introduction. Hybrid renewable energy systems, which integrate wind turbines, solar PV panels, and battery storage, are essential for 
sustainable energy solutions. However, managing the energy flow in these systems, especially under varying load demands and climatic 
conditions, remains a challenge. The novelty of this paper is introduces a hybrid renewable energy system structure using Dual Active 
Bridge (DAB) DC-DC converters and an energy management strategy (EMS) to control power flow more effectively. The approach includes 
a dump load mechanism to handle excess energy, offering a more efficient and flexible system operation. The purpose of this study is to 
develop a novel approach to managing and controlling hybrid renewable energy systems, specifically through the use of a DAB DC-DC 
converter. Unlike traditional methods that may struggle with efficiency and flexibility, our approach introduces an innovative EMS that 
leverages a reduced neural network block for real-time optimal power tracking and a sophisticated control system to adapt to dynamic 
conditions. This approach aims to improve the flexibility of the system, enhance energy utilization, and address the limitations of existing 
methods by ensuring rapid and efficient responses to changes in load and climatic conditions. The primary goal of this study is to improve 
the performance and reliability of hybrid renewable energy systems by optimizing energy distribution and battery management. The strategy 
aims to ensure continuous energy availability, enhance battery lifespan, and improve system response to dynamic changes. Methods. The 
proposed EMS was developed and tested using MATLAB/Simulink. The system’s control mechanism prioritizes battery charging when 
renewable energy output exceeds demand and redirects excess energy to a dump load when necessary. Simulations were conducted under 
various load and climatic conditions to assess system performance. Results. The simulation results demonstrate that the proposed strategy 
effectively manages energy flow, ensuring optimal power distribution, quick adaptation to load changes, and maintaining the battery’s state 
of charge within safe limits. Practical value. The system showed improved stability and efficiency, validating the effectiveness of the control 
strategy in enhancing the overall performance of hybrid renewable energy systems. References 33, tables 3, figures 13. 
Key words: hybrid renewable energy system, dual active bridge DC-DC converter, energy management strategy, maximum 
power point tracking. 
 

Вступ. Гібридні системи відновлюваної енергетики, які об’єднують вітряні турбіни, сонячні фотоелектричні панелі та 
акумуляторні батареї, є важливими для стійких енергетичних рішень. Однак управління потоком енергії в цих системах, 
особливо за змінних вимог до навантаження та кліматичних умов, залишається проблемою. Новизна цієї статті полягає в 
представленні гібридної структури системи відновлюваної енергії з використанням подвійних активних мостів (DAB) DC-DC 
перетворювачів і стратегії управління енергією (EMS) для більш ефективного контролю потоку електроенергії. Цей підхід 
включає механізм скидання навантаження для обробки надлишкової енергії, що забезпечує більш ефективну та гнучку роботу 
системи. Метою цього дослідження є розробка нового підходу до управління та контролю гібридних систем відновлюваної 
енергії, зокрема за допомогою перетворювача DAB DC-DC. На відміну від традиційних методів, які можуть мати проблеми з 
ефективністю та гнучкістю, наш підхід запроваджує інноваційну EMS, яка використовує зменшений блок нейронної мережі для 
відстеження оптимальної потужності в реальному часі та складну систему керування для адаптації до динамічних умов. Цей 
підхід спрямований на покращення гнучкості системи, покращення використання енергії та усунення обмежень існуючих 
методів шляхом забезпечення швидкої та ефективної реакції на зміни навантаження та кліматичних умов. Основною метою 
цього дослідження є покращення продуктивності та надійності гібридних систем відновлюваної енергії шляхом оптимізації 
розподілу енергії та керування батареями. Стратегія спрямована на забезпечення безперервної доступності енергії, збільшення 
терміну служби акумулятора та покращення реакції системи на динамічні зміни. Методи. Запропонована EMS була 
розроблена та протестована за допомогою MATLAB/Simulink. Механізм керування системою надає пріоритет зарядці батареї, 
коли вихід відновлюваної енергії перевищує попит, і за необхідності перенаправляє надлишкову енергію на скидання. Для оцінки 
продуктивності системи було проведено моделювання за різних навантажень і кліматичних умов. Результати моделювання 
демонструють, що запропонована стратегія ефективно керує потоком енергії, забезпечуючи оптимальний розподіл 
потужності, швидку адаптацію до змін навантаження та підтримку стану заряду батареї в безпечних межах. Практична 
значимість. Система продемонструвала покращену стабільність та ефективність, підтверджуючи ефективність стратегії 
керування для підвищення загальної продуктивності гібридних систем відновлюваної енергії. Бібл. 33, табл. 3, рис. 13. 
Ключові слова: гібридна система відновлюваної енергії, подвійний активний мостовий DC-DC перетворювач, 
стратегія управління енергією, відстеження точки максимальної потужності. 
 

Introduction. Renewable energy sources (RESs) are 
gaining increasing attention as a sustainable alternative to 
traditional fossil fuels, which have negative environmental 
impacts and limited availability. Various RESs, such as solar, 
wind, and hydropower, have been developed to harness clean 
and abundant energy from natural resources [1–5]. However, 
single source renewable energy systems have several 
limitations, such as intermittency, variability, and low 
efficiency. To overcome these limitations, hybrid renewable 
energy system (HRES) is an effective solution [6–8]. 

HRESs combine two or more RESs to improve the 
system’s reliability, stability, and performance [9–11]. 
These systems can be configured in various ways, 
depending on the available RESs, system requirements, 
and design constraints. The most common configurations 
include PV/wind hybrid systems [9], PV/hydropower 
hybrid systems, and wind/fuel cell hybrid systems [6]. 

Several studies have been conducted to evaluate the 
performance and efficiency of different HRESs. These 
studies employ various methodologies, including 
simulation, optimization and experimental analysis [10]. 

In recent years, significant progress has been made in the 
field of HRESs, with numerous studies reporting successful 
implementation of these systems in various applications, such 
as rural electrification, microgrids and building integration 
[11]. However, challenges such as cost-effectiveness, 
scalability, and reliability still need to be addressed to facilitate 
the widespread adoption of HRESs [12]. 

In the literature we can distinguish several structures 
of hybrid systems based on renewable energies, there are 
two more useful types of hybrid system structures, 
specifically the DC bus structure [1–12] and the multiport 
converter structure [13], irrespective of their operating 
mode, standalone and grid-connected mode. 
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HRES based on ordinary DC-DC converters is a 
configuration that combines various RESs, including solar 
panels, wind turbines (WTs) and batteries [14], integrating 
them into a shared DC bus. This approach involves 
converting the energy generated by these sources into DC 
and merging them into a unified bus, enabling efficient 
energy management and optimal resource utilization [15]. 

Another approach looks at the implementation of a 
new secondary structure designed to streamline protection 
measures, minimizing the need for protection circuits. 
Another advantage of this type of structure is to ensure 
galvanic isolation without additional circuits [16], thereby 
enhancing safety and reducing electromagnetic interference. 

This research embarks on a comprehensive exploration 
of a specific HRES configuration, strategically integrating 
solar panels, WT, a load and a dump load. At the heart of this 
integration is a battery storage system, the latter is connected 
to the other elements by a DC-DC Dual Active Bridge 
(DAB) converter, a technological cornerstone streamlining 
the interconnection of various energy sources [17–19]. The 
DAB converter, equipped with a single-phase high-
frequency transformer, also strengthens the system against 
voltage fluctuations and other operational challenges. 

The orchestration of this energetic symphony relies 
largely on a sophisticated control strategy. The crux of this 
strategy lies in the manipulation of the phase shift within 
each transformer. This control ensures optimal contributions 
from each energy source to interconnected loads, aligning 
with constantly fluctuating power demands. The battery 
storage system, the central element of this arrangement, 
seamlessly transitions between charging and discharging 
modes, acting as a stabilizing force that mitigates the impact 
of intermittent renewable sources. 

The impact of climatic conditions on power availability 
is uncertain; the operating point often changes, to control the 
latter the DABs are controlled by a PI regulator, whose 

reference is precomputed by a reduced neural network block 
and a structural approximation which makes it possible to 
extract the maximum power point (MPP) of photovoltaic 
(PV) array [20] and WT energy [21].  

The goal of the paper is to enhance the flexibility 
and efficiency of HRESs by developing an advanced 
control strategy. This approach aims to improve the 
adaptability of the system’s structure and streamline the 
management of currents supplied or consumed by different 
components. The paper introduces a novel method for 
optimizing the use of RESs, utilizing a reduced neural 
network block for precise reference calculation. It focuses 
on effective energy management based on the State of 
Charge (SOC) of the battery and the load requirements. 
The proposed strategy ensures a rapid and adaptive 
response to load fluctuations, sudden changes in climatic 
conditions, and variations in energy availability. 
Performance evaluation is conducted through simulations 
using MATLAB/Simulink, with results compared to 
existing control strategies and management approaches. 

System performance is simulated using the 
MATLAB/Simulink software; results were compared to 
the control approach to management organization charts. 

System description. This paper carries out a HRES, 
depicted in Fig. 1, comprises a permanent magnet 
synchronous generator (PMSG) WT, solar PV panels, a 
variable load, and a dump load, these components are 
interconnected with a battery energy storage system each 
through a DAB DC-DC converter [19]. 

With the PV panel as the first input, the PMSG WT 
as the second input, the third input linked to the load, the 
fourth is gave to the dump load and the common and the 
fifth designated for the battery. The system operates 
independently in standalone mode. 

 

 
Fig. 1. Structure of the studied HRES 

 

To regulate both the quantity and direction of power 
transfer, the rectangular waveforms generated exhibit 
controlled phase shifts with respect to each other. The relative 
delays, namely τ15 (controlling power flow from PV to the 
battery), τ25 (for power flow from the WT to the battery), τ35 
(variable load to the battery) and τ45 (dump load to the 

battery), τjk determine the extent of phase shift. Positive values 
of indicate that the voltage in port j is leading the reference 
voltage in port k, while negative values imply the opposite. 

The proposed energy management system is 
illustrated in Fig. 2 as a block diagram, showing its inputs 
and outputs. The management method in this study relies 
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on several key elements: it prioritizes charging the batteries 
when the load demand exceeds what the RESs can supply 
and pass the excess of power through a fixed dump resistor 

when the battery is maximally charged. This approach 
ensures the continuous availability of energy, extends the 
battery life cycle, and improves system efficiency. 

 

 
Fig. 2. Block diagram of the energy management system 

 

Modeling and sizing of electrical system 
parameters. 

1. PV source. PV cell’s equivalent diagram (Fig. 3) 
features a generator current that simulates illumination 
and a parallel diode representing the PN junction. The 
practical circuit also takes into account parasitic resistive 
effects due to manufacturing [22, 23]. 

 

 
Fig. 3. Equivalent diagram of a PV cell 

 

The solar PV module is formed by connecting PV 
cells in both series and parallel configurations. The current 
output Ipv from the solar PV module is determined as: 
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where Np is the number of cells in parallel; Ns is the number 
of cells in series; Iph is the photocurrent; Id is the reverse 
saturation current; Vd is the diode voltage; A is the diode 
ideality factor; k is the Boltzmann’s constant; T is the 
temperature; q is the elementary charge; Rsh is associated 
with the non-ideal characteristics of the p-n junction and 
the presence of defects along the cell’s edges that create a 
short-circuit path around the junction; Rse is the overall 
resistance encountered by the electrons along their path. 

PV array used in this study under standard testing 
conditions of solar irradiance G = 1000 W/m² and a 
temperature of T = 25 °C (Table 1). 

Table 1 
Specification of the PV 

Parameter Value
Maximum power of the solar panel Pmpp, kW 64 
Current at MPP Impp, A 110.25
Voltage at the MPP Vmpp, V 580 
Short-circuit current Isc, A 117.6
Open circuit voltage value V0cs, V 726 

 

2. WT model. Numerous mathematical models have 
been developed to describe the relationship between wind 
speed and the mechanical power generated from wind. In 
this study, the WT is represented as [24]: 

3

2

1
vCAP prw  ,                          (2) 

where Pw is the wind power extracted; ρ is the air density; 
Ar is the rotor area of the WT; v is the wind speed; Cp is 
the power coefficient. The power coefficient is influenced 
by the tip speed ratio λ and the pitch angle β. 

Numerical approximations are utilized to compute 
Cp for specified values of λ and β, as shown in [24] with 
the following expression: 
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The coefficient Cp utilized for the simulation, as 
referenced in [25], are: c1=0.5176, c2=116, c3=0.4, c4=5, 
c5=21, c6=0.0068. Notably, the maximum Cp (Cpmax) is 
achieved at an optimal tip speed ratio (λopt) and a pitch 
angle of β = 0. Additionally, a relationship linking the 
rotor speed to the tip speed ratio [3] is expressed as:  

v

Rr 
 ,                               (5) 

where R is the length of the WT blade. 
The characteristics of the WT at V = 12 m/s and β=0 

used are presented in Table 2. 
Table 2 

WT specification 
Parameter Value 

Maximal power Pmpp, kW 100 
Density of air , kg/m3 1.12 
Radius of rotor R, m 8.28 
Turbine total inertia, kgm2 0.1 
Total viscous friction, Ns/m2 0.0004924

 

3. Dual active bridge. Figure 4 shows a typical full-
bridge DAB DC/DC converter that interfaces between 
two voltage sources and its equivalent circuit. The two 
actively controlled full bridges are connected via a high-
frequency transformer [26]. The power inductor Ls, which 
includes the leakage inductance, serves as the main 
energy transfer device. 

 

 
Fig. 4. DAB DC-DC converter 
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DAB converter is characterized by its easy control, 
high efficiency, high power density and galvanic isolation 
ensures by the transformer. 

The power transfer between the two windings, 
represented as Pjk, is regulated using a simple-phase-shift 
technique [27]. This relationship is described by the 
following equation, while admitting that n1=n2: 
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where τjk is the relative delay between the square wave 
signals from inverters j and k; τk and τj are the absolute 
delays of the signals Vk and Vj, respectively; Ts is the 
period of the square wave signals, also known as the 
switching period [27]. 

Assuming the following equality based on (7), (8): 

jkjk DDD  .                           (9) 

MPPT method. Application on PV generator. 
This part of the energy management process begins with 
setting the irradiance G = 1000 W/m². It uses a simplified 
neural network block that takes temperature T and 
irradiance G as inputs and provides Iopt as the output. 

The nntool Toolbox in MATLAB is used for 
designing, training, validating and testing a neural 
network. The dataset is divided into 3 parts: 70 % for 
training, 15 % for validation and 15 % for testing. The 
neural network is trained using the Levenberg-Marquardt 
algorithm, which is a very fast and accurate method for 
minimizing the mean square error (Fig. 5). This algorithm 
provides superior results compared to others. The 
regression results are depicted in Fig. 6. 

 

 
Fig. 5. ANN model summary 

 

In the second step, an adaptation block is developed 
to calculate Iopt for any irradiance level by referencing the 
value obtained at 1000 W/m². We will validate this 
adaptation with experimental results. 

The idea stems from the observed proportionality in 
the PV graphs at a constant temperature. Using the case 
presented in Table 3, for a fixed temperature T = 25°C, 

we compare the relative value G/1000 with Iopt/Iopt(1000) 
for irradiances ranging from 100 to 1000. According to 
the neural network block at T = 25°C, Iopt(1000) = 110 A. 

 

 
Fig. 6. The regression results 

 
Table 3 demonstrates the approximate equality of 

G/1000 and Iopt(G)/Iopt(1000). Therefore, the adaptation 
we adopted involves first determining Iopt at any 
temperature for G = 1000 W/m² and then multiplying it 
by G/1000. The effectiveness of this technique will be 
validated in the results discussion section. 

Table 3 
Optimal current Iopt at different irradiance values G and T = 25°C  

G G/1000 Iopt Iopt / Iopt(1000) 
100 0.1 11.07 0.10063636363 
200 0.2 22.155 0,20140909090 
300 0.3 33.1763 0,30160272727 
400 0.4 44.226 0,40205454545 
500 0.5 55.2232 0,50202909090 
600 0.6 66.2241 0,60203727272 
700 0.7 77.2974 0,70270363636 
800 0.8 88.2805 0,80255000000 
900 0.9 99.6837 0,90621545454 
1000 1 110 1 

 

Figure 7 shows the circuit configuration between the 
PV and the battery this kind of techniques is represented 
in [28–32]. 

The energy management system is a computerized 
system, which allows, firstly, to find the current 
instructions to extract the maximum power from RESs, 
while referring to the SoC of the battery and secondly a 
regulation system which makes it possible to control the 
three converters in order to guarantee the performance of 
the powers in each element of our system. 

The flowchart shown in Fig. 8 deploys the energy 
management strategy (EMS) proposed by our work. The 
management algorithm is designed to adjust the 4 phase 
shifts based on the reference, which is the battery, as 
mentioned in the system description. These adjustments 
are driven by 2 key factors: SOC of the battery and the 
comparison between the power demanded by the load and 
the power supplied in real time by the RESs. 

The algorithm presented in Fig. 8 is summarized in 
the following situations: 

1. Situation 1. When the total power produced by 
RESs is less than the power demanded by the load, and 
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SoC is greater than 85 %, the battery discharges and 
contributes to meeting the demand. 

2. Situation 2. In this case, if SoC of the battery is 
greater than 85 % and the load demand is lower than the 
production from the RES, the battery is isolated, and the 
excess power produced is directed towards the dump load. 

3. Situation 3. In this situation [33], if the SoC is 
between 15 % and 85 % and the power produced by the 
RES is lower than the load demand, the battery discharges 
to cover the remaining demand. 

4. Situation 4. When the load demand is lower than 
the power produced by the RESs and the battery’s SoC is 
between 15 % and 85 % [33], the excess power is directed 
to the battery, indicating that the battery is charging. 

5. Situation 5. If the SoC is now less than 15 % and 
the power from the RESs exceeds the demand, the battery 
will be charged by the excess power. 

6. Situation 6. The last situation involves isolating the 
load while the battery is charging when the battery’s SoC is 
below 15 % and the RES cannot meet the load demand. 

 
 

 
Fig. 7. Proposed MPPT control diagram block 

 

 

Fig. 8. EMS proposed flowchart
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Results and discussion.  
1. MPPT method validation. The test presented in 

Fig. 9,a assesses the reliability and capability of our 
control system to track maximum power. As previously 
mentioned, the optimal current under specific climatic 
conditions is calculated using a simplified neural network 
block and an adaptation method. 

In this scenario, the PV system is subjected to a 
temperature T = 30°C and an irradiance G = 850 W/m². 

The block provided 94 A as the reference current. 
To verify the block’s reliability, we applied 3 reference 
currents to the PI regulation system with a 0.6 s delay: 
initially 94.5 A, then 94 A at 0.2 s (as calculated by the 
block), and finally 93.5 A at 0.4 s. The average power at 

the PV level was evaluated for the 3 cases. Figure 9,b 
summarizes these results. 

After analyzing the residual graph, we see that the 
regulation system accurately followed the current references. 
For each current, the PV system developed an average 
power: approximately 53540 W for 94.5 A, 53552 W for 
94 A (as calculated by the block), and 53539 W for 93.5 A. 
These results indicate that our system achieved maximum 
power for the reference calculated by our block, 
demonstrating that the MPPT approach is both efficient and 
reliable. It is worth noting that the system produced 
consistent results under different climatic conditions, which 
should be considered in the optimization algorithm. 

 

t, s

a

b

t, s

Ipv, A 

Ppv, W 

 
Fig. 9. MPPT PV results 

 

2. EMS scenarios. In this section, we will evaluate 
the developed algorithm under different scenarios. One 
important thing to consider is that we did not vary the 
climatic conditions of the WT. 

In a 4-second simulation, we evaluated the system’s 
performance across the first 4 situations by adjusting the 
irradiation G, temperature T and changing the load 
demand. The results are presented in Fig. 9, 10. 

Regarding the load, it requires 125 kW between 
0 and 2 s, and 186.5 kW between 2 s and 4 s. 

Between 0 and 1.33 s, the PV system operated at a 
temperature of 22 °C and an irradiance of 600 W/m², 
producing 39,32 kW. From 1.33 s to 2.66 s, with the 
temperature at 27 °C and irradiance at 1000 W/m², the power 
output increased to 63,35 kW. Finally, between 2.66 s and 4 s, 
at 25 °C and 900 W/m², the PV system generated 57,75 kW. 

The climatic conditions for the WT were fixed 
throughout the simulation, with a wind speed of 12 m/s 
and a pitch angle of 0°, resulting in an average power 
output of 98,5 kW. 

Based on the data provided, we can conclude that 
between 0 and 2 s, the power generated by the RESs 
exceeds the load demand, while between 2 s and 4 s, the 
opposite is true. 

We began with the SoC of 84.9972 % to ensure a 
smooth transition between situations. Initially, we were in 

situation 4, which was confirmed by the simulation. At 
0.91 s the battery reached 85 % (Fig. 11). At this point, we 
transitioned to situation 2 by isolating the battery through a 
command and diverting the excess power to the dump load. 
In Fig. 10, the dump load is represented by the power Pdl. 

At 2 s, the SoC is still slightly above 85 %, and as 
the power demand exceeds production, the system shifts 
to situation 1. In this scenario, the battery becomes the 
power source, and the dump load is isolated again. 
However, this situation only lasts for 0.02 s before the 
SoC drops below 85 %, moving the system to situation 3, 
which follows the same instructions as situation 1. 

This demonstrates the system’s efficiency in 
regulation and control, as it dynamically adjusts based on 
the battery’s status. For instance, at 2 s (Fig. 10) the load 
changes its setpoint, yet the system successfully adapts to 
the new setpoint, while the PV and WT maintain their 
average values, proving the system’s resilience against 
load disturbances. 

To avoid too much repetition, we kept the simulation 
conditions, including those for the PV, WT, and load, 
almost the same. This time, we focused on evaluating the 
energy management system with the SoC around 15 %. 

Figure 12 shows the power levels in different 
situations when the SoC is close to 15 % (Fig. 13). 
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Fig. 10. EMS situations between 1 and 4 
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Fig. 11. Battery SOC corresponding situations between 1 and 4 
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Fig. 12. EMS situations between 3 and 6 
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Fig. 13. Battery SOC corresponding situations between 3 and 6 

 
As shown in Fig. 13, the SoC is below 15 % 

between 0 and 0.406 s. During this time, Fig. 12 indicates 
that the load’s power demand is lower than the combined 
output of the PV and WT, triggering situation 5. After 
0.406 s, the SoC surpasses 15 % under the same 
conditions, causing a switch to situation 4, which 
maintains the same outputs as situation 5. The battery 
continues to charge in this situation until 2 s, when the 
power demand exceeds what the sources can supply, as 
long as the SoC remains between 15 % and 85 %, 
situation 3 is activated, causing the battery to discharge 
until 2.9115 s, when the SoC reaches 15 %, At this point, 
a critical situation arises: the battery is at its minimum 
level, and the load demands more power than is being 
produced. This triggers situation 6, where charging the 
battery becomes the priority. 

In the scenario shown in Fig. 12, the charging voltage 
is cut off to allow the battery to charge. To prevent the 
system from oscillating around 15 % (switching between 
situations 3 and 6), we implemented a strategy to stabilize 
the process, we introduce a tolerance band (hysteresis) in 
SoC levels to avoid frequent switching between charging 
and discharging modes. In this case, we might wait until 
SoC rises to 20 % before resuming power to non-critical 
loads. This prevents short cycling of the battery. 

In the scenario shown in Fig. 12, the charging voltage 
is cut off to allow the battery to charge. To prevent the 
system from oscillating around 15 % (switching between 
situations 3 and 6), we implemented a strategy to stabilize 
the process, we introduce a tolerance band (hysteresis) in 
SoC levels to avoid frequent switching between charging 
and discharging modes. In this case, we might wait until 
the SoC rises to 20 % before resuming power to non-
critical loads. This prevents short cycling of the battery. 

Conclusions. This research has successfully created 
and tested a hybrid renewable energy system that 
combines solar panels, wind turbines, and a battery 
storage system. The system uses a smart control strategy 
with a dual active bridge DC-DC converter and an energy 
management system to effectively manage the energy 
from different sources and supply it to the load. 

One of the main advantages of this system is its 
flexibility in managing energy. The control strategy 

adjusts the energy distribution based on changing power 
demands and environmental conditions, ensuring that all 
energy sources work together efficiently. 

The energy management system is designed to 
prioritize when to charge or discharge the battery based on 
its state of charge and the energy demands in real time. 
This helps to keep the system reliable, extend the battery’s 
lifetime, and improve overall efficiency. 

We validated the MPPT method through simulations, 
showing that it accurately tracks the maximum power 
available under different weather conditions. The energy 
management system was also tested under various 
scenarios, proving its ability to adapt to changes in load and 
energy generation. 

The simulations conducted using MATLAB/Simulink 
showed that the system performs consistently across 
different situations. By using a simplified neural network for 
MPPT and effectively managing the state of charge, the 
system maintains stable operation and optimizes energy use. 

In summary, this hybrid renewable energy system, 
with its advanced control and management strategies, 
offers a practical solution for integrating renewable energy 
sources in a flexible and efficient way. Future research 
could focus on optimizing the system and on developing 
other control techniques to further improve the 
performance of the system. 

Conflict of interest. The authors declare that there 
is no conflict of interest. 

 

REFERENCES 
1. Das S., Akella A.K. Power Flow Control of PV-Wind-Battery 
Hybrid Renewable Energy Systems for Stand-Alone Application. 
International Journal of Renewable Energy Research, 2018, vol. 8, no. 
1, pp. 36-43. doi: https://doi.org/10.20508/ijrer.v8i1.6534.g7278. 
2. Lu J., Siaw F.L., Thio T.H.G., Wang J.J. Capacity optimization of 
independent hybrid renewable energy system under different operational 
strategies based on improved gray wolf algorithm. AIP Advances, 2024, 
vol. 14, no. 5, art. no. 055205. pp. doi: https://doi.org/10.1063/5.0198446. 
3. Gajewski P., Pieńkowski K. Control of the Hybrid Renewable 
Energy System with Wind Turbine, Photovoltaic Panels and Battery 
Energy Storage. Energies, 2021, vol. 14, no. 6, art. no. 1595. doi: 
https://doi.org/10.3390/en14061595. 
4. Vinothkumar J., Thamizhselvan R. Efficient Power Management 
and Control Strategy of Hybrid Renewable Energy System in Microgrid. 
International Journal on Applied Physics and Engineering, 2023, vol. 2, 
pp. 106-127. doi: https://doi.org/10.37394/232030.2023.2.11. 



Electrical Engineering & Electromechanics, 2025, no. 2 47 

5. Jamal S., Pasupuleti J., Ekanayake J. A rule-based energy 
management system for hybrid renewable energy sources with battery 
bank optimized by genetic algorithm optimization. Scientific Reports, 
2024, vol. 14, no. 1, art. no. 4865. doi: https://doi.org/10.1038/s41598-
024-54333-0. 
6. Ayat Y., Badoud A.E., Mekhilef S., Gassab S. Energy management 
based on a fuzzy controller of a photovoltaic/fuel cell/Li-ion 
battery/supercapacitor for unpredictable, fluctuating, high-dynamic 
three-phase AC load. Electrical Engineering & Electromechanics, 2023, 
no. 3, pp. 66-75. doi: https://doi.org/10.20998/2074-272X.2023.3.10. 
7. Bourouis B., Djeghloud H., Benalla H. An innovative algorithm for 
a hybrid fc/battery system energy management. Electrical Engineering 
& Electromechanics, 2020, no. 6, pp. 35-44. doi: 
https://doi.org/10.20998/2074-272X.2020.6.06. 
8. Tahiri F.E., Chikh K., Khafallah M. Optimal Management Energy 
System and Control Strategies for Isolated Hybrid Solar-Wind-Battery-
Diesel Power System. Emerging Science Journal, 2021, vol. 5, no. 2, 
pp. 111-124. doi: https://doi.org/10.28991/esj-2021-01262. 
9. Ndeke C.B., Adonis M., Almaktoof A. Energy management 
strategy for a hybrid micro-grid system using renewable energy. 
Discover Energy, 2024, vol. 4, no. 1, art. no. 1. doi: 
https://doi.org/10.1007/s43937-024-00025-9. 
10. Iqbal M.M., Kumar S., Lal C., Kumar C. Energy management 
system for a small-scale microgrid. Journal of Electrical Systems and 
Information Technology, 2022, vol. 9, no. 1, art. no. 5. doi: 
https://doi.org/10.1186/s43067-022-00046-1. 
11. Maaruf M., Khan K., Khalid M. Robust Control for Optimized 
Islanded and Grid-Connected Operation of Solar/Wind/Battery Hybrid 
Energy. Sustainability, 2022, vol. 14, no. 9, art. no. 5673. doi: 
https://doi.org/10.3390/su14095673. 
12. Cabrane Z., Lee S.H. Control and Management of Railway System 
Connected to Microgrid Stations. IEEE Access, 2022, vol. 10, pp. 
40445-40455. doi: https://doi.org/10.1109/ACCESS.2022.3165832. 
13. Mechnane F., Drid S., Nait-Said N., Chrifi-Alaoui L. Robust 
Current Control of a Small-Scale Wind–Photovoltaic Hybrid System 
Based on the Multiport DC Converter. Applied Sciences, 2023, vol. 13, 
no. 12, art. no. 7047. doi: https://doi.org/10.3390/app13127047. 
14. Moghaddam S., Bigdeli M., Moradlou M. Optimal design of an off-
grid hybrid renewable energy system considering generation and load 
uncertainty: the case of Zanjan city, Iran. SN Applied Sciences, 2021, vol. 
3, no. 8, art. no. 732. doi: https://doi.org/10.1007/s42452-021-04718-x. 
15. Menzri F., Boutabba T., Benlaloui I., Khamari D. Optimization of 
Energy management using a particle swarm optimization for hybrid 
renewable energy sources. 2022 2nd International Conference on 
Advanced Electrical Engineering (ICAEE), 2022, pp. 1-5. doi: 
https://doi.org/10.1109/ICAEE53772.2022.9962065. 
16. Jafari M., Malekjamshidi Z. A Topology of DC-DC Converter 
Based on Multi-Winding Transformer for Grid Integration of Multiple 
Renewable Energy Resources. Inventions, 2020, vol. 5, no. 3, art. no. 31. 
doi: https://doi.org/10.3390/inventions5030031. 
17. Dong Z., Yang P., Li Q., Zhang M., Chang Y., Wang S. Fractional 
order modelling and optimal control of dual active bridge converters. 
Systems Science & Control Engineering, 2024, vol. 12, no. 1, art. no. 
2347886. doi: https://doi.org/10.1080/21642583.2024.2347886. 
18. Effah E.K., Anto E.K., Okyere P.Y., Effah F.B. Model Reference 
Adaptive Control of SPS-Based Dual Active Bridge Converter with 
Constant Power Loading. Power Electronics and Drives, 2024, vol. 9, 
no. 1, pp. 348-357. doi: https://doi.org/10.2478/pead-2024-0022. 
19. Henao-Bravo E.E., Ramos-Paja C.A., Saavedra-Montes A.J., 
González-Montoya D., Sierra-Pérez J. Design Method of Dual Active 
Bridge Converters for Photovoltaic Systems with High Voltage Gain. 
Energies, 2020, vol. 13, no. 7, art. no. 1711. doi: 
https://doi.org/10.3390/en13071711. 
20. Hessad M.A., Bouchama Z., Benaggoune S., Behih K. Cascade 
sliding mode maximum power point tracking controller for photovoltaic 
systems. Electrical Engineering & Electromechanics, 2023, no. 1, pp. 
51-56. doi: https://doi.org/10.20998/2074-272X.2023.1.07. 
21. Chen Q., Wang L., Sun Y., Xie S., Wang R. Adaptive integral 
sliding mode MPPT control for wind turbines with fixed‐time 

convergence. IET Renewable Power Generation, 2024, vol. 18, no. S1, 
pp. 4265-4276. doi: https://doi.org/10.1049/rpg2.12935. 
22. Bahri M., Talea M., Bahri H., Aboulfatah M. An efficient scanning 
algorithm for photovoltaic systems under partial shading. International 
Journal of Electrical and Computer Engineering (IJECE), 2022, vol. 12, 
no. 6, pp. 5799-5807. doi: https://doi.org/10.11591/ijece.v12i6.pp5799-
5807. 
23. Bendib D., Laour M. Modified incremental conductance MPPT 
using SEPIC converter for PV system, simulation and Arduino 
implementation. Studies in Engineering and Exact Sciences, 2024, vol. 
5, no. 2, art. no. e6614. doi: https://doi.org/10.54021/seesv5n2-090. 
24. Benhacine T.Z., Dali A., Tata M., Kherbachi A., Boudraf M., 
Kaabeche A. Design of a test bench for a small wind turbine emulator. 
Journal of Renewable Energies, 2024, vol. 27, no. 1, pp. 5-13. doi: 
https://doi.org/10.54966/jreen.v27i1.1113. 
25. Abo-Khalil A.G., Alobaid M. Optimized Control for PMSG Wind 
Turbine Systems under Unbalanced and Distorted Grid Voltage 
Scenarios. Sustainability, 2023, vol. 15, no. 12, art. no. 9552. doi: 
https://doi.org/10.3390/su15129552. 
26. Ríos S.J., Pagano D.J., Lucas K.E. Bidirectional Power Sharing for 
DC Microgrid Enabled by Dual Active Bridge DC-DC Converter. 
Energies, 2021, vol. 14, no. 2, art. no. 404. doi: 
https://doi.org/10.3390/en14020404. 
27. Sabhi K., Talea M., Bahri H. Improving Power Precision in Hybrid 
Renewable Energy Systems with a Quad Active Bridge DC-DC 
Converter and Neural Network-Based Decoupling. 2024 International 
Conference on Intelligent Systems and Computer Vision (ISCV), 2024, 
pp. 1-8. doi: https://doi.org/10.1109/ISCV60512.2024.10620155. 
28. Mahamat C., Bechet J., Linguet L. Artificial Neural Network 
Control Applied to a Photovoltaic-Battery Microgrid System. AI, 
Computer Science and Robotics Technology, 2024, vol. 3, no. 1, pp. 1-
20. doi: https://doi.org/10.5772/acrt.34. 
29. Vamsi Krishna A., Sateesh B., Sai Sankar M., Sravanthi P., Vanaja 
Suvarna P., Devendra Goud E. A novel MPPT method for a standalone 
PV System. International Journal for Modern Trends in Science and 
Technology, 2024, vol. 10, no. 4, pp. 60-66. doi: 
https://doi.org/10.46501/IJMTST1004010.  
30. Bana P.R., D’Arco S., Amin M. ANN-Based Robust Current 
Controller for Single-Stage Grid-Connected PV With Embedded 
Improved MPPT Scheme. IEEE Access, 2024, vol. 12, pp. 100251-
100262. doi: https://doi.org/10.1109/ACCESS.2024.3429347. 
31. Hichem L., Leila M., Amar O. The effectiveness of a hybrid MPPT 
controller based on an artificial neural network and fuzzy logic in low-light 
conditions. Bulletin of Electrical Engineering and Informatics, 2024, vol. 
13, no. 3, pp. 1453-1464. doi: https://doi.org/10.11591/eei.v13i3.6416. 
32. Costanzo L., Rubino G., Rubino L., Vitelli M. PFC Control Signal 
Driven MPPT Technique for Grid-Connected PV Systems. IEEE 
Transactions on Power Electronics, 2024, vol. 39, no. 8, pp. 10368-
10379. doi: https://doi.org/10.1109/TPEL.2024.3393294. 
33. Jasim A.M., Jasim B.H., Bureš V. A novel grid-connected 
microgrid energy management system with optimal sizing using hybrid 
grey wolf and cuckoo search optimization algorithm. Frontiers in 
Energy Research, 2022, vol. 10, art. no. 960141. doi: 
https://doi.org/10.3389/fenrg.2022.960141. 
 

Received 23.08.2024 
Accepted 19.11.2024 

Published 02.03.2025 
 
K. Sabhi1, PhD, 
M. Talea1, Professor, 
H. Bahri1, Professor, 
S. Dani1, PhD, 
1 Department of Physics, 
Hassan II University of Casablanca, Morocco, 
e-mail: sabhi.khalid.imt@gmail.com (Corresponding Author); 
taleamohamed@yahoo.fr;   hbahri.inf@gmail.com; 
said_dani@hotmail.fr 

 
How to cite this article: 
Sabhi K., Talea M., Bahri H., Dani S. Integrating dual active bridge DC-DC converters: a novel energy management approach for 
hybrid renewable energy systems. Electrical Engineering & Electromechanics, 2025, no. 2, pp. 39-47. doi: 
https://doi.org/10.20998/2074-272X.2025.2.06 



Theoretical Electrical Engineering 

48 Electrical Engineering & Electromechanics, 2025, no. 2 

© B.I. Kuznetsov, T.B. Nikitina, I.V. Bovdui, K.V. Chunikhin, V.V. Kolomiets, B.B. Kobylianskyi 

UDC 621.3.013 https://doi.org/10.20998/2074-272X.2025.2.07 
 

B.I. Kuznetsov, T.B. Nikitina, I.V. Bovdui, K.V. Chunikhin, V.V. Kolomiets, B.B. Kobylianskyi 
 

Method for reduction of magnetic field of uncertain extended technical objects based on their 
multyspheroidal model and compensating magnetic dipoles 
 

Problem. The implementation of strict requirements for magnetic silence of elongated energy-saturated objects such as naval vessel 
and submarines is an important scientific and technical problem of magnetism of technical objects. Purpose. Development of method 
for reduction of magnetic field of uncertain extended technical objects based on their multyspheroidal model and optimization of 
parameters of compensating dipoles for compensate of spheroidal harmonics of external magnetic field of technical object. 
Methodology. Number, coordinates of spatial arrangement and magnitudes of spherical harmonics of compensating dipole of 
magnetic field sources calculated as magnetostatics geometric inverse problems solution in the form of nonlinear minimax 
optimization problem based on multyspheroidal model of magnetic field of extended technical objects. Nonlinear objective function 
calculated as the weighted sum of squared of resulting magnetic field COMSOL Multiphysics software package used. Nonlinear 
minimax optimization problems solutions calculated based on particle swarm nonlinear optimization algorithms. Results. The results 
of reduction of the initial magnetic field of extended technical objects based on their multyspheroidal model and optimization of 
parameters of compensating magnetic dipoles for compensate of spheroidal harmonics of external magnetic field of technical object 
using multyspheroidal model of the magnetic field in the form of spatial prolate spheroidal harmonics in the prolate spheroidal 
coordinate system and taking into account the uncertainty of the magnetic characteristics of extended technical objects. Originality. 
For the first time the method for reduction of magnetic field of uncertain extended technical objects based on their multyspheroidal 
model and optimization of parameters of compensating magnetic dipoles for compensate of spheroidal harmonics of external 
magnetic field of technical object using multyspheroidal model of the magnetic field developed. Unlike known methods, the 
developed method makes it possible to increase the efficiency of magnetic field reduction of uncertain extended technical objects. 
Practical value. It is theoretically shown the possibility to reduce by almost 100 times of modulus of induction and horizontal 
component of the induction of the original magnetic field of uncertain extended technical objects based on optimization of 
parameters of compensating magnetic dipoles for compensate of spheroidal harmonics of external magnetic field of technical object 
using multyspheroidal model of the magnetic field. References 48, figures 6. 
Key words: extended technical objects, magnetic field, multyspheroidal model, magnetic silencing, prolate spheroidal 
coordinate system, spatial prolate spheroidal harmonics, control, uncertainty. 
 

Проблема. Реалізація жорстких вимог щодо магнітної тиші витягнутих енергонасичених об’єктів, таких як військові кораблі 
та підводні човни, є важливою науковою та технічною проблемою магнетизму технічних об’єктів. Мета. Розробка методу 
зменшення магнітного поля невизначених протяжних технічних об’єктів на основі їх мультісфероїдальної моделі і оптимізації 
параметрів компенсуючих магнітних диполів для компенсації сфероїдальних гармонік зовнішнього магнітного поля технічного 
об’єкта. Методологія. Параметри компенсуючих дипольних джерел магнітного поля розраховані як рішення обернених 
геометричних задач магнітостатики у формі нелінійної задачі мінімаксної оптимізації на основі мультисфероїдальної моделі 
магнітного поля витягнутих технічних об’єктів. Нелінійна цільова функція розрахована як зважена сума квадратів 
результуючого магнітного поля з використанням програмного пакету COMSOL Multiphysics. Розв’язки задач нелінійної 
мінімаксної оптимізації розраховані на основі алгоритмів нелінійної оптимізації роєм частинок. Результати. Результати 
компенсації вихідного магнітного поля витягнутих технічних об’єктів на основі їх мультісфероїдальної моделі і оптимізації 
параметрів компенсуючих магнітних диполів для компенсації сфероїдальних гармонік зовнішнього магнітного поля технічного 
об’єкта з використанням мультисфероїдальної моделі магнітного поля в вигляді просторових витягнутих сфероїдальних 
гармонік в витягнутій сфероїдній системі координат та з врахуванням невизначеності магнітних характеристик витягнутих 
технічних об’єктів. Оригінальність. Вперше розроблено метод зменшення магнітного поля невизначених протяжних 
технічних об’єктів на основі їх мультісфероїдальної моделі і оптимізації параметрів компенсуючих магнітних диполів для 
компенсації сфероїдальних гармонік зовнішнього магнітного поля технічного об’єкта з використанням мультисфероїдальної 
моделі магнітного поля . На відміну від відомих методів, розроблений метод дозволяє підвищити ефективність зменшення 
магнітного поля невизначених протяжних технічних об’єктів. Практична цінність. Показана теоретична можливість 
зменшення майже в 100 разів модуля індукції та горизонтальної складової індукції вихідного магнітного поля невизначених 
протяжних технічних об’єктів на основі оптимізації параметрів компенсуючих магнітних диполів для компенсації 
сфероїдальних гармонік зовнішнього магнітного поля. поля технічного об’єкта з використанням мультисфероїдальної моделі 
магнітного поля. Бібл. 48, рис. 6. 
Ключові слова: витягнуті технічні об’єкти, магнітне поле, мультисфероїдальна модель, магнітна тиша, витягнута 
сфероїдна система координат, просторові витягнуті сфероїдні гармоніки, управління, невизначеність. 
 

Introduction. Strict requirements are imposed on 
the accuracy of the description of the magnetic field near 
a technical object in shipboard magnetism such as naval 
vessel and submarines, when solving problems of 
electromagnetic compatibility, as well as in developing 
means of magnetic orientation and ensuring the magnetic 
cleanliness of spacecraft [1–3]. The main threat to naval 
vessel and submarines in modern naval warfare are naval 
mines. The magnetic protection complex of naval vessel 
and submarines from naval mines designed to reduce the 
magnetic field level at the control depth at which mine 

fuses do not operate through the following channels: 
magnetic, responding to the magnetic induction of a 
constant and slowly changing of magnetic field induction, 
responding to changes in the induction of a constant and 
slowly changing magnetic field during the movement of 
the naval vessel and submarines, electromagnetic, 
responding to the low-frequency electromagnetic field of 
the naval vessel and submarines [4–8]. 

The requirements for magnetic protection of naval 
vessel and submarines formulated as follows: the 
maximum value of the magnetic induction module of a 
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constant and slowly changing magnetic field calculated 
from the magnetic signature (pass-through characteristic) 
of the naval vessel and submarines at the control depth, 
should not exceed the specified value; the maximum 
value of the change in the horizontal component of the 
magnetic induction of a constant and slowly magnetic 
field changing over a certain period of time, calculated 
from the magnetic signature of the naval vessel and 
submarines, at the control depth when it moves at the 
nominal speed, should not exceed the specified value; the 
maximum value of the magnetic induction module of the 
low-frequency magnetic field of 50 Hz, calculated from 
the magnetic signature of the naval vessel and submarines 
at the control depth should not exceed the specified value. 

To meet these stringent requirements for magnetic 
silence, all ships periodically carry out the demagnetization 
(degaussing) process on special magnetodynamic stands. 
To enhance the demagnetization process, a special 
solenoidal winding is installed on the ship’s hull. To 
compensate the magnetic field of naval vessel and 
submarines a system of compensation windings are used in 
three orthogonal coordinates associated with the ship – in 
the longitudinal, transverse and vertical directions [4–7]. 
Compensation of the magnetic field of the main 
magnetization of the ship in the vertical direction is carried 
out using main parallel coils designed to compensate for 
the large magnetizations of the bow and stern of the ship. In 
addition to the general ship compensation windings, 
separate local electromagnetic compensators are also used. 

Naval vessel and submarines are elongated energy-
saturated objects and have a cigar-shaped appearance. The 
use of a spherical expansion of the scalar potential for 
objects with a predominant overall size does not make it 
possible to describe the magnetic field near their surface 
[9–13]. It seems relevant at present to use of spatial 
harmonic analysis in an extended spheroidal coordinate 
system, where the shape of the coordinate surfaces makes 
it possible to bring the description area closer to the 
surface of the object itself [14–16]. 

To compensate of initial magnetic field generated by 
these energy-saturated elongated object, it is theoretically 
possible to use compensating spheroidal magnetic field 
sources located at points in the space of the technical 
object, calculated when designing a multyspheroidal model 
of the original magnetic field of the technical object. 

Multyspheroidal sources of the magnetic field 
should be taken equal in magnitude, but opposite in sign 
to the corresponding spheroidal harmonics of the 
spheroidal sources of the original magnetic field of the 

technical object. However, the technical implementation 
of such compensating spheroid magnetic field sources 
presents certain difficulties [16]. Therefore, we will 
consider the generation of a compensating magnetic field 
using compensating dipole magnetic field sources.  

In various operating modes of an energy-saturated 
elongated technical object, as well as during operation, its 
signature changes, therefore, when reducing it, it is 
necessary to take into account the uncertainties of the 
magnetic signature of a technical object [17–19]. 

Optimization of parameters of compensating dipoles 
based on multyspheroidal model of magnetic field of 
energy-saturated elongated objects will improve the 
efficiency of reduction of original magnetic field of such 
uncertain objects. 

The purpose of the work is to develop a method for 
reduction of magnetic field of uncertain extended 
technical objects based on their multyspheroidal model 
and optimization of parameters of compensating dipoles 
for compensate of spheroidal harmonics of external 
magnetic field of technical object. 

Definition of forward multyspheroidal 
magnetostatics problem. Let’s consider a 
multyspheroidal model of the original magnetic field of 
an energy-saturated extended technical object in an 
elongated spheroidal coordinate system. Let us assume 
that the initial magnetic field of an extended energy-
saturated object is generated using I spheroidal magnetic 
field sources located at points in space of the technical 
object with coordinates (xi,yi, zi) in a rectangular 
coordinate system associated with the center of the 
technical object as shown in Fig. 1. 
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Fig. 1. Energy-saturated extended technical object 

 

Then the components Hij, Hij, Hij of the magnetic 
field generated by these I spheroidal sources at J 
measurement points are calculated at points with 
coordinates ij, ij, ij in elongated spheroidal coordinate 
systems associated with the centers of these sources, 
according to the following dependencies [16] 

    


 







1 0
22

2

)cos()sin()cos(
)(1

n
ij

m
ni

n

m
ij

m
niij

m
ni

ij

ij
m
ni

ijiji

ij
ij Pmsmc

d

dQ

c
H 







 , 

  


 







1 0
22

2

)sin()cos(
)cos(

)(
1

n

n

m
ij

m
niij

m
ni

ij

ij
m

ni
ij

m
ni

ijiji

ij
ij msmc

d

dP
Q

c
H 








 ,                          (1) 

      


 





1 0
22

)cos()sin()cos()(
11 n

ij
m
niij

m
niij

m
ni

n

m

m
ni

ijiji

ij msmcPQ
c

m
H 


 , 

 

here are the spheroidal coordinates ij,  ij,  ij of 
observation points of the space of a technical object with 

coordinates (xj, yj, zj) in rectangular coordinate systems 
associated with the center of the technical object, from the 
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location points of spheroidal magnetic field sources with 
coordinates (xi, yi, zi) in an orthogonal system coordinates 

associated with the center of the technical object are 
related by the relation  
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where  ij
m

niP  ,  ij
m
niQ   associated Legendre functions of 

the first and second kind, respectively, with degree n and 

order m; ci, 
m
nic , m

nis  – constant coefficients characterizing 

the amplitudes of external spheroidal harmonics of the 
magnetic field. 

Measurements and calculations of magnetic field 
components it is more convenient to carry out in the 
orthogonal coordinate system (xj, yj, zj), the transition to 
which for the components Hxij, Hyij, Hzij is carried out 
using the formulas [16]: 
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Harmonic analysis in elongated spheroidal 
coordinate system based on (1) or (3) requires the 
calculation of associated Legendre polynomials of the 

first  ij
m

niP   and second  ij
m
niQ   kind. Polynomials 

 ij
m
niQ   of the second kind calculated using the well-

known formula with a limitation on the number of terms 
of the infinite series [18] 
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The region   o, 4 places strict demands on the 

accuracy of  ij
m
niQ   function calculations. Algorithms 

for direct calculation  ij
m
niQ   obtained in the form of 

finite sums [16] 
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Note that the calculation of the components Hij, Hij, 
Hij of the magnetic field in spheroidal coordinates ij, ij, 
ij using (1) or components Hxij, Hyij, Hzij in the orthogonal 

coordinate system (xj, yj, zj) using (3) generated by 
spheroidal sources of the magnetic field for given values of 

parameters ci and spatial spheroidal harmonics m
nic , m

nis  at 

50 
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measurement points with coordinates (xj, yj, zj) is a forward 
problem of magnetostatics for spheroidal magnetic field 
sources [20–25]. 

Definition of forward multydipole magnetostatics 
problem. To compensate for the spheroidal spatial 
harmonics of magnetic field of an energy-saturated 
extended object, we introduce C dipole magnetic field 
sources located at the C points of space of the technical 
object with coordinates (xc, yc, zc) in a rectangular coordinate 
system associated with the center of the technical object. Let 

us define the spherical harmonics m
ncg , m

nch  of these C 

compensating dipole magnetic field sources. 
Let us consider the calculation of the components of 

the magnetic field generated by these C dipole magnetic 
field sources at the magnetic field measurement points with 
coordinates (xj, yj, zj) in a rectangular coordinate system 
associated with the center of the technical object. Let us 
calculate the spherical angular coordinates rcj, φcj, θcj under 

which the measurement points with coordinates (xj, yj, zj) 
are «visible» from the location points of dipole magnetic 
field sources with coordinates(xc, yc, zc) in a rectangular 
coordinate system, associated with the center of the 
technical object, from the following relationships 
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Then the components Hrcj, Hφcj, Hθcj of the magnetic 
field in the spherical coordinate system rcj, φcj, θcj 
associated with the center of location of the compensating 
dipole source of the magnetic field, are calculated using 
the following formulas [20] 
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Using the calculated components Hrcj, Hφcj, Hθcj of the 
magnetic field in the spherical coordinate system rcj, φcj, θcj 
we calculate the components Hxcj, Hycj, Hzcj of magnetic 

field with orthogonal coordinate system, associated with 
the center of the compensating dipole magnetic field source 
according to the following formulas [20] 
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Let us take the axes of the orthogonal coordinate 
systems of compensating dipole sources parallel to the 
corresponding axes of the orthogonal coordinate system 
associated with the center of the technical object. Then 
the magnetic field components Hxc, Hyc, Hzc in an 
orthogonal coordinate system associated with the center 
of a technical object generated by all compensating dipole 
sources of magnetic field in currents, measurements with 
coordinates (xj, yj, zj) are calculated as sums of the 
corresponding components Hxcj, Hycj, Hzcj of magnetic 
field generated by individual compensating dipole sources 
at measurement points with coordinates (xj, yj, zj). 

Note that the calculation of the components Hrcj, 
Hφcj, Hθcj of the magnetic field in the spherical coordinate 
system rcj, φcj, θcj using (1) or components Hxcj, Hycj, Hzcj 

of magnetic field with orthogonal coordinate system 
(xj, yj, zj) using (3) generated by spherical sources of the 
magnetic field for given values of spherical harmonics 

m
ncg , m

nch  at measurement points with coordinates 

(xj, yj, zj) is a forward problem of magnetostatics for 
spherical magnetic field sources [26–30]. 

Definition of prediction geometric inverse  
problems of magnetostatics. Let us now consider the 
definition of the prediction geometric inverse problems of 
magnetostatics based on a forward multyspheroidal model 

(1) of the initial magnetic field of an energy-saturated 
extended object [26–34]. As a result of solving the 
prediction of the geometric inverse problem of 
magnetostatics based on the multyspheroidal model (1) of 
the original magnetic field of the energy-saturated 
extended control object, it is necessary to calculate the 
following coordinates (xi, yi, zi) of the location of the 
multyspheroidal sources of the original magnetic field in 
the space of the technical object and the parameters ci and 

spatial spheroidal harmonics m
nic , m

nis  in such a way that, 

based on this mathematical model (1), the values of the 
magnetic field at measurement points with coordinates 
(xj, yj, zj) are close to the experimentally measured values 
of the magnetic field in these measuring points. 

A feature of the energy-saturated extended technical 
objects are the uncertainty of the magnetic characteristics 
of their elements and their change in different operating 
modes [35–40]. Let us introduce the vector G of 
uncertainties of the parameters of the magnetic 
characteristics of energy-saturated extended technical 
object [41–44]. 

Let us introduce the vector YM(G) of the measured 
values of the magnetic field signature of a technical 
object, the components of which are the measured 
components Hxk(G), Hyk(G), Hzk(G) of the magnetic field 
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of the technical object for given rectangular coordinates 
(xj, yj, zj) associated with the center of the technical 
object. Note that the vector YM(G) of measured values of 
the magnetic field signature of a technical object depends 
on the operating modes of the technical object and on the 
vector G of uncertainties of the parameters of the 
magnetic cleanliness of the energy-saturated extended 
technical object units. 

Let us introduce the vector X of the desired 
parameters of solving the prediction of the geometric 
inverse problem of magnetostatics, the components of 
which are the coordinates (xi, yi, zi) of the location of 
spheroidal sources of the magnetic field at points in the 
space of a technical object in a rectangular coordinate 
system associated with the center of the technical object 
and given magnitudes of parameters ci and spatial 

spheroidal harmonics m
nic , m

nis  of these spheroidal 

magnetic field sources. 
Then for given coordinate values (xi, yi, zi) of the 

location of spheroidal magnetic field sources, at points in 
space of a technical object in a rectangular coordinate 
system associated with the center of the technical object 
and given values of parameters ci and spatial spheroidal 

harmonics m
nic , m

nis  components Hxkn(X,G), Hykn(X,G), 

Hzkn(X,G) Hxij, Hyij, Hzij of the magnetic field generated by 
these spheroidal magnetic field sources at measurement 
points with coordinates (xi, yi, zi) in a rectangular 
coordinate system associated with the center of the 
technical object can be calculated based on forward 
multyspheroidal magnetic field model (1). 

The values of parameters ci and spatial spheroidal 

harmonics m
nic , m

nis  of forward multyspheroidal magnetic 

field model (1) of an elongated energy-saturated object in 
an elongated spheroidal coordinate system , ,  
depended on the operating modes of the energy-saturated 
extended technical object and, therefore, are functions of 
the components of the vector G of uncertainties of the 
parameters of the magnetic cleanliness of the energy-
saturated extended technical object. 

Therefore the components Hxkn(X,G), Hykn(X,G), 
Hzkn(X,G), Hxij, Hyij, Hzij of the magnetic field generated 
by these spheroidal magnetic field sources at 
measurement points with coordinates (xj, yj, zj) are also 
functions of the vector G of uncertainties of the 
parameters of the magnetic cleanliness of the energy-
saturated extended technical object and the vector X of 
the desired parameters of solving the prediction of the 
geometric inverse problem of magnetostatics. 

Let us introduce the vector YC(X,G) of calculated 
values of the magnetic field signature of a technical 
object, the components of which Hxkn(X,G), Hykn(X,G), 
Hzkn(X,G), Hxij, Hyij, Hzij are calculated values components 
of the magnetic field of a technical object for given 
measurement points with coordinates (xj, yj, zj) in a 
rectangular coordinate system associated with the center 
of the technical object. 

Let us introduce the E(X,G) vector of the 
discrepancy between the vector YM(G) of the measured 
magnetic field and the vector YC(X,G) of the predicted by 
model (3) magnetic field  

G)(X,Y(G)YG)E(X, CM  .                (9) 

Then the solution of prediction geometric inverse 
problem of magnetostatics comes down to the standard 
approach of designing a robust prediction multyspheroidal 
model of magnetic field of an energy-saturated extended 
object, when the coordinates (xi, yi, zi) of the location of 
spheroidal sources of the magnetic field at points in the 
space of a technical object in a rectangular coordinate 
system associated with the center of the technical object 
and magnitudes of parameters ci and spatial spheroidal 

harmonics m
nic , m

nis  of these spheroidal magnetic field 
sources are found from the conditions for minimizing the 
vector of the discrepancy between the vector of the 
measured magnetic field and the vector of the predicted 
by forward multyspheroidal model magnetic field, but for 
the «worst» the vector G of uncertainties of the 
parameters of the magnetic characteristics of energy-
saturated extended technical object are found from the 
conditions for maximizing the same vector of the 
discrepancy between the vector of the measured magnetic 
field and the vector of the predicted by multyspheroidal 
model of magnetic field. 

Definition of control geometric inverse problems 
of magnetostatics. Let us now consider the definition of 
control geometric inverse problem of magnetostatics 
based on a multydipole model (1) of the compensating 
magnetic field of an energy-saturated extended control 
object. As a result of solving the control of the geometric 
inverse problem of magnetostatics on the basis of a 
multy-dipole model (7) of the compensating magnetic 
field of an energy-saturated extended control object, it is 
necessary to calculate the coordinates (xc, yc, zc) of the 
location C of multy-dipole sources of the compensating 
magnetic field in the space of energy-saturated extended 

control object and the magnitude m
ncg , m

nch  of their 
spherical spatial harmonics, in such a way that, on the 
basis of this, the control of the mathematical model (7) of 
components values Hxc, Hyc, Hzc of magnetic field at the 
measurement points with coordinates (xj, yj, zj) were close 
in magnitude but oppositely directed to the values of the 
initial magnetic field calculated on the basis of the 
predictions of the multyspheroidal model (1) at the same J 
measurement points with coordinates (xj, yj, zj). 

Let us introduce the vector X of the desired 
parameters for solving the problem of compensating of 
initial magnetic field of energy-saturated extended control 
object, whose components are unknown values of 
coordinates (xi, yi, zi) of the location of spherical sources 
of the compensating magnetic field at points in the space 
of a technical object in a rectangular coordinate system 
associated with the center of the technical object and 

unknown values magnitude m
ncg , m

nch  of their spherical 
spatial harmonics of magnetic field of these spherical 
compensating sources. 

Then, for a given value of the vector X of the desired 
parameters of the compensating dipoles, based on (7), the 
vector Bc(X) of the compensating magnetic field 
generated by all compensating dipoles at the specified 
points in space, in particular at the control depth of a 
technical object generated by all compensating dipoles 
can be calculated. 
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Then we calculated the vector BR(X,G) of resulting 
magnetic field at the specified points in space, in 
particular at the control depth of a technical object 
generated by energy-saturated extended control object and 
all compensating elements 

BR(X,G)=B(G)+Bc(X).                      (10) 
Then the problem of calculated unknown values of 

vector X of the desired parameters for solving the 
problem of compensating of initial magnetic field of 
energy-saturated extended control object, whose 
components are unknown values of coordinates (xi, yi, zi) 
of the location of spherical sources of the compensating 
magnetic field at points in the space of a technical object 
in a rectangular coordinate system associated with the 
center of the technical object and unknown values 

magnitude m
ncg , m

nch  of their spherical spatial harmonics 

of magnetic field of these spherical compensating sources 
can be reduced to solving the problem of minimax 
optimization of resulting magnetic field (10) generated by 
energy-saturated extended control object and all 
compensating elements at the specified points in space, in 
particular at the control depth of a technical object. 

This approach is also standard when designing of 
robust control by resulting magnetic field of an energy-
saturated extended control object, when the coordinates of 
the spatial arrangement and the magnitudes of the 
compensating dipole calculated from the conditions for 
minimizing modulus of spacecraft resulting magnetic field 
(10) at the specified points in space, in particular at the 
control depth of a technical object, but for the «worst» values 
of the vector of uncertainty parameters of the energy-
saturated extended technical object magnetic characteristics. 

Inverse problems solution method. Components of 
the vector games (9), (10) are nonlinear functions of the 
vector X of required parameters and the vector G of 
uncertainty parameters of geometric inverse 
magnetostatics problem for prediction and control by 
magnetic signature of an energy-saturated extended object 
based on a multydipole model (1) taking into account 
forward problem uncertainties and calculated by 
COMSOL Multiphysics software. 

A feature of the calculated solution problem is the 
multy-extremal nature of games payoff (9), (10) so that the 
considered region of possible solutions contains local 
minima and maxima. This due to fact that when 
minimizing the resulting magnetic field at one point in the 
signature of technical object, the magnetic field level at 
another point in signature of this technical object increases 
due to under compensation or overcompensation of the 
original magnetic field of technical object. Therefore, to 
calculate the solution this vector games (8) – (10) used 
stochastic multy-agent optimization algorithms [45]. 

To adapt the PSO method in relation to the problem 
of finding Pareto-optimal solutions on the set of possible 
values of a vector criterion, it is most simple to use binary 
preference relations that determine the Pareto dominance 
of individual solutions. To find a unique solution of a 
vector games (9), (10) from a set of Pareto-optimal 
solutions used information about the binary relationships 
of preferences of local solutions relative to each other 
[45]. To calculate one single global solution to the vector 

games (9), (10) individual swarms exchange information 
with each other during the calculation of optimal solutions 
to local games. Information about the global optimum 
obtained by particles from another swarm used to 
calculate the speed of movement of particles from another 
swarm, which allows calculated all Pareto-optimal 
solutions. To increase the speed of finding a global 
solution, special nonlinear algorithms of stochastic multy-
agent optimization in which the motion of i particle of j 
swarm described by the following expressions [46] 
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where xij(t), gij(t) and νij(t), uij(t) is the position and 
velocity of i particle of j swarm. 

In (11) – (13) yij(t), zij(t) and )(* ty j , )(* tz j  – the best 

local and global positions of the i–th particle, found 
respectively by only one i–th particle and all the particles 
of j swarm. Moreover, the best local position yij(t) and the 

global position  ty j
*  of the i particle of j swarm are 

understood in the sense of the first player strategy xij(t) for 
minimum of component Ei(X,G), BR(X,G) of the vector 
payoff (9), (10). However, the best local position zij(t) and 

the global position *
jz  of the i particle of j swarm are 

understood in the sense of the second player strategy gij(t) 
for maximum of the same component Ei(X,G), BR(X,G) 
of the vector payoff (9), (10). 

Simulation results. Each naval vessel and each 
submarine has its own unique signature – a magnetic 
portrait, which can be used to determine not only the type 
of technical object, but also this particular technical 
object. Therefore, the magnetic signatures of specific 
naval vessel and submarines are a top secret [47, 48]. 

Measuring the magnetic field signature of naval 
vessel and submarines is usually carried out when a 
technical object moves against magnetic field sensors 
fixedly installed at various points in space. In particular, 
in the French marine laboratory 13 three-component 
magnetometers were installed along the body of the 
technical object being measured [13]. With linear 
geometric dimensions of a technical object ±100 m and 
measuring the magnetic field signature after 1 m, the 
number of measurement points will be 2613 pieces, and 
the number of measurements will be 7839 values of 
magnetic field components. 

Based on these measurements, a mathematical 
model of the magnetic field signature is calculated. 
Recently, moving underwater drones equipped with 
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magnetometers have been used to measure the magnetic 
signatures of naval vessel and submarines [47, 48]. 

As an example, consider the magnetic signature of a 
technical object, the parameters of which are given in [6]. 
The technical object has linear dimensions from –100 m to 
+100 m. The initial magnetic field is generated by 16 
dipole sources located at points in space of the technical 
object with the following coordinates. When measuring 
the magnetic field along the length of a technical object 
from –100 m to +100 m with an interval of 1 m along 
three lines with [6] coordinates, 603 measurement points 
are obtained. In this case, at each point three components 
of the magnetic field are measured in an orthogonal 
coordinate system associated with the center of the 
technical object, so that the total number of measurements 
is 1809 magnetic field values. 

Let us first consider the design of a multyspheroidal 
model of the initial magnetic field. As a result of solving 
the predictions of the geometric inverse problem, the 
coordinates (x, y, z) of the spatial location and their values 
of the parameters c and the coefficients of the first 
spheroidal harmonics c1

0, c1
1, s1

1 of 5 spheroidal sources of 
the multyspheroidal model of the initial magnetic field of 
the energy-saturated elongated technical object under 
consideration were calculated by magnetosystems. 

1) Sources M1 – x = 24.1775 m, y = 0.203945 m, 
z = 1.44653 m, c = 17.1245, c1

0, = –840.073, 
c1

1, = 13.9223, s1
1 = –193.016; 

2) Sources M2 – x = –13.2818 m, y = 0.498642 m, 
z = 0.266331 m, c = 0.232014, c1

0, = –58875.5, 
c1

1, = 1373.1, s1
1 = –7953.4; 

3) Sources M3 – x = –38.496 m, y = 0.276427 m, 
z = –1.03295 m, c = 0.337585, c1

0, = –3620.08, 
c1

1, = –11852.2, s1
1 = –3933.69; 

4) Sources M4 – x = 241911 m, y = 0.203772 m, 
z = 1.4617 m, c = 16.9606, c1

0, = 847.093, 
c1

1, = –14.0885, s1
1 = 194.566. 

Figure 2 shows the signatures of the original (solid 
lines) and model (dashed lines) magnetic field components 
of the magnetic field for the following coordinate values: 
a) Y = –20 m, Z = 19 m; b) Y = 0, Z = 19 m; c) Y = 20 m, 
Z = 19 m; d) magnetic field induction modules. As seen in 
these figures, the signatures of the original and model 
magnetic fields practically coincide, which confirms the 
adequacy of the designed multyspheroidal model to the real 
signatures of the magnetic field. 

One of the main technical requirements for the 
signature of ships and submarines is the limitation of the 
induction module of the magnetic field signature to the 
control depth. Technically, it is easiest to compensate for 
the initial magnetic field using local dipole-type 
compensators. Let us consider the reduction of the original 
magnetic field based on the designed multyspheroidal 
magnetic field model using compensating dipoles. 

As a result of solving the control geometric inverse 
problem of magnetostatics, the spatial location 
coordinates and values of the magnetic moments of 
5 compensating dipoles were calculated 
{x1, …, x5} – {–13.4224, –38.4723, 38.3674, 29.2921, 
11.2709} m; 
{y1, …, y5} – {0.557271, 0.2328, –0.886435, –5.39425, 
0.341033} m; 

{z1, …, z5} – {0.37837, –1.00586, 0.809621, –1.51659, 
0.0348981} m; 
{Mx1, …, Mx5} – {1026.93, 136.8, 330.364, 99.726, 
468.882} А∙m2; 
{My1, …, My5} – { –48.7259, 900.474, 77.9282, –58.4812, 
–26.3114} А∙m2; 
{Mz1, …, Mz5} – {263.642, 293.553, 135.072, 56.0585, 
268.282} А∙m2. 

Another technical requirement for the signature of 
ships and submarines is to limit the amount of change in 
the horizontal component of the magnetic field at a 
control depth over a certain period of time when passing a 
technical object at a given speed. 

 

a)
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Z = 19 m Bx, By, Bz, nT 

 
 

 

b)

Y= 0 m 
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c)

Y= 20 m 
Z = 19 m 

Bx, By, Bz, nT 
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B, nT

 
Fig. 2. Signatures of the original (solid lines) and model  

(dashed lines) magnetic field 
 

Let us now consider the solution of the geometric 
inverse problem of magnetostatics based on the location 
of 5 compensation dipoles when introducing into the 
objective function, in addition to the magnetic field 
induction modules, also horizontal components at the 
control depth. 

As a result of solving the control geometric inverse 
problem of magnetostatics, the spatial location 
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coordinates and values of the magnetic moments of 
5 compensating dipoles were calculated 
{x1, …, x5} – {11.081, –13.3971, 26.2429, 38.3417,  
–38.5133} m; 
{y1, …, y5} – {0.148509, 0.547627, –9.81257, –0.832418, 
0.288649} m; 
{z1, …, z5} – {0.0697367, 0.302065, –2.47162, 0.512463, 
–1.01949} m; 
{Mx1, …, Mx5} – {469.602, 1040.86, 84.7869, 347.086, 
138.088} А∙m2; 
{My1, …, My5} – {–37.4432, –50.1551, –22.2874, 
59.2771, 904.151} А∙m2; 
{Mz1, …, Mz5} – {252.922, 269.704, 30.4981, 164.38, 
298.216} А∙m2. 

Figure 3 shows the signatures of the modules: a) the 
initial and resulting magnetic field compensated using 
5 dipole sources; b) taking into account only the module; 
c) taking into account the horizontal component of the 
resulting magnetic field at the control depth. The signatures 
are given for the following coordinate values: a) Y = –20 m, 
Z = 19 m; b) Y = 0, Z = 19 m; c) Y = 20 m, Z=19 m. 

 

a )

B, nT 

 
 

b )

B, nT 

 
 

 

c )

B, nT 

 
Fig. 3. Signatures of the modules of the initial and resulting 

magnetic fields 
 

From a comparison of the signatures of the induction 
modules of the original magnetic field shown in Fig. 3,a 
and the resulting magnetic field shown in Fig. 3,b, it 
follows that with the help of 5 compensation dipoles it 
was possible to reduce the induction modulus of the 
original magnetic field by almost 100 times. Taking into 
account the horizontal component leads to a certain 
increase in the modulus of the resulting field, as follows 
from a comparison of Fig. 3,b and Fig. 3,c. 

Figure 4 shows the signatures of the horizontal 
components of the induction of: a) the initial and resulting 

magnetic field using 5 compensating dipoles; b) taking 
into account only the module; c) taking into account the 
horizontal component of the resulting magnetic field at 
the control depth. 

 

 

a )

Bx, nT 

 
 

 

b )
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c )
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Fig. 4. Signatures of the horizontal components of the initial and 

resulting magnetic fields 
 

From a comparison of these signatures it follows that 
with the help of 5 compensation dipoles it was also 
possible to reduce the horizontal component of the 
induction of the original magnetic field by almost 100 
times. Moreover, taking into account the horizontal 
component of the magnetic field leads to an additional 
reduction in the horizontal component of the resulting field 
by approximately 1.5 times, as follows from a comparison 
of Fig. 4,b and Fig. 4,c. 

Figure 5 shows the signatures of the longitudinal 
components of the induction of: a) the initial and resulting 
magnetic field using 5 compensating dipoles; b) taking 
into account only the module; c) taking into account the 
horizontal component of the resulting magnetic field at 
the control depth. 

From a comparison of the signatures of the 
longitudinal components of the induction of the original 
magnetic field, shown in Fig. 5,a and the resulting 
magnetic field shown in Fig. 5,b, it follows that with the 
help of 5 compensation dipoles it was possible to 
simultaneously reduce the longitudinal components of the 
induction of the original magnetic field by almost 200 
times. However, taking into account the horizontal 
component in the optimization criterion leads to an 
increase in the longitudinal components of the induction 
of the resulting field by more than two times, as follows 
from a comparison of Fig. 5,b and Fig. 5,c. 
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a )
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Fig. 5. Signatures of the longitudinal components of the initial 

and resulting magnetic fields 
 

Figure 6 shows the signatures of the vertical 
components of induction: a) of the initial and resulting 
magnetic field using 5 compensating dipoles; b) when 
taking into account only the module; c) when taking into 
account the horizontal component of the resulting 
magnetic field at the control depth. 
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Fig. 6. Signatures of the vertical components of the initial and 

resulting magnetic fields 

From a comparison of the signatures of the vertical 
components of the induction of the original magnetic 
field, shown in Fig. 6,a and the resulting magnetic field 
shown in Fig. 6,b, it follows that with the help of 
5 compensation dipoles it was possible to simultaneously 
reduce the vertical components of the induction of the 
original magnetic field by almost 50 times. However, 
taking into account the horizontal component in the 
optimization criterion leads to an increase in the vertical 
components of the induction of the resulting field by more 
than 1.5 times, as follows from a comparison of Fig. 6,b 
and Fig. 6,c. 

Thus, by minimizing the magnetic induction 
modules, a decrease in the module of the resulting 
magnetic field by more than 100 times is achieved, while 
simultaneously reducing the magnetic induction 
components of the resulting magnetic field, also by 
approximately 100 times. When simultaneously taking 
into account in the optimization criteria both the magnetic 
induction modules and the values of the horizontal 
components of the magnetic induction of the resulting 
magnetic field, the value of the horizontal component of 
the resulting magnetic field is additionally reduced by 
1.5 times. However, in this case, the modules of the 
resulting magnetic field, as well as the longitudinal and 
vertical components of the magnetic field, increase by 
approximately 1.5 times. 

Conclusions. 
1. For the first time the method for reduction of 

magnetic field of uncertain extended technical objects 
based on their multyspheroidal model and optimization of 
parameters of compensating dipoles for compensate of 
spheroidal harmonics of external magnetic field of 
technical object. Unlike known methods, the developed 
method makes it possible to increase the efficiency of 
magnetic field reduction of uncertain extended technical 
objects. 

2. Parameters of compensating dipole magnetic field 
sources calculated as magnetostatics geometric inverse 
problems solution in the form of nonlinear minimax 
optimization problem based on multyspheroidal model of 
magnetic field of extended technical objects. Nonlinear 
objective function calculated as the weighted sum of 
squared of resulting magnetic field COMSOL 
Multiphysics software package used. Nonlinear minimax 
optimization problems solutions calculated based on 
particle swarm nonlinear optimization algorithms 

3. Based on the simulation results it is theoretically 
shown the possibility to reduce by almost 100 times of 
modulus of induction and horizontal component of the 
induction of the original magnetic field of uncertain 
extended technical objects based on optimization of 
compensating magnetic dipoles spatial arrangement for 
compensate of spheroidal harmonics of external magnetic 
field of technical object using multyspheroidal model of 
the magnetic field. 

4. In the future it is planned to conduct experimental 
studies of the effectiveness of reducing of magnetic field 
of uncertain extended technical objects based on 
developed method. 
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Numerical modeling of coupled electromagnetic and thermal processes in the zone induction 
heating system for metal billets 
 

Introduction. For many modern manufacturing processes, induction heating provides an attractive combination of speed, consistency and 
control. Multi-inductor (zone) systems with continuous billets feed are the most promising, which keep the billet cross sectional average 
temperature equal. It allows to avoid overheating at low throughputs and reduces the number of rejected billets. Problem. With zone 
induction heating systems for metal billets developing it is necessary, at the design stage, to perform a quantitative analysis of the main 
characteristics of the electrothermal process and provide recommendations for optimal parameters and heating modes selections. Accurate 
calculations for induction heating systems involve considering the distribution of the magnetic field, current density, and changes of material 
properties throughout volume of the heated billet. The goal of the work is to develop the numerical model and analyze the coupled 
electromagnetic and thermal processes in zone induction heating system for metal billets to determine the optimal power ratio of the 
inductors and choose rational heating modes for the billets. Methodology. The spatiotemporal distribution of the electromagnetic field and 
temperature throughout the volume of the billet during the induction heating process is described by the system of Maxwell and Fourier 
equations. For numerical calculations by the finite element method, the COMSOL Multiphysics 6.1 software package was used. All three 
methods of heat transfer are taken into account – conduction, convection, and radiation. Multiphysics couplings use electromagnetic power 
dissipation as a heat sources, and the billet material properties are specified by temperature functions. The operation of the inductors’ coils 
is modeled using the «Multi-Turn Coil» function, which uses a homogenized model. The translational motion of the billet is modeled by using 
the «Translational Motion» function. Results. The numerical 3D-model of coupled electromagnetic and thermal processes in the zone 
induction heating system for metal billets has been developed. Modeling was carried out for the design of a four-inductor system with the 
nominal capacity of 5000 kg/h. Data on the spatial distribution of the electromagnetic and temperature fields in the moving heated steel 
billet were obtained. Originality. Three-dimensional graphs of electrical conductivity and relative magnetic permeability change inside the 
moving heated steel billet are presented. Results of the temperature distribution calculations along the length of the steel billet for different 
inductors power ratios are provided. It is shown how the change in the power distribution of the inductors affects the billet heating 
parameters. Practical value. Analysis of the obtained data allows to determinate the necessary inductors powers to ensure the required 
heating mode. The results make it possible to reduce the time and resources required for the development, optimization of the design and 
improvement of the technological process of zone induction heating for metal billets. References 20, table 1, figures 13. 
Key words: zone heating, numerical model, inductor, temperature field, finite element method, metal billet, electrical 
conductivity. 
 

Вступ. Для багатьох сучасних виробничих процесів індукційний нагрів забезпечує привабливе поєднання швидкості, 
узгодженості та контролю. Найбільш перспективними є багатоіндукторні (зонні) установки з безперервною подачею 
заготовок, що підтримують середню температуру поперечного перетину заготовки рівною. Це дозволяє уникнути перегріву 
за низької продуктивності та зменшити кількість бракованих заготовок. Постановка проблеми. При розробці установок 
індукційного зонного нагріву металевих заготовок необхідно, на етапі проєктування, виконати кількісний аналіз основних 
характеристик електротеплового процесу та виробити рекомендації щодо вибору раціональних параметрів та режимів 
нагріву. Уточнений розрахунок індукційних нагрівальних установок передбачає врахування розподілу магнітного поля, густини 
струму та зміни властивостей матеріалу по всьому об’єму заготовки, що нагрівається. Метою роботи є розробка чисельної 
моделі та аналіз взаємопов’язаних електромагнітних і теплових процесів в установці індукційного зонного нагріву металевих 
заготовок для подальшого визначення оптимального співвідношення потужностей індукторів та вибору раціональних 
режимів нагріву заготовок. Методика. Просторово-часовий розподіл електромагнітного поля та температури по об’єму 
заготовки в процесі індукційного нагріву описується системою рівнянь Максвелла і Фур’є. Для проведення чисельних 
розрахунків методом скінченних елементів використано програмний комплекс COMSOL Multiphysics 6.1. Відтворюються всі 
три способи теплопередачі – теплопровідністю, конвекцією і випромінюванням. Мультифізичні зв’язки використовують 
розсіювання електромагнітної потужності як джерела тепла, а властивості матеріалу заготовки задані функціями 
температури. Робота котушок індукторів моделюється із застосуванням функції «Multi-Turn Coil», яка використовує 
гомогенізовану модель. Поступальний рух заготовки моделюється за допомогою функції «Translational Motion». Результати. 
Розроблено чисельну 3D-модель взаємопов’язаних електромагнітних і теплових процесів в установці індукційного зонного 
нагріву металевих заготовок. Розрахунок проведено для конструкції чотириіндукторної установки номінальною 
продуктивністю 5000 кг/год. Отримано дані просторового розподілу електромагнітного та температурного поля в рухомій 
сталевій заготовці, яка нагрівається. Наукова новизна. Представлено тривимірні картини зміни електропровідності та 
відносної магнітної проникності всередині рухомої сталевої заготовки, що нагрівається. Наведено розрахунки розподілу 
температури по довжині сталевої заготовки для різних співвідношень потужностей індукторів установки зонного нагріву. 
Показано, як зміна розподілу потужностей індукторів впливає на показники нагріву заготовки. Практична значимість. 
Аналіз отриманих даних дозволяє встановити необхідні потужності індукторів, за яких забезпечується необхідний режим 
нагрівання. Результати дозволяють зменшити час і ресурси, необхідні для розробки, оптимізації конструкції та 
вдосконалення технологічного процесу індукційного зонного нагріву металевих заготовок. Бібл. 20, табл. 1, рис. 13. 
Ключові слова: зонний нагрів, чисельна модель, індуктор, температурне поле, метод скінченних елементів, металева 
заготовка, електропровідність. 
 

Introduction. A number of technological processes, 
including high-temperature processing of solid materials, 
liquid and granular substances, are based on the induction 
heating use [1–5]. The application area of induction 
heaters is quite wide: from hot water supply to process 
heating, including smelting and thermal processing of 
metals, thermal processing of bulk materials or liquid 
substances (for example, liquid fuel) placed in a metal 
container for its recycling. For many modern 

manufacturing processes, induction heating provides an 
attractive combination of speed, consistency and process 
control. In addition, induction heating is an 
environmentally friendly form of heating. 

Modern induction heating installations are complex 
set of devices. Their main components are: an inductor 
with a billet, a control system, power supply, a billet 
supply system, etc. [1, 2]. The alternating magnetic field 
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of the inductor excites eddy currents of the same 
frequency inside the billet, which create internal heat 
sources in the billet. In industry, the following main 
methods of implementing through induction heating 
processes are used: periodic, methodical and continuous, 
as well as periodic heating with reciprocating movement 
of the billet (Fig. 1). 

 

 
Fig. 1. Main methods of implementing through induction 

heating processes 
 

In periodic heating systems, the billet is placed in 
the inductor for the time required to reach the desired 
temperature conditions, after which it is unloaded and 
transferred to the next technological operations, and a 
new billet is loaded in its place. The process is repeated 
with the periodic release of heated billets from the 
inductor. Methodical heating systems are designed for the 
sequential heating of two or more billets in a single- or 
multi-section inductor during their discrete movement 
(pushing) with a certain step in time and distance, with 
the step equal to the length of one billet from the entrance 
to the inductor to its exit. 

Continuous heating systems provide heating of 
billets in an inductor of single- or multi-section design 
during their continuous movement at a constant speed 
inside the heater. 

In systems with periodic heating and reciprocating 
movement of the billet, the depth of the billet inside the 
inductor periodically changes during heating. This 
compensates for undesirable longitudinal edge effects and 
helps to reduce temperature variations along the length of 
the billet. Such systems are used for heating long billets. 

In mass production conditions, where it is necessary 
to ensure high productivity and heating quality, as well as 
the possibility of implementing different heating modes 
by changing the parameters of the heated billets, multi-
inductor (zone) systems with continuous billets feed are 
the most promising [6–9]. In contrast to conventional 
billet heaters, zone heaters keep the billet cross sectional 
average temperature equal and independent of the 
throughput and billet dimensions. Due to that uniformity 
this technique avoids overheating at low throughputs and 
reduces the number of rejected billets. With the aid of a 
suitable control program the temperature profile can be 
modified in order to find the best compromise between 
low billet sticking and scaling rate, uniform temperature 
distribution within the billets and low energy 
consumption [6]. 

The accuracy of heating is ensured by the power 
supply system through the power distribution between the 
inductors and appropriate control of power in each 
inductor. The inductors can be either identical or differ 
from each other. The power supply system must include 
semiconductor power sources corresponding to the 
number of inductors. The most efficient power sources for 
induction heating devices before further plastic 
deformation are thyristor and transistor frequency 
converters [2, 4, 10]. 

Transistor inverters are predominantly used because 
they allow the transistor to be turned off not at the «zero» 
current point but when it is necessary. The use of resonant 
inverters with transistors and freewheeling diodes 
eliminates no-load pauses, significantly improving the 
harmonic composition of the output current. Additionally, 
the presence of freewheeling diodes eliminates the 
possibility of voltage overloads. 

A generalized circuit of frequency converters is 
shown in Fig. 2. It includes an input rectifier that provides 
the required constant output voltage, a filter for 
coordination, a resonant inverter, and a load. 

 

 
Fig. 2. Frequency converter circuit for induction heating 

 
When developing automated complexes for zone 

induction heating for metal billets, it is necessary, at the 
design stage, to perform a quantitative analysis of the 
main characteristics of the electrothermal process and 
provide recommendations for selecting optimal 
parameters and heating modes. This will allow choosing 
the most efficient heating mode, and the obtained power 
values will serve as guidelines during the subsequent 
tuning of the technological cycle. The primary goal of 
achieving the specified temperature evenly throughout the 
volume of the billet must be attained with the highest 
possible performance indicators, which include process 
productivity, metal loss due to scaling, energy 
consumption, and the cost of the heating system. 

Accurate calculations for induction heating systems 
involve considering the distribution of the magnetic field, 
current density, and changes of material properties 
throughout volume of the billet being heated [11, 12]. High 
precision in calculating thermal characteristics, which are 
necessary at the design stage of such systems, must be 
ensured. 

Analysis of approaches to calculating 
electromagnetic and thermal processes in induction 
heating systems. Determining the distribution of the 
electromagnetic field and the temperature of the heated 
billet is generally performed by using numerical methods, 
such as the finite element method, considering skin effect, 
proximity effect, and ring effect [13]. This approach can 
be fully implemented with a small number of inductor 
turns (w = 1–5 turns). From the thermal calculation 
perspective, it is essential that the main part of the energy 
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is released within the depth of the magnetic field 
penetration into the conductor. For a large number of 
turns, the electromagnetic field of round massive 
conductors with current, representing a multi-turn coil 
model, has been studied by various authors. Is considered 
the high-frequency mode characterized by a pronounced 
skin effect and analyzed the case of using both massive 
conductors and multi-stranded litz wire. A method is 
proposed for calculating the resistance of the litz wire 
inductor winding for induction heating. The resistance is 
determined taking into account eddy current losses and 
winding temperature. The calculation of eddy currents 
and losses in the turns of high-frequency device inductors 
is carried out based on the experimental data analysis.  

Solving the field electromagnetic problem for an 
induction heating system with a large number of massive 
inductor turns (w ≥ 10) generally requires applying a 
fine computational mesh to cover the cross-section of all 
conductors and considering the aforementioned effects. 
Discretization the inductor turns in this case is 
associated with significant computational difficulties, 
and typically, each individual turn in the model ends up 
being too small to correctly account for the non-uniform 
current density distribution in its cross-section when 
calculating the entire system. 

One approach to simplifying the task solution is to 
preliminarily calculate the frequency-dependent 
equivalent parameters of a separate inductor (assuming 
the heated billet is absent) and then use the found 
parameters in the overall system calculation [14]. 
However, in the case of a strong skin effect, using this 
approach may be ineffective since the inductor parameters 
significantly depend on the value of the resulting field 
created by the currents in the inductor turns and the billet. 

We will consider a multi-scale modeling technique 
for calculating electrothermal processes in induction 
heating systems [13]. The traditional understanding of this 
approach involves sequentially considering hierarchical 
levels with information transfer both top-down and bottom-
up, with refinement performed iteratively based on the 
system’s main parameter – the equivalent resistance of the 
inductor. Two spatial levels are distinguished for the 
induction system. At the macro level, the electromagnetic 
process in the entire system volume is considered. At the 
micro level, the problem of the volume of a single inductor 
turn is solved. As a result of solving the electromagnetic 
task at the micro level, the equivalent resistance of the 
inductor is determined, which is then used as a set 
parameter for calculating the current value in the inductor 
at the macro level. Tasks that consider the electromagnetic 
process at two spatial levels are solved jointly using 
successive approximations, with the solution of the micro-
level task refining the solution of the macro-level task. 

Using multi-scale modeling, a numerical calculation of 
coupled electrothermal processes in the heated metal billet 
is performed [13, 15]. The dependence of the magnetic 
properties of its material on temperature is considered. An 
analysis of the processes occurring in the electrical circuit of 
the induction system’s power supply is conducted. 

The task of developing models for calculating 
electromagnetic and thermal processes in induction 
systems is relevant and allows determining their optimal 

parameters and efficient modes of electromagnetic 
controlled processing of conductive materials at the 
design stage of such systems [14]. 

Mathematical models for calculating such processes 
can be created based on both the theory of 
electromagnetic and thermal fields and the theory of 
equivalent thermal circuits. Models based on the theory of 
thermal circuits are widely used, for example, for 
analyzing thermal processes in electric machines. When 
constructing a thermal model of an induction system for 
heating a moving billet, the processes of convective heat 
transfer play an important role [14]. 

Field Theory Method: this method is characterized 
by high accuracy in calculating the temperature 
distribution within the billet volume, but it requires 
significant computational power and does not allow 
modeling electrical processes in a complex-structured 
power source, such as one with a rectifier and inverter. 

Thermal Circuit Method: this method is simpler to 
implement, does not require significant computational 
power, and allows quickly obtaining the billet temperature 
values online as input parameters (billet movement speed, 
inductor current, etc.) change. By adding an electrical 
circuit of the power source to the model, this approach 
allows accurately modeling the processes in the inverter 
as part of the power source and in the compensating 
capacitor, as well as modeling the entire system, for 
example, the automatic control system of the billet 
temperature both at the inductor exit and along the billet 
length. The disadvantage of this method is its lower 
calculation accuracy compared to the field theory method. 

The non-uniform current distribution in the inductor 
and the heated billet leads to the emergence of several 
specific effects that determine the main physical laws of 
induction heating [11, 12]. For typical induction heating 
systems of cylindrical billets placed inside the inductor, the 
ring effect, together with the skin effect and proximity effect, 
leads to current concentration on the inner surface of the 
inductor winding at the minimum distance from the heated 
billet. This increases the electrical efficiency coefficient in 
the electromagnetic system «inductor-billet» [8]. 

The highest accuracy in analyzing electromagnetic 
and thermal processes is ensured when solving a three-
dimensional problem. This becomes possible when 
considering the influence of the aforementioned physical 
effects, which manifest more deeply under conditions 
reproducing the finite length and detailed geometry of the 
inductors and the billet. Such three-dimensional problems 
are of practical interest. 

The goal of the work is to develop a numerical 
model and analyze the coupled electromagnetic and 
thermal processes in zone induction heating system for 
metal billets to determine the optimal power ratio of the 
inductors and choose rational heating modes for the billets. 

Mathematical description of coupled 
electromagnetic and thermal processes. In general, the 
spatiotemporal distribution of the electromagnetic field 
and temperature throughout the volume of the billet 
during the induction heating process is described by the 
system of Maxwell and Fourier equations for 
electromagnetic and thermal fields [16, 17]: 
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where H is the magnetic field strength vector; E is the 
electric field strength vector; J is the conduction current 
density; B is the magnetic flux density vector; D is the 
electric flux density vector; T is the temperature of the 
billet; τ is the time; c(T), γ(T), λ(T) are the specific heat 
capacity, density, and thermal conductivity of the metal, 
respectively; V is the velocity vector of the billet’s 
movement; F is the internal heat sources. 

In the considered task, the source of heat is resistive 
losses in the billet due to the flow of eddy currents, as well 
as hysteresis losses. The power of heat generation per unit 
volume of the heated body can be found by calculating the 
transferred energy of the electromagnetic field: 

 .ꞏdiv HEF                             (6) 
Obtaining a unique solution to the system (1) – (4) 

for all unknowns, whose number exceeds the number of 
equations, is possible if this system is supplemented with 
the following basic relationships [16, 17]: 

ED 0 ;                                 (7) 

HB 0 ;                                (8) 

EJ  ,                                  (9) 
where ε is the relative permittivity of the billet material; 
ε0 is the permittivity of vacuum; µ is the relative magnetic 
permeability of the billet material; µ0 is the permeability of 
vacuum; σ is the electrical conductivity of the billet material. 

Taking into account (7) and (9), equation (1) 
becomes: 
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In the case of induction heating of metals at 
frequencies below 100 MHz, the density of the induced 
conduction current is much higher than the displacement 
current density. Therefore, the second term on the right 
side of (10) can be neglected. Thus, we get: 

EH rot .                             (11) 
The electrical conductivity σ and relative magnetic 

permeability µ of the billet material are functions of 
temperature, defined analytically and tabularly during 
numerical implementation. For induction heating, these 
dependencies are significant since the thermal power 
generated in the billet is related to σ and µ of the material. 
Their decrease when heating the billet leads to a reduction 
in heating power, a change in skin depth, and the 
efficiency of the heating process. 

During induction heating, all three methods of heat 
transfer take place – conduction, convection, and radiation. 
Heat transfer within the heated billet from its more heated 
layers to less heated ones occurs due to the conduction 
process, described by the fundamental Fourier’s law. 

The convective heat exchange process between the 
heated billet and the surrounding environment is carried 

out according to Newton’s law, which states that the heat 
transfer rate is directly proportional to the temperature 
difference between the billet surface T1 and the 
surrounding environment T0. Heat loss from the billet 
surface to the surrounding environment by radiation is 
described by the Stefan–Boltzmann law, which states that 
the heat transfer rate is proportional to the difference of 
the fourth powers of the absolute temperatures T1

4 – T0
4. 

Such a description of radiative heat losses is satisfactory 
when constructing mathematical models in most real tasks 
of studying induction heating processes. 

The thermophysical parameters λ and c in (5) are 
nonlinear functions of temperature. In practice, the 
assumption of a constant thermal conductivity coefficient 
λ = const does not usually lead to significant errors when 
modeling temperature fields during induction heating. 
Similar approximation of the temperature dependence of 
specific heat capacity can lead to substantial errors in 
calculating the required power and thermal profile of the 
billet. Together with the corresponding boundary and initial 
conditions, equation (5) describes the three-dimensional 
temperature distribution at any time for any point throughout 
the volume of the heated billet. The solution to the system of 
equations (1) – (5) can only be realized by numerical 
methods. These methods are widely used in modern 
multiphysics simulation software packages such as Cedrat 
FLUX, COMSOL Multiphysics, ANSYS, and others. 

Equations (1)–(6), (11) provide a general description 
of the coupled three-dimensional electromagnetic and 
thermal fields, allowing for the determination of all 
necessary structural characteristics of the induction system. 
In this case, equations (1), (2), (10) are rewritten in 
frequency domain [16]. This approach enables solving the 
tasks of optimal control of multidimensional temperature 
fields both in the process of continuous induction heating 
and in the optimal design of induction heating systems. 

Numerical implementation of coupled 
electromagnetic and thermal processes calculation. For 
numerical calculations, the COMSOL Multiphysics 6.1 
software package was used. The preparation of the 
calculation process can be divided into several stages. The 
first stage is the synthesis of the model, which begins with 
the selection of the model’s dimensionality and physical 
modules. In this software package, there is an option to 
choose a module that is already highly adapted for 
calculations in induction heating devices – «Induction 
Heating». This can be selected through the 
«Electromagnetic Heating» branch. The multiphysics 
module (interface) «Induction Heating» is used for 
calculations of induction and eddy current heating and 
includes a magnetic fields interface and a heat transfer in 
solids interface. Multiphysics couplings add 
electromagnetic power dissipation as a heat source, and 
the electromagnetic properties of the material can depend 
on the temperature. Moreover, combinations of frequency 
domain modeling for the «Magnetic Fields» interface and 
stationary modeling for the «Heat Transfer in Solids» 
interface are supported, known as frequency-stationary 
and frequency-transient modeling. 

The «Heat Transfer in Solids» interface allows 
modeling of heat transfer by conduction, convection, and 
radiation. The solid model is active by default in all 
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domains. The temperature equation defined in solid 
regions corresponds to the differential form of Fourier’s 
law, which may include additional heat sources. 

Model geometry synthesis. Each inductor heats a 
part of the billet in a specific area of space. Optimal 
heating programs and the required final temperature can 
be achieved by ensuring that each inductor individually 
transfers the corresponding power to the billet. This 
approach requires solving the task of forming the 
necessary power by the inductors, which determines the 
design of the inductors and the circuit design of the power 
part of the converter that powers them. 

Modeling was carried out for the design of a multi-
inductor system for zonal heating of steel billets with the 
nominal capacity of 5000 kg/h. The geometric dimensions 
and technical parameters of the zone induction heating 
system are presented in Table 1. The model consists of 
four cylindrical inductors and a cylindrical billet. Each 
inductor is 1,5 m long, and the billet has a length of 6,5 m 
and a radius of 0,05 m. The power distribution is such that 
all inductors have the same operating frequency and 
number of turns but different current values. For the 
initial modeling, the power ratios of the inductors were 
chosen as 1 : 0,8 : 0,8 : 0,6. The inductors are numbered 
according to the direction of the billet’s movement. 

Table 1 
Geometric dimensions and technical parameters 

of the zone induction heating system 
Parameters Value 

Length of one inductor l1, m 1,5 
Distance between inductors l2, m 0,1 
Inner radius of the inductor r1, m 0,07 
Outer radius of the inductor r2, m 0,1 
Length of the steel billet L1, m 6,5 
Radius of the steel billet R1, m 0,05 
Initial temperature of the billet T1, °C 20 
Ambient temperature T0, °C 20 
Required heating temperature T2, °C 950 
Velocity of the billet V, m/s 0,022 
Frequency of the inductor current f, Hz 1000 
Current density in the conductors 
of individual inductors J, A/m2 

1st 
2nd 
3rd 
4th 

8,9ꞏ106 

7,12ꞏ106

7,12ꞏ106

5,45ꞏ106

Electrical conductivity σ 
of the billet material at 20 °C, S/m 

5,56ꞏ106

Relative magnetic permeability µ 
of the billet material at 20 °C 

16 
 

The model geometry can be constructed using 
COMSOL Multiphysics tools or in AutoCAD, with 
subsequent importation. 

Setting physical constants and properties. After 
creating the model’s geometry, constants are defined. In 
our case, it is recommended to introduce several constants: 
J1 – J4 – the current density values for each inductor. These 
values equal the product of the current and the number of 
turns of the inductor divided by the cross-sectional area of 
the corresponding inductor. Also, f – the frequency of the 
current in the inductors. Using constants simplifies the 
subsequent reconfiguration of the model. 

The calculation of the electromagnetic field is solved 
first in the frequency domain modeling step, and the 

calculation of the temperature field is solved in the 
subsequent stationary step. 

The billet’s movement speed is sufficiently low, so 
the induced current density due to the movement of the 
conductor is considered negligible compared to the 
current density induced by the alternating field. The 
operation of the inductors’ coils is modeled using the 
«Multi-Turn Coil» function, which employs a 
homogenized coil model consisting of a large number of 
thin conductors [18, 19]. 

The boundary conditions applied to the radiating 
surface of the billet (the surfaces in contact with air) are a 
combination of thermal flux considering natural thermal 
convection in the air and a diffuse surface modeling 
radiative heat transfer to the environment. The 
translational motion of the billet at a constant speed is 
modeled using the «Translational Motion» function in the 
«Heat Transfer in Solids» module. 

Finite element mesh construction. The minimum 
size of the finite elements (given the order of the 
approximating function polynomial) and the minimum 
calculation time should be chosen based on the required 
accuracy of the electromagnetic field calculation. The 
discretization requirements are applied to the conductive 
elements of the structure where eddy currents are 
calculated. Mesh step in these elements should be less 
than 1/4 of the field penetration depth. Reducing the size 
of the finite elements increases the calculation time, and 
the solution becomes more accurate. 

Figure 3 shows a fragment of the finite element 
mesh, representing one of the four inductors and part of 
the steel billet (inside the inductor, shown in blue). 

 

 
Fig. 3. Fragment of the finite element mesh representing 

one of the four inductors and part of the steel billet 
 

Results of modeling and discussion. The results of 
determining the spatial distribution of eddy current 
density within the steel billet in the form of longitudinal 
and several transverse sections are presented in Fig. 4. 
According to the obtained results, the highest heat 
generation occurs in the layers of the steel billet adjacent 
to the inner surface of the inductor. In the operating zone 
of the first inductor, which initiates heating, the maximum 
current density on the surface of the billet reaches 
approximately 105ꞏ106 A/m². This value rapidly decreases 
along the axis of the billet and at a distance of 2 mm from 
the surface, it is around 45ꞏ106 A/m². 

For comparison, these values in the billet at the edge 
of the fourth inductor are approximately 65ꞏ106 A/m² and 
28ꞏ106 A/m², respectively. Presumably, this difference is 
solely due to the varying powers of the first and fourth 
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inductors (approximately 1,65 times difference). The 
influence of changes in σ and µ of the billet material on 
the redistribution of heat sources within it is minor, as this 
change primarily occurs within the operating zone of the 
first inductor. Figure 5 shows the change in temperature T 
and electrical conductivity σ along the length of the 
heated steel billet. 

 

 
Fig. 4. Spatial distribution of eddy current density inside the 

billet in the form of longitudinal and several transverse sections 
 

As observed, under such a power ratio between the 
inductors, the surface temperature of the billet at the end 
of the first inductor’s working zone exceeds 660 °C, 

while it is 375 °C along the central axis. The electrical 
conductivity of the billet material in this section decreases 
by a factor of 5.5 on the surface and 3.1 along the axis 
compared to its initial values. However, until the 
completion of heating, the electrical conductivity of the 
billet decreases by only 25 % and 55 %, respectively. 

Figures 6, 7 present the spatial change of σ and µ 
inside the billet in the form of longitudinal and several 
transverse sections. Due to skin effect, the surface of the 
billet transitions through the Curie point earlier than its 
center. This transition occurs gradually; however, Fig. 7 
clearly shows a paramagnetic layer over the ferromagnetic 
layer within the heating zone of the second inductor, 
indicating a significant transition. From the perspective of 
magnetic properties, the billet material becomes two-
layered over a length of approximately 1,25 m. Thus, these 
findings are crucial from a design standpoint. Specifically, 
the magnetic field strength and distribution of eddy 
currents, as well as changes in material properties, directly 
affect temperature control, heating rate, and the formation 
of localized heat treatment zones in billet. 

Figure 8 shows typical curves of equivalent parameters 
changes of the inductor replacement circuit with the billet 
during heating for magnetic and non-magnetic metals. 

 
 

 , S/m T, C 

Arc length, m

 
Fig. 5. Change in electrical conductivity and temperature along the heated steel billet length: 1 – value on the surface of billet σ(L1); 

2 – value along of billet central axis σ(L1); 3 – value on the surface of billet T(L1); 4 – value along of billet central axis T(L1) 
 
 

 
Fig. 6. Change in electrical conductivity σ inside the heated steel billet 
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Fig. 7. Change in relative magnetic permeability µ inside the heated steel billet 

 
 

t / tc

R / Rfinal, X / Xfinal 

 
Fig. 8. Change of heating parameters for magnetic and 

non-magnetic billets (relative to final values) as a function of 
relative time t/tC, where tC – duration of the heating cycle 

 
 

The curves of changes in R and X are provided for 
the parallel replacement circuit [10]. The parameters 
correspond to the complete filling of the inductor with 
fully heated metal. The ratio of the maximum R value to 
the minimum ranges from 1,5 to 2,5. The X value 
decreases during heating by 1,3 to 1,6 times. Accordingly, 
the quality factor can vary by 2 to 3 times. 

The conclusion of the modeling involves obtaining 
comprehensive data on the spatial distribution of 
temperature inside the billet. Figure 9 presents 
temperature field maps of the billet at a time moment of 
290,91 s (end of heating). The billet moves from left to 
right. Current density values in the inductors were chosen 
so that the exit temperature of the billet from the system 
would be approximately 950 °C. 

   
                                                      a                                                                                                    b 

   
                                                      c                                                                                                    d 

Fig. 9. Temperature spatial distribution in longitudinal and transverse sections of the steel billet for individual heating zones: 
a – heating zone of the first inductor; b – heating zone of the second inductor; 

c – heating zone of the third inductor (c); d – heating zone of the fourth inductor 
 

Temperature spatial distribution in longitudinal and 
transverse sections of the steel billet for the four heating 
zones allows a visual assessment of the heating intensity 
as the billet moves into the zones influenced by individual 
inductors. For instance, the maximum temperature is 

found at the end of the heating zone of the fourth inductor 
(on the surface of the billet), reaching 976,6 °C. Due to 
skin effect, the center of the billet heats up slower than its 
surface, resulting in a temperature gradient between them 
during heating. Depending on the heat source power, this 
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gradient may exceed the allowable temperature 
uniformity specified for subsequent rolling or stamping 
processes, where permissible temperature gradients 
between the surface and center of a steel billet typically 
range from ±50 °C to ±25 °C, given the required heating 
temperature of 1000–1250 °C. 

This temperature gradient is somewhat reduced due to 
heat losses from the billet surface through convective 
and/or radiative heat exchange with the surrounding 
environment. Analysis indicates that convective losses 
predominate in low-temperature heating setups, whereas in 
high-temperature heaters (for steel, titanium, cobalt, and 
nickel billets), heat loss predominates through radiation. In 
our case, the nature of the temperature gradient between the 
center and surface of the billet can be visually assessed 
using the temperature distribution across the radius of the 
billet at the output of each inductor (Fig. 10). 

 

T, C 

R, m

 
Fig. 10. The temperature distribution across the radius of the 
billet at the output of each inductor: 1 – the output of the 4th 

inductor; 2 – the output of the 3rd inductor; 3 – the output of the 
2nd inductor; 4 – the output of the 1st inductor 

 

The obtained temperature distribution closely 
resembles the distribution of eddy current density across 
the radius of the billet. The temperature difference 
between the center and the surface of the billet (under the 
edge of the fourth inductor) is 32 °C. However, this 
difference decreases rapidly, reaching about 11 °C within 
4,5 s, explained by the rapid cooling of the billet surface. 
Figure 11 shows the temperature distribution across the 
end section of the billet as contours and surface plots at 
the exit of the zone heating system. 

As we can see, after the billet exits the working zone 
of the last inductor, the temperature maximum of 960 °C 
is maintained at a distance of 5 mm from its surface. 

Additionally, a series of numerical calculations were 
carried out to determine the optimal power distribution of 
the inductors when heating the steel billet. The conditions 
for comparing all calculations were as follows: the total 
power of all inductors (only the distribution changes), 
constant current frequency, productivity (speed), 
geometry (see Table 1), and cooling conditions. The 
required surface temperature of the billet at the output is 
950 °C (within ±20 °C). Heating indicators such as the 
amount of heat loss in the billet (including the areas 

between inductors), overheating, and the temperature 
gradient along the length and cross-section of the billet 
are taken into account. 

 

 
Fig. 11. Temperature distribution on the billet end part 

at the exit from the zone heating system 
 

As previously established [20], to ensure an 
effective thermal process for heating billets, the power 
ratio of the inductors should be 1 : 0,5 : 0,25 : 0,125. The 
result of modeling such a power distribution for the 
inductors is overheating of the billet surface within the 
first inductor zone to 1150 °C (Fig. 12). However, 
subsequently, the billet begins to cool rapidly due to the 
lack of power from the other inductors, and the center 
(1009 °C) of the billet has a higher temperature than its 
surface (968 °C) at the output of the fourth inductor. In 
the forging industry is advantageous to achieve a 
homogeneous billet temperature at the outlet of the heater 
with the shortest possible coil line installation length 
while at the same time minimizing the scaling rate and 
energy consumption. These objectives should be obtained 
not only for the nominal billet diameter and throughput 
but also for smaller billets and throughputs. Since these 
requirements are partly in conflict the solution generally 
involves reaching a compromise [6]. 

 

T, C

Arc length, m

 
Fig. 12. Temperature along the billet length for the inductors 

power ratio 1 : 0,5 : 0,25 : 0,125: 1 – temperature on the surface 
of the billet; 2 – temperature along the central axis of the billet 

 

From the standpoint of minimizing the temperature 
gradient across the cross-section of the billet, an 
acceptable power distribution for the inductors was found 



 

Electrical Engineering & Electromechanics, 2025, no. 2 67 

to be when the power of each subsequent inductor 
decreases by 33 % compared to the power of the previous 
one. That is, the ratio is 1 : 0,67 : 0,45 : 0,3. In this case, 
the first inductor provides a rapid heating of the billet to 
880 °C, and the temperature inside and on the surface of 
the billet equalizes at the beginning of the movement into 
the heating zone of the last inductor (Fig. 13). However, 
this design as a whole is characterized by thermal losses 
between the zones of individual inductors, which requires 
further improvement of the device. 

 

T, C 

Arc length, m

 
Fig. 13. Temperature along the billet length for the inductors 
power ratio 1 : 0,67 : 0,45 : 0,3: temperature on the surface of 

the billet (1); temperature along the central axis of the billet (2) 
 

The task of defining the heating program for a multi-
inductor heating complex generally involves subtasks to 
determine the power variation processes for each 
inductor. Determination of the inductors power ratio and 
heating programs for a multi-inductor complex presented 
in detail in works [6, 20]. 

The setup and resolution of the problem can be 
significantly simplified by predefining the function of 
power variation for each inductor over time. If the power of 
each inductor is assumed to be constant over time (taking 
into account data on changes in σ and µ throughout the billet 
volume), then the task of determining the inductor powers 
(power distribution among the inductors) can be solved 
using an iterative approach. This requires further modeling 
under various inductor power conditions to meet the heating 
requirements, gradually approaching the final result – power 
values. This approach significantly reduces resources when 
determining the optimal heating modes for a metal billet. 
The model can be represented as an m-file, describing 
geometric parameters, constants, global variables, nonlinear 
properties of the media, solver settings, and more. 

Conclusions. This work presents the numerical 3D-
model of coupled electromagnetic and thermal processes 
in zone induction heating system for metal billets. The 
model considers various effects that determine the 
fundamental physical principles of induction heating. 

Using the finite element method and the COMSOL 
Multiphysics 6.1 software package, data on the spatial 
distribution of the electromagnetic and temperature fields 
in the moving heated steel billet were obtained. Three-
dimensional graphs of electrical conductivity and relative 
magnetic permeability change inside the moving heated 
steel billet are presented. 

Analysis of data on the distribution of the 
electromagnetic field, the temperature of the billet, and 

the changes in material properties allows for determining 
the necessary inductors powers to ensure the required 
heating mode. The established power distribution can 
serve as a reference for preliminary setup at the beginning 
of the zone heating system’s operation. 

Results of the temperature distribution calculations 
along the length of the steel billet for different inductors 
power ratios are provided. It is shown how the change in 
the power distribution of the inductors affects the billet 
heating parameters. 

The thermal losses observed between the zones of 
individual inductors are a challenge that needs addressing. 
These losses can lead to inefficiencies and potential 
quality issues of the billet. Future work should focus on 
reducing these thermal losses, possibly through design 
modifications or improvement of thermal insulation and 
the heating process control system. 

The presented 3D-model of coupled electromagnetic 
and thermal processes can be used for quickly readjusting 
initial parameters (frequency, power and number of 
inductors, billet dimensions and material, etc.) to obtain 
variations in numerical calculations. This allows for 
predicting the efficiency and performance indicators of 
zone heating, such as efficiency, speed, heating depth, 
temperature, and gradient. 

The obtained results have practical application and 
make it possible to reduce the time and resources required 
for the development, optimization of the design and 
improvement of the technological process of zone 
induction heating for metal billets. Experimental validation 
of the developed technique and obtained numerical results 
is a prospect of further research. 
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Dielectric parameters of phase and belt paper impregnated insulation of power cables 
 
Introduction. Medium voltage power cables with paper impregnated insulation remain an important component of power 
networks. The reliability and efficiency of such cables have been confirmed by their long service life also at nuclear power 
plants. Problem. It is not possible to directly determine the dielectric parameters of phase and belt paper insulation of power 
cables. Effective electrical diagnostic systems are required to assess the technical condition of such types of power cable 
insulation. The aim of the work is to substantiate the methodology for determining the dielectric properties of phase and belt 
paper impregnated insulation based on cumulative measurements of the electrical capacitance and the tangent of the dielectric 
loss angle of power cables of nuclear power plants and power networks. Methodology. The developed methodology is based on 
the solution of a system of linear algebraic equations of the sixth order for determining the dielectric properties of types of 
paper impregnated insulation of power three-core cables in a metal sheath. Scientific novelty. The differences in the structure 
of the probing electric field in phase and belt paper insulation depending on the inspection scheme of three-core power cables 
with sector cores in a metal sheath have been established. The shares of electric energy in the types of insulation under 
different probing electric field schemes have been determined, which allows determining the tangent of the dielectric loss angle 
of phase and belt paper insulation. Practical significance. The results of the practical implementation of the developed 
methodology for assessing the differences in the properties of phase and belt insulation of power cables of nuclear power plants 
and power network cables during spatial scanning of electrical insulation by frequency and voltage, respectively, are presented. 
References 41, figures 4, table 6. 
Key words: power cables, aging of paper impregnated insulation, phase and belt insulation, electric field structure, aggregate 
measurements, commutation matrix, dielectric loss angle tangent, system of linear algebraic equations, self-discharge time 
constant. 
 
Вступ. Силові кабелі середньої напруги з паперовою просоченою ізоляцією залишаються важливою складовою 
електроенергетичних мереж. Надійність та ефективність таких кабелів підтверджено тривалим терміном 
експлуатації також на АЕС. Проблема. Безпосередньо визначити діелектричні параметри фазної та поясної паперової 
ізоляції силових кабелів не виявляється можливим. Для оцінки технічного стану таких видів ізоляції силових кабелів 
необхідні ефективні електричні системи діагностики. Метою роботи є обґрунтування методології визначення 
діелектричних властивостей фазної та поясної паперової просоченої ізоляції на підставі сукупних вимірювань 
електричної ємності та тангенсу кута діелектричних втрат силових кабелів АЕС та електричних мереж. Методика. 
Розроблена методика ґрунтується на розв’язанні системи лінійних алгебраїчних рівнянь шостого порядку для 
визначення діелектричних властивостей видів паперової просоченої ізоляції силових трижильних кабелів у металевій 
оболонці. Наукова новизна. Встановлено відмінності структури зондувального електричного поля у фазній та поясній 
паперовій ізоляції в залежності від схеми обстеження трижильних силових кабелів із секторними жилами у металевій 
оболонці. Визначено частки електричної енергії у видах ізоляції за різних схем зондувального електричного поля, що 
дозволяє визначити тангенс кута діелектричних втрат фазної та поясної паперової ізоляції. Практична значимість. 
Представлено результати практичної реалізації розробленої методики для оцінки відмінностей властивостей фазної 
та поясної ізоляції силових кабелів АЕС та кабелів енергомереж при просторовому скануванні електричної ізоляції за 
частотою та напругою відповідно. Бібл. 41, рис. 4, табл. 6. 
Ключові слова: силові кабелі, старіння паперової просоченої ізоляції, фазна та поясна ізоляція, структура 
електричного поля, сукупні вимірювання, матриця комутації, тангенс кута діелектричних втрат, система лінійних 
алгебраїчних рівнянь, стала часу саморозряду. 
 

Introduction. 
Power systems include a significant number of 

important power cable systems. Paper insulated lead 
covered cables (PILC) have been used for more than 100 
years in medium voltage systems from 6.6 to 36 kV, and 
even in high voltage systems. Such cable systems have 
advantages over cross-linked polyethylene cables, 
primarily in electrical characteristics: high electrical 
strength, low sensitivity to DC tests and proven 
operational reliability [1–10]. 

In modern medium voltage networks, cross-linked 
polyethylene insulated cables are increasingly used. 
Replacing paper impregnated cables is a long-term 
strategy. Paper impregnated cables remain vital 
components of distribution electrical networks and power 
systems for circulating pumps in NPP reactor cooling 
systems [4–7]. It should be noted that the cables have a 
specified service life of 25 years [7–13]. The actual term 

is determined by the technical condition of the cable 
insulation. The physical wear of medium voltage cables 
with paper impregnated insulation in the power systems 
of Ukraine is 80 % [7], in European countries it is at the 
level of 50 %. There are also cables in operation, the 
service life of which varies from 25 to 60 years. The 
extension of the service life of nuclear power plants to 60, 
and even up to 80, years determines the relevance of the 
problem of assessing the technical condition of cables to 
ensure reliable and safe operation of power units of 
stations [7–9]. 

Problem definition. 
During operation, power cables are subject to the 

complex influence of various factors: 
 electric field, which causes electrical aging of the 

insulation; 
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 thermal field, which causes thermal aging and 
oxidation of the insulation; 

 wetting of the insulation leads to a deterioration of 
the electrophysical characteristics of the insulation; 

 mechanical aging and damage under the influence of 
vibration, electrodynamic forces and mechanical loads; 

 chemical aging under the influence of aggressive 
substances [4–13]. 

Aging of power cable insulation due to prolonged 
exposure to operational factors can lead to cable 
breakdown when the limit values of mechanical and 
electrical insulation characteristics are reached. 

Network companies are trying to reduce the 
frequency of failures and associated costs by monitoring 
the condition of insulation and maintaining cable systems 
with paper impregnated insulation. To increase the 
reliability of power cables and cable lines under operating 
conditions, various electrical testing and diagnostic 
methods are used to assess the condition of electrical 
insulation of power cables, including traditionally used 
and new modern methods [14–26]. 

The technical condition of cable insulation is 
determined by applying constant test voltage that exceeds 
the nominal by 6 times. Testing cables with an increased 
test voltage does not allow obtaining reliable information 
about the real technical condition of power cables with 
paper impregnated insulation. Such tests of power cables 
that are operated for a long time often lead to a reduction 
in service life, untimely and unpredictable insulation 
breakdown. 

Among modern methods, the following non-
destructive electrical methods for diagnosing power 
cables with voltages up to 35 kV inclusive can be 
distinguished: 

 method of measuring partial discharge 
characteristics [7, 21]; 

 measurement and analysis of recovery voltage 
[7, 22–24]; 

 method of measuring relaxation current (more often 
in cables with cross-linked polyethylene insulation); 

 method of measuring dielectric characteristics of 
insulation at alternating voltage [23–33]. 

Measurements at DC voltage allow to detect local 
defects of the cable line, at AC – to detect general 
deterioration of the quality of insulation due to its aging. 

Unlike short samples of NPP cables – with a length 
of about 10 m, the examination of which according to 
electrical characteristics in laboratory conditions can be 
performed in the frequency range up to 10 kHz [7, 25–27, 
34], for long cables of power systems up to 5 km long, it 
is necessary to conduct an examination at power 
frequency of 50 (60) Hz to avoid resonance phenomena 
during the examination and reduce the error in the 
assessment of diagnostic results. 

Power cables with paper impregnated insulation 
have two types of insulation – phase of each core and belt 
insulation of three cores together. Insulation is carried out 
by winding the cores with tapes of cable paper. In the 
initial state, the properties of the phase and belt insulation 

must be identical. In the process of cable aging, a 
synergistic effect of the influence of cable elements and 
external factors on the aging of paper impregnated 
insulation is manifested [27, 29, 30, 32]. 

This causes differences in the mechanical properties 
of phase and belt insulation, which are caused by the 
destruction of cellulose and the migration of low-
molecular polar products of its decomposition (water, 
furans) into the colder part of the cable – to the shell, into 
the belt insulation [23]. As a result, the properties of the 
belt insulation deteriorate over time to a greater extent 
compared to the phase insulation. The mechanical 
strength of cable papers decreases, the dielectric loss 
tangent increases [7, 15, 27, 30]. 

It is important to identify signs of aging of each type 
separately: phase and belt paper electrical insulation, 
which determines the operability of power cables in 
operation as an important element of the network. Phase 
and belt insulation of cables are not available for direct 
measurements. This causes the averaging of insulation 
parameters, due to which the differences in their 
components become less noticeable [25, 27]. As a sign of 
the end of the period of normal cable operation, 
differences in the dielectric properties of phase and belt 
insulation that arise during prolonged operation should be 
considered. The change in properties can be caused by 
uneven aging of the specified types of insulation or by 
moisture due to loss of tightness of connecting and end 
couplings, protective sheath, etc. 

The goal of the work is to substantiate the 
methodology for determining the dielectric properties of 
phase and belt paper impregnated insulation based on 
cumulative measurements of electrical capacitance and 
dielectric loss tangent of power cables of nuclear power 
plants and electrical networks. 

Structure of the probing electric field in types of 
paper impregnated insulation of power cables. 

The method for determining the dielectric properties 
of phase and belt paper impregnated insulation is based 
on establishing differences in the structure of the probing 
electric field in the type of insulation whose properties are 
of direct interest. 

The density σ of surface electric charges at the 
interface of the media is found as a result of solving the 
system of linear algebraic equations (SLAE) in matrix 
form by the method of secondary sources [25]: Fredholm 
integral equations of the first kind for potentials on the 
surfaces of the cores, metal shell and of the second kind 
for jumps of the normal component of the field strength at 
the interface of phase and belt electrical insulation, 
respectively 

U=σA  ,                                (1) 

where σ  is the column matrix of unknown values of the 
secondary charge density, C/m2; in nodes of the total 
number N (order of SLAE), U  is the column matrix, the 
first Ne members of which reflect the given potentials of 
nodes lying on the electrodes, the rest (N – Ne) – on the 
interface of dielectric media and are equal to zero; 
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A  is the square matrix of coefficients, the elements of 
which aij are equal to [25] 
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where i is the node number in which the field 
characteristics are sought; j is the node number in which 
the charge is located; rij is the distance between sections 
and j; r0j is the distance from section j to point O, 
the potential of which can be taken to be zero; 
ε0 = 8.85∙10–12 F/m is the electric constant; Δlj is the 
length of the segment of the cylinder generator with the 
center at point j; e is the base of the natural logarithm; α is 
the parameter associated with the dielectric permittivities 
of dielectric media: when the normal vector jn  is 

oriented from a medium with a dielectric permittivity ε2  
to a medium with ε1, the parameter α is equal to: 

12

12

ε+ε

εε
=α


. 

During numerical modelling, the coordinates and 
areas of the sections, the centers of which are nodes 
located along the thickness of the insulation, are 
analytically determined, and the boundaries of the cores, 
phase and belt insulation, and metal sheath are 
analytically set [25]. The modelling was performed in the 
open-access software environments Lazarus and Octave. 

Figure 1 shows the structure of the electrostatic field 
(Fig. 1,a,c,e) and the electric field intensity sweeps 
(Fig. 1,b,d,f) for different schemes of inspection of a 
power cable in a metal shell for linear voltage of 10 kV 
with paper impregnated insulation with sector-shaped 
cores with cross-section of 185 mm2. The thickness of the 
phase insulation is 2.75 mm; of the belt insulation is 
2 mm. The dielectric permittivity of the phase insulation is 
ε1=4.5; of the belt insulation is ε2=4; in dielectric wedges 
(in the center and on the periphery) filled with seeping 
liquid – ε3=3. The applied phase voltage is 5774 V. 

Figures 1,a,c,e show the patterns of electric field 
strength vectors when the nodes are located on the surface 
of the electrodes (cores, metal shell), in the thickness of 
the phase and belt insulation, dielectric wedges for 
different power cable inspection schemes. Figure 1,a 
corresponds to the cable inspection under the condition of 
applied electric voltage to one of the cores (A) and 
grounded two others (B, C) and metal sheath (S) – 
inspection scheme I. Figure 1,e – inspection scheme II: 
electric voltage applied to three cores (A, B, C) and 
grounded metal shell (S). 

According to the specified inspection schemes in 
Fig. 1,b,d,f show the sweeps of the electrostatic field 
strength at nodes located in the thickness of the phase 
(A, B, C) and belt (SA, SB, SC) insulation. In the case of 
inspection scheme I, the electric field is present in the 
phase and belt insulation (Fig. 1,a,b). In this scheme, the 
electrical properties of the phase insulation are more 
pronounced. The electric charge of the potential core is 
2.9 μC/m, of the zero cores is 0.62 μC/m, and of the shell 
is 1.63 μC/m.  

In the case of inspection scheme III, under the 
condition of electric voltage applied to two cores and the 
grounded third core and metal shell, the electric field is 
present in the interphase insulation of the two cores, 
dielectric wedges, and belt insulation (Fig. 1,c,d). The 
electric charge of the potential cores is 2.29 μC/m and 
2.29 μC/m, of the zero core is 1.23 μC/m and of the shell 
is 3.24 μC/m. The identity of the determined values of the 
electric charges of the two cores proves the high accuracy 
of the numerical calculations. 

With the inspection scheme according to scheme II, 
the electric field is present to a greater extent in the belt 
insulation (Fig. 1,e,f). In the interphase space, the electric 
field is absent (Fig. 1,e) The electric charge of each of the 
cores is 1.67 μC/m, of the metal shell is 4.98 μC/m. 

The results of numerical simulation prove that for 
any inspection scheme, the electric field enters both the 
phase and belt insulation (compare Fig. 1,a, Fig. 1,c and 
Fig. 1,e). At the same time, the grounded cores and the 
metal shell located nearby significantly affect the value of 
the electric charge, i.e. the electric capacitance and losses 
of electric energy in the paper impregnated insulation of 
the core to which the electric voltage is applied. 

Table 1 shows the distribution of the electric field 
energy (μW) in the phase and belt insulation of the cable 
determined by the results of numerical calculations for 
different inspection schemes: scheme I – «core - against 
the other two and the metal shell», scheme II – «three 
cores together - against the metal sheath». 

For each of the selected inspection schemes, the 
structure of the cable insulation is scanned by an 
alternating electric field. The electric field is focused in 
different types of cable insulation: in phase (scheme 
A–B,C,S – Fig. 1,a), belt (scheme A,B,C–S – Fig. 1,e) 
insulation, in the interphase space (scheme A,B – C,S –
Fig. 1,c). 

Depending on the inspection scheme, the 
electrostatic field energy that accumulates in the types of 
electrical insulation differs. Thus, according to the 
scheme «each core against the other two and the shell», 
the share of energy accumulated in phase insulation is 
76.4 %, while in belt insulation only 21.8 % of the total 
electric field energy in cable insulation is accumulated. 

With inspection scheme III «two cores together – 
against the third and metal shell», the share of energy in 
phase insulation is 69.4 %, in belt insulation – 27.4 %. 
According to scheme II, the share of energy accumulated 
in phase insulation is 59.4 %, in belt insulation – 43.07 %. 
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Fig. 1. Structure of the probing electrostatic field in types of 
paper impregnated electrical insulation under different 

inspection schemes of a three-core power cable with metal shell 

 

The difference in energy accumulated in different 
parts of the cable under different schemes of the probing 
electric field allows to determine the electrical energy 
losses, i.e. the tangent of the dielectric loss angle directly 
of the phase and belt insulation. The question is in what 
way this can be done. 

Power cable substitution circuit and methodology 
for combined capacitance and dielectric loss tangent 
measurements. 

Figure 2 shows the substitution circuit of a three-
core power cable in metal shell. 

The circuit contains 6 links that reflect the dielectric 
properties of the insulation of three cores A, B, C to the 
shell S and between themselves СA-S, СB-S, СC-S, СA-B, СB-C, 
СC-A, respectively. In parallel with each of the partial 
capacitances, resistors are included that reflect the 
dielectric losses in the insulation: tgδA-S, tgδB-S, tgδC-S, 
tgδA-B, tgδB-C, tgδC-A. 

To directly determine partial capacitances with the 
corresponding losses of electrical energy in insulation 
(Fig. 2), the method of cumulative measurements of 
dielectric parameters at alternating voltage of power 
cables using devices with two terminals is used. 

The method of total measurements is more universal 
than the method of measuring partial capacitance with 
three terminals. The gap currents, which are discharged to 
the ground using the third terminal past the measuring 
circuit, affect the measurement results of the selected one. 
The error of the measurement results with three terminals 
can be significant, especially in operation [35]. 

 
 

Table 1 
Electrostatic field energy shares in electrical insulation components depending on the inspection scheme of 10 kV power cable 

Inspection scheme 

Scheme I: 
«core А – against grounded cores B,

C and metal shell S»  
applied voltage U=5774 V 

Scheme III: 
«cores А, В – against grounded 

core C and metal shell S»  
applied voltage U=5774 V 

Scheme II: 
«cores А, В, С – against grounded 

metal shell S» 
applied voltage U=5774 V Type of insulation 

WA, 
mJ/m 

The share of energy 
stored in the type of 

insulation 
ηA = WA/W 

WA,В, 
mJ/m 

The share of energy 
stored in the type of 

insulation 
ηA,В = WA,В/W 

WA,В,С, 
mJ/m 

The share of energy 
stored in the type of 

insulation 
ηA,В,С = WA,В,С/W 

Phase insulation of the 
core А 

4,73 0,5761 3,66 0,28 2,74 0,198 

Phase insulation of the 
core В 

0,81 0,099 3,70 0,28 2,76 0,198 

Phase insulation of the 
core С 

0,81 0,099 1,75 0,134 2,76 0,198 

Belt insulation between 
the cores and shell 

1,79 0,218 3,58 0,274 5,62 0,4307 

Belt insulation between 
core C and shell 

0,0453 0,0052 0,045 0,0034 0 0 

Interphase insulation 
between cores С and А 

0,1181 0,0144 0,0996 0,0077 0,0107 0,00082 

Interphase insulation 
between cores С and В 3,07410–9 0 0,1125 0,0086 0,0109 0,00083 

Interphase insulation 
between cores А and В 

0,1217 0,0148 0,1135 0,0087 0,0110 0,00084 

Total energy W, mJ/m 8,21 1 13,071 1 13,913 1 
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Fig. 2. Substitution circuit of a three-core power cable 

in a metal shell 
 

The dielectric parameters of the controlled circuit 
are not found directly during the measurements, but as a 
result of solving the SLAE. The method can be 
implemented both using devices with three terminals (in 
this case, one terminal is not used) and using devices with 
two terminals. A two-position switch (C, Fig. 3) is placed 
between the object and the meter. 

Each of the terminals of the three-core (A, B, C) 
power cable in a metal shell (S) is connected to one (i) or 
the other (j) input of the device (I). 

The scheme of inspection of a three-core power 
cable with paper impregnated insulation in a metal shell 
using the method of cumulative measurements is 
presented in Fig. 3. 

 

 

 
Fig. 3. Connection diagram of a three-core power cable in a 

metal shell to a two-position switch 
 

In a three-core cable with a metal shell, 7 complete 
inspection schemes can be distinguished by the method of 
cumulative measurements for monitoring the electrical 
capacitance and dielectric loss tangent of the power cable.  

Four schemes reflect the dielectric properties of the 
phase and belt insulation between the cores and the metal 
sheath for the cases: according to scheme I «each of the 
three cores – against the grounded two others and the 
metal shell» (Fig. 1,a) and according to scheme II «all 
three cores together – against the grounded metal shell» 
(Fig. 1,e). The corresponding total electrical capacitances 
СA-B,C,S, СB-A,C,S, СC-A,B,S, СA,B,C-S and the total dielectric 
loss tangents tgδA-B,C,S, tgδB-A,C,S, tgδC-A,B,S, tgδA,B,C-S are 
recorded. 

Three inspection schemes III reflect the dielectric 
properties of the interphase insulation (Fig. 1,c). In this 

case, the device records the corresponding total electrical 
capacitances and total dielectric loss tangents: СA,B-C,S, 
СC,A-B,S, СB,C-A,S, tgδA,B-C,S, tgδC,A-B,S, tgδB,C-A,S. 

The state of the switch keys is determined by the 
switching matrix AK, the elements of which are equal to 
«1» in the case of connecting the object terminal, for 
example, to the left terminal of the device and «0» in the 
opposite case – to the right (Fig. 3): 





















1111111100000000

1111000011110000

1100110011001100

1010101010101010

AK . (3) 

The matrix contains 4 rows (by the number of 
terminals of the control object) and 24=16 columns 
(by the number of all possible options for the state of the 
switch keys). The first and last columns correspond to 
degenerate cases: 0000 – all poles of the object are 
connected to one terminal, and 1111 – to the other 
terminal of the meter. These experiments can be used to 
estimate the parasitic capacitance of the switch and 
connecting wires. The other experiments (there are a total 
of Nе=16 – 2 = 14) are divided into two groups. The first 
7 experiments are the main ones (columns (2 – 8) in (3)), 
the others are inverse (columns (9–15) – correspond to a 
change in the polarity of the connection to all poles). 

The unknown partial capacities are found based on 
the results of cumulative measurements from the SLAE: 

ACCx = Ce,                              (4) 

where Се is the column matrix of the results of the 
cumulative measurements: СA-B,C,S, СB-A,C,S, СC-A,B,S, СA,B,C-S, 
СA,B-C,S, СC,A-B,S, СB,C-A,S; Сх is the column matrix of 
unknown partial capacitances: СA-B, СB-C, СC-A, СA-S, СB-S, 
СC-S); АС is the matrix of the «participation» of the partial 
capacitance in the total capacitance for this experiment. 

Element aij of the matrix АС is equal to 1 if the 
difference of the codes of poles i and j is different from 
zero, and is equal to 0 otherwise. 

In experiment 2 (second column in (3): the first 
terminal «1», the rest are zero) the capacitances connected 
in parallel are measured: СA-B + СС-А + СA-S. In 
experiment 3 (third column in (3): second terminal «1», 
the rest are zero) the capacitances connected in parallel 
are measured: СA-B + СВ-С + СB-S.  

The partial capacitances that participate in the total 
capacitance for a particular experiment are found by 
multiplying the row of the matrix AC by the column 
matrix Сх:  
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The SLAE, similar to (4), is also written to find tgδ 
of partial capacitances: 



74  Electrical Engineering & Electromechanics, 2025, no. 2 

ATGTGx = TGe,                      (5) 
where TGe is the column matrix of measured total values 
of tgδ (the result of the total action of a number of partial 
capacitances with losses connected in parallel); TGx is the 
column matrix of values of tgδ of the partial capacitance 
with losses, which is the purpose of the calculation; 
ATG is the matrix of coefficients, similar in structure to 
the AC matrix, but instead of unit coefficients, contains 
fractions, in the numerator of which are the partial 
capacitances Cij, found as a result of solving (4), and in 
the denominator – the sums of the partial capacitances 
participating in this experiment.  

The coefficients of the ATG matrix determine the 
shares of the real values of the partial capacitances (with 
electrical energy losses) in the total losses for this 
experiment. 

When implementing all 7 basic experiments 
according to (4), (5), the SLAE becomes overdetermined: 
the number of equations is greater than the number of 
unknowns [25]. Finding the solution requires the 
application of the least squares method: 

Cx = (AC AC)–1AC Ce,                (6) 
where «« means transposition; degree «–1» – finding the 
inverse matrix; sign «« – matrix multiplication. 

Similarly, the unknown values of the tangents of the 
angle of dielectric losses of partial capacitances are found, 
which is the purpose of the study: 

TGx = (ATG ATG)–1ATG TGe.            (6) 
To find the dielectric parameters of phase and belt 

insulation, it is enough to perform 6 experiments out of 
the 7 main ones, for example: 2 – 7: СA-B,C,S, СB-A,C,S, 
СC-A,B,S, СA,B,C-S, СA,B-C,S, СC,A-B,S. 

When implementing 6 experiments (columns (2–7) 
of the commutation matrix AK (3)), we obtain a 6th-order 
SLAE with the matrix AC of the form: 
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The corresponding inverse matrix AC–1 is: 
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The sought partial capacitances are found by 
multiplying the rows of the inverse matrix by the column 
of experimental data. 

For example, the first unknown capacitance СA-B is 
found by multiplying the first row of the matrix АС–1 by 
the column of measurement results (8). This provides 
grounds to determine tgδA-B by (9), where СA-B,C,S, СB-A,C,S, 
СC-A,B,S, СA,B,C-S, СA,B-C,S, СC,A-B,S are the experimental 
results of the combined measurements, the sequence 
of which is given by columns (2–7) of the switching 
matrix (1), Сs1 = СA-B,C,S + СB-A,C,S + СC-A,B,S is the total 
electrical capacitance of the experiment, which 
corresponds to the first row of the matrix AC. 

Note that formula (9) can be used only after the 
partial capacitances СA-B, СB-C, СCA are found. 

The formulas for the parameters of other partial 
capacitances and dielectric loss tangents are determined 
according to (8), (9): 

 
CA–B = 0,5(CA–B,C,S + CB–A,C,S – CC–A,B,S + 0CA,B,C–S + 0CA,B–C,S + 0CC,A–B,S);                       (8) 
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Thus, the solution of SLAE (4) and (5) in practice is 

reduced to formulas that are linear combinations of 
measurement results taken with certain weighting factors. 
Calculation using them does not present any particular 
difficulties. 

To determine the dielectric parameters of phase and 
belt insulation based on the method of cumulative 
measurements, a spatial method of creating a probing 
electric field in the type of paper impregnated insulation 
of power cables, the properties of which must be 
determined, is used. For this purpose, the conductors and 
metal shell of the power cable are switched in a way that 
shunts the electric field in those parts of the structure, the 
influence of which must be neglected. 

In the case of implementing the specified method for 
short samples of power cables of NPPs, it is possible to 
conduct an examination at several values of the frequency 
of the sound range 0.110 kHz of low voltage to 
determine the predominant factors of the aging process 
over time of phase and belt paper impregnated insulation. 

For long-distance cables, for example, urban power 
networks, the use of the frequency method is limited to 
one power operating frequency at several values of high 
applied voltage. Examination of cables in operation at 
several values of frequency is limited by resonance 
phenomena between the cable's own inductance and 
capacitance.  

Examples of practical implementation of the 
methodology for determining the dielectric properties 
of phase and belt paper impregnated insulation of 
power cables. 

Figure 4 shows the general and determined on the 
basis of the proposed methodology electrical 
characteristics of types of electrical insulation in the form 
of С-tgδ diagrams for frequencies of 0.1; 1 and 10 kHz of 
samples of power cables of nuclear power plants for 
voltage of 6 kV with paper impregnated insulation in 
laboratory conditions. The designation of experimental 
data corresponds to frequencies of 0.1; 1 and 10 kHz: the 
total measurement results – red, green and blue colors; 
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determined dielectric parameters of phase and belt 
insulation – purple, turquoise and black colors, 
respectively. 

For the cable sample (Fig. 4,a), higher values of tgδ 
of phase and belt insulation are observed for a frequency 
of 0.1 kHz, which is evidence of moistening of paper 
impregnated insulation during long-term operation. At the 
same time, belt insulation is more aged compared to phase 
one: tgδ values differ by more than 1.33 times for 
frequency of 10 kHz. 

For the cable sample (Fig. 4,b), lower values of 
dielectric losses of phase and belt insulation are observed 
for frequency of 100 Hz. This is evidence of a lower 
moisture content in the insulation under the influence of 
the increased operating temperature of the cable during 
operation. At the same time, for frequency of 10 kHz, the 
belt insulation is also characterized by 25 % higher tgδ 
values compared to the phase insulation.  

In any case, changing the inspection scheme leads to 
significant variations in tgδ, which is a sign of aging of 
the paper impregnated cable insulation (Fig. 4). 

 

 

C, pF 

tg, % 

 
a 

 

C, pF 
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b 

Fig. 4. Dielectric parameters of paper impregnated electrical 
insulation of NPP cable samples for different frequency values 

 

Table 2–5 present the determined dielectric 
parameters based on the results of combined 
measurements of cables directly in operation of 10 kV 
power cable lines. 

Thus, the belt insulation of phases A, B and C of 
cables (Table 2, 3) has practically the same values. 

This, firstly, indirectly indicates a uniform current 
load during long-term operation. Secondly, the values of 
tgδ remain practically unchanged with an increase in the 

applied test voltage: the absence of air cavities. Electrical 
energy losses due to ionization are not observed (evidence 
of the uniformity of filling of dielectric wedges with an 
impregnating compound – Fig. 1). 

 
Table 2 

Dielectric parameters of phase and belt insulation of the 
AASHV-3120 cable for voltage of 10 kV, length 240 m 

Applied voltage 
2 kV 5 kV 8 kV 

Inspection 
scheme 

C, nF tgδ, % C, nF tgδ, % C, nF tgδ, %

A-S 47,9738 0,3456 49,2300 0,3475 48,6638 0,3308

B-S 48,4738 0,3376 47,8800 0,3503 48,4937 0,3348

C-S 48,7237 0,3280 48,8800 0,3334 49,0638 0,3441

A-B 12,0725 0,1802 12,0400 0,1146 12,1625 0,1318

B-C 12,4225 0,2492 12,8800 0,1799 12,1925 0,1488

C-A 12,4825 0,2202 12,0400 0,1396 12,4125 0,1418

 
Table 3 

Dielectric parameters of phase and belt insulation of the 
AASHV-370 cable for voltage of 10 kV, length 220 m 

Applied voltage 
2 kV 5 kV 8 kV 

Inspection 
scheme 

C, nF tgδ, % C, nF tgδ, % C, nF tgδ, %

A-S 29,86 0,666 29,9266 0,7265 29,9913 0,7204

B-S 29,63 0,655 29,5876 0,6312 29,5913 0,6346

C-S 29,85 0,624 29,7946 0,6534 29,7912 0,6653

A-B 7,491 0,108 7,4657 0,1311 7,3975 0,1305

B-C 7,361 0,097 7,4578 0,1211 7,4975 0,1157

C-A 7,471 0,112 7,449 0,1261 7,476 0,126

 
Table 4 

Dielectric parameters of phase and belt insulation of cable 
AASHV-3120 for voltage 10 kV, length 2470 m 

a) before repair – phase C damaged 

Applied voltage 
2 kV 5 kV 8 kV 

Inspection 
scheme 

C, nF tgδ, % C, nF tgδ, % C, nF tgδ, %

A-S 636,3 1,00 616,5 0,891 840,1 1,39 

B-S 639,9 0,99 618,4 0,896 839 1,61 

C-S phase C damaged 

A-B 99,48 1,842 119 2,151 97,69 1,203

B-C 97,5 1,346 99,3 1,802 119,3 2,158

C-A phase C damaged 

 
b) after repair 

Applied voltage 
2 kV 5 kV 8 kV 

Inspection 
scheme 

C, nF tgδ, % C, nF tgδ, % C, nF tgδ, %

A-S 500,756 0,7640 501,062 0,8341 504,2875 0,8624

B-S 498,256 0,7774 498,162 0,8511 502,1875 0,8570

C-S 497,756 0,7600 497,462 0,8582 501,5875 0,8830

A-B 139,937 0,7164 139,675 0,7202 138,5250 0,7212

B-C 141,637 0,7252 141,475 0,7202 140,1250 0,7442

C-A 141,637 0,7452 141,475 0,7242 140,3250 0,7242
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Table 5 
Dielectric parameters of phase and belt insulation of the 
AASHV-395 cable for voltage of 10 kV, length 40 m 

Applied voltage 
2 kV 5 kV 8 kV 

Inspection 
scheme 

C, nF tgδ, % C, nF tgδ, % C, nF tgδ, %

A-S 12,6340 0,6654 12,7731 0,7312 12,4834 0,7503

B-S 12,5230 0,6673 12,3241 0,8482 12,7184 0,7772

C-S 12,9240 1,7844 13,1081 1,8594 12,8934 1,7415

A-B 3,1630 0,3537 3,1978 0,0778 3,1433 0,1053

B-C 3,2130 0,3446 3,3227 0,0938 3,1332 0,1233

C-A 3,1620 0,2077 2,8337 0,1030 3,3583 0,0982
 

After repair of the damaged phase C of the power 
cable AASHV-3120 (Table 4), the uniformity of aging 
of the belt and phase insulation of all three phases was 
established. After repair, the tgδ level decreased, but 
remained in the range from 0.6 to 0.8 %, which 
corresponds to moderately aged insulation [29]. 

The AASHV-395 cable (Table 5) is characterized 
by non-uniform current load in operation. As a result, the 
insulation of phase C has 2.3 times higher tgδ values: it is 
significantly aged compared to the others. The critical tgδ 
values for the frequency of 50 Hz correspond to the 
critical value of mechanical strength by the number of 
double bends of cable papers and have the following 
values: for phase insulation: 1.2673–1.3874 %; for belt 
insulation: 1.29–1.4886 % [36]. Additional direct current 
inspections in operation proved the defectiveness of the 
cable coupling of phase C. 

Measurements at direct voltage allow to detect local 
defects of the cable line – leakage of impregnating liquid, 
which most often occur in connecting and end couplings 
[37–40]. 

Measurement of leakage current at direct current 
when applying a voltage of 40 kV allowed to determine 
the insulation resistance Ris of phase C of the cable line 
with the coupling. The product of the insulation resistance 
Ris and the electrical capacitance of phase C (Table 5, 
C-S = 12.924 nF) determines the self-discharge time 
constant of the insulation  = RisС – an objective 
indicator of quality that does not depend on the geometric 
dimensions of the insulation. 

Thus, the signs of defects in elements of cable lines 
with paper impregnated insulation are established on the 
basis of the ratio of the values of tgδ of the types of cable 
insulation (the result of measurements on AC) and the 
self-discharge time constant (the result of measurements 
on direct current of insulation resistance and electric 
capacitance on AC) (Table 6). 

Table 6 
Classification of defects in cable lines with paper impregnated 

insulation [41] 

Value range of θ, s tgδ < (0,5 – 1) % tgδ > (1 – 2) % 
θ < (1 – 10) Coupling Coupling and cable

θ > (10 – 100) Normal state Cable 
 

In the considered case, the self-discharge time 
constant of phase C is θ = 1.52 s; for phases A and B: 
θ = 12.14 s and 7.43 s, respectively. 

Conclusions. 
1. The established differences in the structure of the 

probing electric field in the types of paper impregnated 
electrical insulation made it possible to determine the 
share of energy accumulated in the phase, belt insulation 
and interphase space in the cable as a whole. 

2. It has been proven that according to the inspection 
schemes «each of the three cores – against the grounded 
two others and the metal shell» and «three cores together 
– against the grounded shell», the probing electric field is 
concentrated mainly in the phase or belt insulation of the 
cable, respectively. This provided the basis for developing 
a methodology for determining the dielectric parameters 
of the types of electrical insulation – phase and belt 
insulation of power cables. 

3. The methodology is based on solving a system of 
linear algebraic equations of the 6th order, which reflects 
the results of six cumulative measurements of the 
dielectric parameters of three-core power cables in a 
metal shell. 

4. The results of the practical implementation of the 
developed methodology for assessing the differences in 
the properties of phase and belt insulation of NPP power 
cables and power network cables are presented. 

5. The need to compare the results of diagnostic 
examinations on direct and alternating currents to increase 
the accuracy of assessing the technical condition of power 
cables with paper impregnated insulation in operation is 
argued. 
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Complex physicochemical analysis of transformer oil parameters using the inductively 
coupled plasma mass spectrometry technique 
 

Introduction. Transformers are crucial and expensive components of power systems, experiencing electrical, thermal, and chemical stresses. 
Transformer oil analysis is important for diagnosing transformer faults and assessing its remaining service life. The oil used in transformers 
degrades over time due to its interaction with electrical loads and heat from the core and windings. The oil degrades into low-molecular 
gases and carbon particles, which affect its dielectric properties and indicate potential problems. Analysis of dissolved gases in oil allows 
early detection of defects such as corona or arc discharges, as well as overheating. In addition, analysis of metal content in oil helps to 
clarify the type and location of the fault identified by gas analysis. Novelty of the proposed work lies in the study of the relationship between 
transformer oil parameters and its quality, as well as the effect of dissolved gases. The article proposes a method for determining how 
changes in these parameters affect each other. The obtained data are compared with the results of mass spectrometric analysis for a more 
accurate assessment of the transformer condition. The purpose of this paper is to explore the connection between the chemical properties of 
transformer oil and the elemental composition determined through inductively coupled plasma mass spectrometry (ICP-MS). Methods. The 
solution to the problem was carried out using the inductively coupled plasma mass spectrometry method from Agilent Technologies 7700e 
(USA) to measure the concentration of metals in transformer oil. Results. An inverse correlation has been identified between the acidity of 
transformer oil and its furfural content. Experimental evidence has shown that the water content has the most significant impact on 
decreasing the breakdown voltage of dielectric oil. It was found that CO gas has the greatest influence on the formation of furfural. It has 
been established that gaseous C2H2 plays an important role in the formation of acidic components. Correlations were found between the oil 
acidity and the concentrations of copper and iron and between the breakdown voltage and the amount of lead and aluminium in the 
transformer oil. A high concentration of copper in the oil indicates potential issues with the transformer windings, as well as in any bronze 
or brass components, and the concentration of iron in significant quantities indicates problems with the transformer core and tank. 
Moreover, as the breakdown voltage of the oil decreases, there is a marked increase in the concentrations of lead and aluminum. This 
suggests that significant amounts of lead are found in the transformer solder joints, while aluminum is present in the windings and ceramic 
bushings. Practical value. The advantage of the mass spectrometric method for detecting metals in transformer oils is the ability to 
accurately determine the type of fault and diagnose transformer problems. Research shows that this method allows early detection of 
potential problems and predicts the condition of the transformer. References 21, table 2, figures 8. 
Key words: transformer oil, furfural component, breakdown voltage, mass spectrometer, dissolved gases analysis. 
 

Вступ. Трансформатори є важливими та коштовними компонентами енергосистем, які зазнають електричних, теплових та 
хімічних навантажень. Аналіз трансформаторної оливи важливий для діагностики несправностей трансформатора та 
оцінки його терміну служби, що залишився. Олива, що використовується в трансформаторах, з часом руйнується через його 
взаємодію з електричними навантаженнями та теплом сердечника та обмоток. Олива розкладається на низькомолекулярні 
гази та частинки вуглецю, що впливає на її діелектричні властивості та вказує на потенційні проблеми. Аналіз розчинених 
газів у оливі дозволяє завчасно виявити дефекти, такі як коронний або дуговий розряд, а також перегрів. Крім того, аналіз 
вмісту металу в оливі допомагає уточнити тип і місце дефекту, виявленого газовим аналізом. Новизна пропонованої роботи 
полягає у вивченні зв’язку між параметрами трансформаторної оливи та її якістю, а також впливом розчинених газів. У 
статті запропоновано метод визначення того, як зміни цих параметрів впливають одна на одну. Отримані дані 
порівнюються з результатами мас-спектрометричного аналізу для більш точної оцінки стану трансформатора. Метою 
статті є дослідження зв’язку між хімічними властивостями трансформаторної оливи та елементним складом, визначеним 
за допомогою мас-спектрометрії з індуктивно зв’язаною плазмою (ICP-MS). Методи. Рішення проблеми здійснювалося за 
допомогою методу мас-спектрометрії з індуктивно зв’язаною плазмою Agilent Technologies 7700e (США) для вимірювання 
концентрації металів у трансформаторній оливі. Результати. Між кислотністю трансформаторної оливи та вмістом у ній 
фурфуролу виявлено зворотну залежність. Експериментальні дані показали, що вміст води має найбільш значний вплив на 
зниження напруги пробою діелектричної оливи. Встановлено, що найбільший вплив на утворення фурфуролу має газ СО. 
Встановлено, що в утворенні кислотних компонентів важливу роль відіграє газоподібний С2Н2. Були виявлені кореляції між 
кислотністю оливи та концентрацією міді та заліза, а також між напругою пробою та кількістю свинцю та алюмінію в 
трансформаторній оливі. Високий вміст міді в оливі вказує на потенційні проблеми з обмотками трансформатора, а також 
у будь-яких бронзових або латунних компонентах, а концентрація заліза в значних кількостях вказує на проблеми з 
сердечником трансформатора та баком. Крім того, у міру зниження напруги пробою оливи спостерігається помітне 
збільшення концентрації свинцю та алюмінію. Це свідчить про те, що значна кількість свинцю міститься в паяних з’єднаннях 
трансформатора, тоді як алюміній присутній в обмотках і керамічних втулках. Практична цінність. Перевагою мас-
спектрометричного методу виявлення металів у трансформаторній оливі є можливість точного визначення типу 
несправності та діагностики проблем трансформатора. Дослідження показують, що цей метод дозволяє завчасно виявляти 
потенційні проблеми та прогнозувати стан трансформатора. Бібл. 21, табл. 2, рис. 8. 
Ключові слова: трансформаторна олива, фурфуроловий компонент, пробивна напруга, мас-спектрометр, аналіз 
розчинених газів. 
 

Introduction. By sampling transformer oil and 
conducting various tests, it is possible to diagnose 
numerous faults in the transformer and evaluate its 
remaining service life and overall condition. Transformer 
oils, like most insulating and dielectric materials, 
decompose and deteriorate during prolonged use. This is 
attributed to the oil’s role in resisting electrical loads and 
facilitating heat transfer from the core and windings. The 

condition of dielectric oil is influenced by contamination, 
its type, and the presence of acidic compounds like metal 
sulfide particles. Besides chemical degradation, dielectric 
oil also deteriorates due to physical contamination. When 
exposed to partial discharges, electrical arcs, and rising 
temperatures, dielectric oil breaks down into low 
molecular weight gases that dissolve in the oil, along with 
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carbon particles. The behavior of each type of insulation 
oil is influenced by the way carbon particles are 
transformed. Hence, analyzing dielectric oil is crucial for 
assessing the condition of a transformer and identifying 
its potential issues [1, 2]. 

Dissolved gas analysis (DGA) in insulation oil is a 
reliable method for detecting transformer faults early. 
These are typically used in transformers hydrocarbon 
(mineral) oils or silicones as insulating fluids because of 
their superior dielectric properties, heat transfer 
efficiency, and stability. These insulating fluids typically 
undergo minimal decomposition under normal conditions. 
However, damage can lead to the degradation of both the 
liquid and solid insulation materials [3]. Gases like H2 
(hydrogen), CH4 (methane), C2H4 (ethane), C2H2 
(acetylene), CO (carbon monoxide), and CO2 (carbon 
dioxide) can dissolve in transformer oil, indicating 
decomposition caused by thermal or electrical stresses. 
Quantitative examination of these gases can help in 
detecting issues like corona, arc, spark discharge, and oil 
overheating, all of which can impact the transformer’s 
operational lifespan. Furthermore, analysing metals in 
transformer oil supports dissolved gas analysis by 
specifying the nature and source of potential problems 
identified through gas analysis [4, 5]. 

High-energy faults not only damage transformer 
insulation materials like oil, paper, and wood but also 
generate metal particles that disperse into the oil. These 
particles can subsequently circulate throughout the 
transformer, mainly through the oil flow. Different 
components of a transformer produce distinct types of 
metal particles, which can manifest individually or in 
various compounds, and may appear in different 
concentrations. Identifying these particles can help narrow 
down the potential components contributing to failures [6].  

Common metals found in transformer oil include 
aluminum, copper, iron, lead, silver, tin, and zinc. Two 
techniques used to analyze these metals in oil are mass 
spectrometry with inductively coupled plasma (ICP-MS) 
and mass spectrometry with atomic absorption. The 
amounts of metals in the oil must be measured using these 
techniques. Typically, the metal atoms in a sample are 
liberated by high temperature burning of the metal 
particles, making them amenable to accurate examination 
via these methods. The presence of these atoms in an 
atomic absorption flame or inductively coupled plasma 
can be determined by measuring discrete frequency 
absorption or positive ion emission (ICP) from the atoms, 
as well as the metal’s ion concentration and composition. 
The Agilent Technologies 7700e inductively coupled 
plasma mass spectrometer was used in this study [7, 8]. 

Recently, ICP-MS has been gradually replacing 
flame atomic absorption spectrometry due to the 
significantly greater availability and performance of 
modern equipment while maintaining undoubted 
advantages, including the ability to record low detection 
limits for chemical elements and isotopes, down to ng/l 
and occasionally even pg/l levels, low consumption of the 
analyze, the ability to conduct multielement analysis, and 
high sensitivity and resolution of the analyser [9–11]. 

In previous studies [3–5, 12], the quality of 
transformer oil and the DGA have been individually 

investigated and quantified as parameters for assessing 
transformer performance or diagnosing malfunctions. 
However, these works did not explore the 
interdependencies between the electrical and 
physicochemical parameters of transformer oils. 

The goal of the paper to approach the study of how 
changes in transformer oil parameters affect each other, as 
well as the effect of dissolved gases on oil quality. In 
addition, the study compares these parameters with data 
obtained by mass spectrometry, which serves as a 
criterion for assessing the condition of transformers 

Materials and methods. The research used a mass 
spectrometer with inductively coupled plasma (Agilent 
Technologies 7700e, USA) to measure and assess the 
concentrations of metals in the transformer oil (Fig. 1) [7]. 

 

 
Fig. 1. Diagram of the ICP-MS Agilent 7700e [7] 

 
To mineralize the samples, a «Speedwave Xpert» 

microwave system (Germany) equipped with small-
volume vessels for working with microsamples was used 
to control the temperature (Table 1). Dispensers with 
volumes ranging from 100 to 1000 l and 1 to 10 ml, made 
by Pipet4u and Eppendorf (Germany), along with 
disposable tips and polypropylene tubes with capacities of 
15 and 50 ml, were utilized. 

Table 1 
Procedure for microwave decomposition of transformer oil 

Acid Volume 
Reagents 

HNO3 (65 %) 8 ml 

Procedure

A 100 mg (0.1 ml) sample was added to the vessel, 
followed by the addition of 8 ml of HNO₃ for 
mineralization. The mixture was then thoroughly 
shaken or stirred with a clean Teflon or glass rod. 
Before sealing the vessel, it should be allowed to sit 
for at least 10 min before being heated in a 
microwave oven according to the specified program 

Step Т, C P, bar t, min P, % 

1 145 80 10 80 

2 170 80 10 80 

3 190 80 20 90 

Program 

4 50 60 10 0 
 

To mineralize the materials and generate calibration 
solutions, 65 % nitric acid (HNO3) was utilized. 
Furthermore, a 30 % solution of hydrogen peroxide 
(H2O2) from Suprapur (Merck, Germany) was used to 
quickly dissolve the samples during mineralization. The 
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solutions were diluted using deionized water with a 
resistivity of 18.2 MΩꞏcm. The instrument’s calibration 
accuracy was verified by analyzing a standard sample of 
drinking water. 

Chromatography was used to detect the amounts of 
gases dissolved in the oil (H2, CO, CO2, CH4, C2H6, C2H4, 
C2H2, N2, and O2). This was accomplished using an 
automated KRISTALLUX-4000 M gas chromatograph, 
which featured both a flame ionization detector and a 
thermal conductivity detector. 

Experiments. Figure 1 shows a diagram of the 
ICP-MS Agilent 7700 instrument. The measurements were 
carried out on an ICP-MS system from Agilent Technologies 
7700e (USA) under stable operating conditions [7–9]. The 
ICP-MS method is based on the use of an argon ICP as an 
ion source and a quadrupole mass spectrometer. 

Figure 1 shows a diagram of the main parts of the 
instrument using an Agilent 7700e ICP-MS instrument as an 
example. The sample introduction system included a 
peristaltic pump, an atomizer, and a spray chamber. The 
solution of the studied substance was removed by a 
peristaltic pump at a speed of 0.1 ml/min. An aerosol was 
obtained from the sample solution and passed through a two-
pass spray chamber. The fine aerosol obtained from the 
sample (leaving the spray chamber) directly enters a tube 
that directs the aerosol into a horizontally mounted plasma 
burner. The gas entering the three-cylinder plasma burner is 
called plasma, auxiliary gas, or carrier gas (supplied to the 
atomizer). A four-turn coil (inductor) is attached to the end 
of the burner, and a high-frequency signal (27.12 MHz) is 
supplied to it. After the plasma is enriched with electrons in a 
strong high-frequency field, collisions of argon atoms are 
ensured (i.e., plasma «combustion» is supported). At the 
plasma centre, the temperature reaches the range of 8000 to 
10000 K. The aerosolized sample is instantly freed from the 
solvent and ionized. Furthermore, a beam of ions from the 
analysed sample is formed and introduced into the mass 
spectrometer through a system of cones and lenses. The ions 
then entered the quadrupole analyser. Only ions with a 
specific mass-to-charge ratio (m/z) can pass through the 
centre of the quadrupole under a specific combination of 
applied voltages. 

The quadrupole provides a very fast (sawtooth) 
change in voltage because it can scan the entire mass 
range (from 2 to 260 Da) in 100 ms. As a result, mass 
spectra displaying the intensity vs. mass can be recorded 
for all elements virtually simultaneously. After passing 
through the quadrupole, the ions are detected by an 
electron multiplier. Table 2 shows some ICP-MS data 
from the experiments. 

Table 2 
Experimental mode 

Plasma, generator power, W 1450 
Argon flow rate, l/min 1.2 
Sample supply rate, l/min 1 
Mass-spectrometer resolution, Da 0.2 
Vacuum without plasma, Torr 4ꞏ10–4 
Dynamic cell, gas Helium
Time of measurement, s 0.1–0.5

 

Results and discuss. The analytical findings from 
50 transformers, which included dissolved gases, oil 
quality parameters, and metals in the oil, were utilized to 

determine the change or departure of oil quality 
parameters from one another to evaluate the transformer’s 
performance and early diagnosis. The top results were 
chosen from 30 different analyses. 

Carbon monoxide (CO) and carbon dioxide (CO2) 
emissions found in transformer oil are indicative of a 
malfunction that may cause the deterioration and 
breakdown of paper insulation. The gases that indicate 
transformer overload include ethane (C2H6), ethylene 
(C2H4), and methane (CH4). Acetylene gas (C2H2) 
indicates that there may have been an arc inside the 
transformer, which could have been brought on by a tap 
changer contact failure that resulted in internal shorts. The 
concurrent presence of methane, ethane, ethylene, carbon 
monoxide, and carbon dioxide gases (CH4, C2H6, C2H4, 
CO and CO2) in the dielectric oil signals the combustion 
of the transformer’s paper insulation. The presence of 
hydrogen indicates the formation of partial discharges, 
and this gas is produced in most types of faults [13–15].  

Transformer oil always contains oxygen, which 
leads to the formation of the gases CO and CO2 and 
acidity. As the temperature rises in the transformer, oxide 
and acid components trigger a hydrolysis reaction, leading 
to the decomposition of the paper insulation. Conversely, 
overheating the oil also breaks down the paper insulation 
molecules, resulting in pyrolysis. The products of 
hydrolysis and pyrolysis react to form furfural, which is 
generated from oxygen, acid, moisture, as well as CO and 
CO2 gases. The cause of transformer oil and paper 
insulation degradation is the acid, moisture and oxygen 
contained in furfural [16–19]. 

Figure 2 illustrates the inverse relationship between 
the furfural component, which forms from the degradation 
of the transformer’s paper insulation, and the acid 
component. Figure 2 shows that a 1 ppm increase in the 
acid component results in a 0.6 ppm decrease in the 
furfural component. The primary causes of acid formation 
in transformer oil are oxygen and oil oxidation. The 
degradation of transformer paper insulation and the 
formation of furfural are attributed to processes involving 
oxygen, hydrolysis, and pyrolysis [20]. Figure 2 clearly 
demonstrates that the concentration of furfural decreases 
as the acid content in the transformer oil increases.  

 

 Furfural, ppm 

Acidity, ppm

 
Fig. 2. Relationship between acid and furfural components 

of transformer oil 
 

The dependence of furfural on the water content of 
the oil is depicted in Fig. 3. Apart from ambient moisture, 
the hydrolysis of paper insulation results in the creation of 
moisture within the insulating oil. As the temperature 
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increases, these bubbles evolve into partial discharge and 
hydrogen production [21]. 

 

 Furfural, ppm 

Water, ppm 

 
Fig. 3. Variation in furfural content with water content 

 

Carbon monoxide is a gas produced during the 
decomposition of transformer paper insulation and has the 
most significant impact on the furfural component. Figure 4 
shows that at low CO concentrations, the furfural content in 
the transformer oil does not change. However, as the heat 
increases and the paper insulation degrades, the carbon 
dioxide content increases, which increases the furfural 
content. The furfural component is a key parameter for 
assessing the degree of polymerization and estimating the 
remaining service life of transformer paper insulation. 

 

Furfural, ppm 

Carbon Monoxid
Gas, ppm

 
Fig. 4. Dependence of furfural on carbon monoxide 

 

The breakdown voltage of transformer oil is a crucial 
indicator of its quality, reflecting its dielectric strength 
against factors such as arcing. The parameter exerting the 
most significant influence on this breakdown voltage is the 
water content. As the water content increases, the electrical 
conductivity of the oil also increases, thereby reducing its 
dielectric strength against electrical stress. Specifically, the 
breakdown voltage of the oil decreases by 1 kV for every 
increase of 1 ppm in water content. 

Figure 5 illustrates the relationship between the 
concentration of copper and iron and the acidity of 
transformer oil. The data from the figure show that as the 
acidity of the oil increases, there is an exponential 
increase in the concentration of these metals. This 
confirms the correlation between oil acidity levels and the 
accumulation of metals such as copper and iron, which 
can indicate transformer issues. 

Oil acidity is a critical parameter that directly affects its 
quality and operational safety. When the oil acidity exceeds 
1 ppm, active corrosion of transformer components such as 
the core, windings, and tank occurs. This corrosion leads to 
the formation of iron and copper particles in the oil. 

Copper can be found in the windings or in components 
made of bronze or brass, while iron is present in the core and 
tank of the transformer. These particles can result in 
significant transformer malfunctions, such as decreased 
electrical strength and increased risk of short circuits. 

To determine the breakdown voltage of the oil, 
which can serve as an indicator of its contamination and 
degradation, a standard test cell is used. The breakdown 
voltage is measured according to the international 
standard IEC 60156, which describes the testing 
methodology and result interpretation. This standard 
allows for an objective assessment of transformer oil 
quality and its suitability for continued use. 

Thus, the data in Figure 5 highlight the importance 
of monitoring oil acidity and regularly analyzing its 
composition to ensure the reliability and safety of 
transformer operation. 

Threshold levels for metals in transformer oil are not 
universally established, but accumulating data and 
documented cases are making metal analysis in oil an 
increasingly valuable tool for the early detection of 
transformer faults before they escalate into serious issues. 
Relying on a single report for metal analysis is insufficient 
to fully assess the transformer’s condition; establishing 
correlations between transformer oil parameters and 
elemental analysis obtained through techniques such as 
ICP-MS is crucial for a comprehensive understanding. 

 

Oil breakdown voltage, kV 

Water, ppm

 
Fig. 5. Change in the breakdown voltage of transformer oil 

relative to the water content 
 

Significant levels of iron and copper were detected in 
oils with acidity levels higher than 1 ppm. In fact, corrosion 
of several parts, including the transformer’s core, windings, 
and tank, occurs as the acidity of the oil increases. As a 
result, iron and copper particles accumulate in the oil, 
causing transformer failure. Figure 6 illustrates how the 
amounts of iron and copper increase exponentially with the 
acidity of the oil. Iron is present in a transformer’s core and 
tank, while copper is present in the windings and other 
bronze or brass components. 

 

 

Acidity, ppm

ppm

 
Fig. 6. Dependence of the acidity of transformer oil 

on the concentration of copper and iron 
 

The primary factor affecting the transformer’s 
performance the most is the variation in oil breakdown 
voltage. This is mainly influenced by the presence of 
contaminants and foreign particles in the dielectric oil, 
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which decreases both the breakdown voltage and the 
insulation effectiveness. Among these factors, the presence 
of water in the oil has the most significant impact on the 
breakdown voltage. According to findings in the literature, 
higher water content correlates directly with a reduced 
service life of the transformer. The value of furfural 
decreases with increasing temperature since the 
concentration of furfural is inversely related to the level of 
the acid component. CO2 and CO gases have the greatest 
impact on transformer performance. These gases are formed 
when the paper insulation of the transformer decomposes 
into transformer oil. C2H6 has the most significant impact on 
the water content of transformer oil. Additionally, the most 
influential component of oil acidity is C2H2 gas. The 
advantage of using a mass spectrometric method to detect 
metals in transformer oils is to determine the type of fault 
and accurately diagnose transformer problems.  

Additionally, as the breakdown voltage of the oil 
decreases, the concentrations of lead and aluminium 
increase sharply due to the decomposition of the dielectric 
oil under the influence of electrical voltage. The presence 
of particles like iron filings and impurities in dielectric oil 
leads to a reduction in both its breakdown voltage and 
dielectric strength. Figure 7 shows that at lower 
breakdown voltages, the concentrations of aluminium and 
lead increase significantly. Lead is commonly found in 
solder joints, connectors, and other ancillary components 
of transformers, while aluminum is present in the 
windings and ceramic bushings. 

 

ppm 

Oil breakdown voltage, kV

 
Fig. 7. Dependence of the oil breakdown voltage 

on the aluminium and lead concentrations 
 

Elemental analysis of several oils revealed the presence 
of tin, silver, and zinc. It was experimentally revealed that a 
high concentration of water in the oil leads to partial 
discharge, which in turn increases the electrical conductivity 
of the oil, and sparking occurs, leading to the failure of 
several components of the transformer. Figure 8 shows that 
with a high concentration of water in the transformer oil, the 
concentrations of tin, silver, and zinc increase. 

Tin, silver, and zinc may be present in the terminal, 
bolts, connectors and some peripheral components of the 
transformer, and their presence in the oil indicates failure 
of these components. 

According to the findings, increasing acidity in 
transformer oil causes exponential increases in copper and 
iron concentrations. Copper levels above normally 
indicate problems with bronze or brass windings and 
components. Significant iron concentrations suggest 
difficulties with the transformer’s core and tank, whereas 
large levels of aluminum indicate problems with the 

ceramic bushing. Tin, silver, and zinc concentrations in 
the oil usually indicate wear on the tips and bolts. A 
significant amount of lead suggests that there may be 
difficulties with the transformer’s solder joints, 
connectors, and peripheral components. 

 

 

Water, ppm 

ppm

 
Fig. 8. Dependence of the amount of water in oil 

on the concentration of tin, silver, and zinc 
 

Conclusions. The analysis revealed a significant 
correlation between moisture concentration, aluminum, lead, 
and the breakdown voltage of transformer oil. At equal 
concentrations, aluminum has a more pronounced effect on 
the breakdown voltage of the oil compared to lead. 

Experimental studies have established a positive 
correlation between moisture content and the 
concentrations of tin, silver, and zinc in high-voltage 
transformer oil. The most critical factor affecting 
transformer performance is the change in the oil’s 
breakdown voltage. The presence of particles and 
impurities in the oil reduces the breakdown voltage and, 
consequently, the insulation strength of the oil. 

The most significant factor influencing the 
breakdown voltage is the water content in the oil. 
Therefore, water content is the key parameter that greatly 
reduces the transformer’s lifespan, which aligns with 
previous research findings. Furfuryl alcohol is inversely 
proportional to oil acidity: as acidity increases, furfuryl 
alcohol decreases. Gases like CO2 and CO have a major 
impact on transformer performance since they are formed 
during the decomposition of paper insulation. The gas 
C2H6 has the greatest influence on the oil’s water content, 
while the gas C2H2 most significantly affects oil acidity. 

The use of mass spectrometry for detecting metals in 
transformer oil allows for precise fault diagnosis and 
identification. Research indicates that with increasing oil 
acidity, the concentration of copper and iron rises 
exponentially. High levels of copper suggest issues with 
windings or components made of bronze or brass, while 
significant iron concentrations point to problems with the 
transformer core and tank. Aluminum is typically 
associated with ceramic bushings, while the presence of tin, 
silver, and zinc indicates wear on terminals and bolts. 
Elevated lead levels can indicate problems with soldered 
connections, connectors, and other peripheral components. 
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