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0O.Z.1. Abu Ibaid, S. Belhamdi, M. Abid, S. Chakroune, S. Mouassa, Z.S. Al-Sagar

Wavelet packet analysis for rotor bar breakage in an inverter induction motor

Introduction. In various industrial processes, squirrel cage induction motors are widely employed. These motors can be used in harsh
situations, such as non-ventilated spaces, due to their high strength and longevity. These machines are subject to malfunctions such as
short circuits and broken bars. Indeed, for the diagnosis several techniques are offered and used. Novelty of the proposed work provides
the use of wavelet analysis technology in a continuous and discrete system to detect faults affecting the rotating part of an induction
motor fed by a three-phase inverter. Purpose. This paper aims to present a novel technique for diagnosing broken rotor bars in the low-
load, stationary induction machine proposed. The technique is used to address the problem of using the traditional Techniques like
Fourier Transforms signal processing algorithm by analyzing the stator current envelope. The suggested method is based on the use of
discrete wavelet transform and continuous wavelet transform. Methods. A waveform can be monitored at any frequency of interest using
the suggested discrete wavelet transform and continuous wavelet transform. To identify the rotor broken bar fault, stator current
frequency spectrum is analyzed and then examined. Based on a suitable index, the algorithm separates the healthy motor from the
defective one, with 1, 2 and 3 broken bars at no-load. Results. In comparison to the healthy conditions, the recommended index
significantly raises under the broken bars conditions. It can identify the problematic conditions with clarity. The possibility of detecting
potential faults has been demonstrated (broken bars), using discrete wavelet transform and continuous wavelet transform. The
diagnostic method is adaptable to temporary situations brought on by alterations in load and speed. Performance and efficacy of the
suggested diagnostic method are demonstrated through simulation in Simulink® MATLAB environment. References 31, figures 11.

Key words: squirrel cage induction motors, rotor broken bar, continuous wavelet transform, discrete wavelet transform.

Bemyn. Y pisnux npomucnosux npoyecax wupoKko 6UKOPUCINOGYIOMbCS ACUHXPOHHT 0BUSYHU §3 KOPOMKO3aMKHeHUM pomopoM. Lli osuzynu
MODICYMb BUKOPUCMOBYBAMUCS. 8 CYBOPUX YMOBAX, HANPUKIAO, 8 NPUMILEHHSX, W0 He BeHMUTIOIOMbCS, 3a60KU iX BUCOKIU MiyHocmi i
0oszosiunocmi. L{i mawunu cxunbii 00 HecnpasHocmel, MaKux siK KOPOmKe 3aMUKAHHs i 31amMani CmpudicHi. 3po3ymino, wo 01 OiazHocmuku
NPONOHYEMbCS MA BUKOPUCMOBYEMbCSL Kibka Memoouk. Hoeusna 3anpononosarnoi’ pobomu nonseac y UKOPUCMAHHI MeXHON02k eetienen-
amanizy 6 besnepepsnill i OUCKpemHill cucmemi 05 BUAGTIEHHA HECNPABHOCHEN, WO SNIUBAIOMYb HA YACMUHY ACUHXPOHHO20 OBUZYHA, WO
obepmaemucs, wo sHcueumvcs 6i0 mpughasnozo ineepmopa. Mema. Y yiii cmammi npedcmasiena Ho8a MemoouKa OiaeHOCMUKY 3NAMAHUX
CIMPUDICHIG POMOPA 6 MATOHABAHMANCEHIL CMAYIOHAPHIL ACUHXPOHHIL Mawuni. Lleil Memoo suxopucmosyemvcst Onisi GupiuierHs npoobnemu
BUKOpUCIANHS MPAOUYILIHUX Memo0i, MaKux K aneopumm obpobku cueanie nepemeopenns Dyp’c, WAXOM aHANIZY O2UHAIOUOT CIMPYMY
cmamopa. [Ipononosanuii Memoo 3acHO8aHULl HA BUKOPUCMAHHI OUCKDEMHO20 6elillem-nepemeopents ma 0esnepeperozo  eetisnen-
nepemeopenns. Memoou. Dopma cuenany modce eiocmedicyeamucs Ha 6YOb-aKill yacmomi, WO YiKasumv, 3 GUKOPUCHIAHHAM
3aNnpPONOHOBAHO20 OUCKPEMHO20 6eliglen-nepemseopenis i besnepepeHozo Getignem-nepemeopents. Jlisl 6UABNEHHA HeCcnpasHocmi oopugy
CIMPUIICH. POMOPA 4ACMOMHULL CReKmp CIMamopa auanizyemvcsi, a nomim oocriodxcyemuvcs. Ha ochogi 8ionogionoeo indexcy ancopumm
BIOOKpeMIIOE CNpagHUll OsueyH 6i0 HecnpasHoeo 3 1, 2 i 3 snamanumu cmpudicHamu Ha xonocmomy xooi. Pesynemamu. Ilopisnsno i3
HOPMANbHUMY YMOBAMU DEKOMEHOOBAHU NOKA3HUK 3HAYHO NIOGUWYEMbCS 3a YMOG 3NAMAHUX CIPUDICHIG. Bin Modice uwimko eusHavumu
npobaemni ymosu. byno npodemoncmposano modsciugicms GUAGNEHHA NOMEHYIHUX HECnPAGHOCIEl! (31AMAHI CIPUIICHT) 3 GUKOPUCIIAHHAM
OUCKpemHo20 8eligiem-nepemeopentsi ma besnepepeHozo eelignem-nepemeopents. Memoo Oiaznocmuku adanmyemscs 00 MUMHACOBUX
cumyayivl, SUKIUKAHUX 3MIHAMU HaABaHMadcenHs ma weuokocmi. Ilpayesoamuicmb ma egexmusHicms 3anponoHO6an020 Memooy
OlazHOCMUKY NPOOEMOHCIPOBAHO 3a OONOMO2010 MOOetosanHs y cepedosuwyi Simulink® MATLAB. bion. 31, puc. 11.

Kniouogi cnosa: aCHHXpPOHHI ABUTYHH 3 KOPOTKO3aMKHEHHM POTOPOM, 3JJaMaHMii CTPUKeHb POTOpa, Oe3nepepBHe BelBJeT-
nepeTBOPeHH s, JUCKPeTHe BeliBiIeT-NepeTBOPeHHs.

Introduction. Currently, induction motors are very
popular in the industry and is of great interest to scientists
in the variable speed drive. Since of their robust
construction, high power-to-weight ratio, high reliability
and easy design, squirrel cage induction motors are used
in most industries [1]. They are, however, susceptible to
failures, which may be caused by the machine itself or by
operating conditions.

They found flaws in the converter and inverter of an
induction motor that was functioning. In order to apply
variable speed applications to the induction motor, an
inverter is necessary [2].

According to failure
component failure is typical:

o Stator related (38 %);
e Rotor related (10 %);
e Bearing related (40 %); and others (12 %) [3].

The induction motor could be saved from
catastrophic harm if the defect is detected quickly.

Even early detection of an issue could cut down on
the amount of time necessary for maintenance. The most
prevalent rotor defects are located at the level of the rotor,
where bar breakage is the most common rotor problem. It

studies, induction motor

might be at the notch or at the end of the rotor ring that
connects it to the rotor ring [4].

Damage to the machine may result from the
fractured rotor bar’s fault, which increases fluctuation and
reduces the amplitude of the torque. As a result,
additional mechanical vibrations and fluctuation may be
produced. Ultimately, the increased number of damaged
bars makes their effect more obvious [5]. To avoid such
issues, the technique of fault diagnosis and identification
has become a crucial step in protecting this sort of
electrical machines. The sorts of faults often relate to
diagnostic techniques [6-9].

In recent years, many researchers have been drawn
to motor current signature analysis because of its benefits.
Current spectral analysis as it has been done in [10].

The benefit of signal processing techniques such as
Fourier Fast Transformation (FFT) Wavelet theory is that it
provides a coherent framework for a variety of approaches
developed for distinct signal processing applications [11, 12].

Over the past 15 years, there has been a significant
amount of research on the development of different
steady-state condition monitoring approaches, most of
which are based on the FFT.

© O.Z.1. Abu Ibaid, S. Belhamdi, M. Abid, S. Chakroune, S. Mouassa, Z.S. Al-Sagar
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This theory is distinguished from others in that it is
faster in signal analysis, which provides ease in dealing
and saves time. Therefore, it was briefly discussed due to
its value in scientific research and the renaissance of
industrial maintenance [13].

The wavelet transform (WT) is a signal analysis
method for time-varying or non-stationary signals that uses a
description of spectral decomposition using the scaling idea
for fault detection. This approach works well for both
stationary and non-stationary signal processing [14].

In order to improve the broken rotor bar diagnosis in
induction motors under low load, the researcher
developed [15], which combines the Hilbert transform
with the neural network operation. The stator current
envelope is extracted using the Hilbert transform. After
then, FFT is used to process this signal. The fault
frequency must be extracted. Under various stress
circumstances, this approach is used to count the number
of broken rotor bars.

The study of flaws in another approach is employed
for broken rotor bars detection in [16] utilizing a lower
sampling rate and fewer samples. To address this issue, a
novel method based on the pitch synchronous WT at a
reduced sample rate is used.

While [17] took a different approach, he did think
about diagnostic strategies utilizing electrical signal
spectral analysis. These techniques can be classified into
two categories: internal diagnosis using a model of the
motor based on its parameters, and external diagnosis
utilizing external signals, which does not require
knowledge of motor properties.

Additionally, [18] had advanced a broken rotor bar
fault detection using the power of the sidebands in his
investigation of flaws. When the motor is linked directly
to the supply voltage, this method is applied to the line
current and instantaneous power of one stator phase.

The degree of the defect (such as partial or multiple
broken rotor bars), motor loading, the impacts of the starting
rotor position, supply imbalance, and the variations in the 3
phase currents are not examined in these early research.
Furthermore, the addition of an inverter to an induction
motor represents a variety of technology that was not
examined in the investigations. We were obviously focused
on how crucial the inverter was for using the induction motor
with variable speed applications.

The goal of the paper is to use Wavelet Packet
Transform on current window frame samples from an
induction motor to diagnose and categorize broken rotor
bars using Discrete Wavelet Transforms (DWT) and
Continuous Wavelet Transform (CWT).

Basic calculation relationships and assumptions.
Figure 1 shows the diagram of the impeller failure circuit
of the induction machine, with equivalent resistance, in
the case of broken bars [19].

According to the reference frame (d-q) fixed to the
rotor [19, 20], the model for a three-phase induction
motor is:

idqs R, Lf w.Pirn/ 2).42{143 .
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. R
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Electromagnetic couples are expressed as:
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Signal processing methods. In order to detect
problems and overloads in electric devices, especially those
used to generate energy and drive high-capacity motors.
Advances in microelectronics and signal processing are
accelerating the development of contemporary diagnostic
technologies [21]. Because temporal patterns don’t convey
much information, we must rely on signal processing
techniques [22]. Spectral analysis has long been used to
detect faults in electrical machines, such as asynchronous

[V] = [R] [I ]+ i[[L] [1 ]], (1) machine rotor bar breakage, bearing degeneration,
dr eccentricity, and winding short circuits. We’ll go over some

where: cutting-edge techniques like FFT and WT briefly in [23].
4 Electrical Engineering & Electromechanics, 2023, no. 3



Wavelet Transform is a sophisticated approach for
improving stator current data analysis in the transform.

Continuous Wavelet Transform. It’s common to
want to distinguish between lower frequencies bands than
DWT permits.

Using the CWT, this is conceivable [24]. The
signal’s CWT is expressed as follows:

CWT(a,b):%T x<t)¢*(%}u, )

where ¢@(f) is the mother wavelet, which represents a
disputed function in the time and frequency domains;
@ (¢) is the mother wavelet’s complex conjugates, an is
the scale value; b is the translation value. In a more
compact form, the normalized wavelet function is:

w(a,b):%qﬁ*[%j . (©)

The integral equation is rewritten as:
+00
CWT(a,b)= [x(ehpp(e)dr (7
—00

Discrete Wavelet Transforms. The wavelet analysis
(WT) is a sophisticated approach for improving stator current
data analysis in the transitional or stable states [25].

Because of the DWT’s automatic filtering, the tool
offers a lot of flexibility for analyzing the transient evolution
of several different frequency components in the same signal
at the same time. The computational needs are low as
compared to other tools. Furthermore, the DWT is included
in most commercial software packages. As a result, no
complex or specific algorithm is necessary [3].

Without data loss or redundancy, this technique
provides an approximation coefficient containing low
frequencies information and a detail coefficient carrying
high frequencies information of the original signal at each
level [26].

In other words, a signal’s Fourier analysis is the sum
of several sinusoidal functions, but a signal’s WT is the
sum of multiple functions that are displaced and scaled
replicas of the main function [27]. The technique can be
repeated on multiple levels, resulting in the tree structure
depicted in Fig. 2 [10].

Original signal(S)

Fig. 2. Decomposition of the signal S in wavelet packet

DWT decomposes a sampled signal S = (51, S2, ..., S,)
into numerous wavelet signals an approximation signal
an, and #» detail signals dj (j € [1, n]) [16].

Each frequency band’s energy eigenvalue is defined as:

k=n
E;= 3D mP: ®)
k=1

where j = 1, 2, 2" n denotes the discrete wavelet
decomposition time; D; denotes the amplitude of the
wavelet coefficient of the signal in the associated frequency

band in each discrete point as shown in Fig. 3 [28].
f=50Hz

a, X dn f === d2 dl

0 £20 g £/8 fil4 fi2
Fig. 3. Filtering process performed by the DWT

7

FFT is a prominent approach for fault identification
in asynchronous devices. It excels in applications
requiring great power or steady torque.

The FFT analysis of the bearing fault component
will reveal all of the fault’s features, including frequency
and magnitude responses.

His purpose is to show how harmonic amplitude
grows over time, which is a sign that validates a number
of crucial truths [29].

FFT is a technique for decomposing a set of detailed
signal spectrum values from one domain to another. Each
stage of the procedure consists of a signal spectrum that
may be processed with a limited quantity of data to
determine the dataset’s variation [2 — 22].

The FFT technique can detect flaws in induction
motors using this fluctuation. As a result, in signal
analysis, the procedure will be faster than DWT [30].

The FFT data can be analyzed as [31]:

+00
x(t)= [x(e)-e7/ 27 ar. ©9)
—00

The assessment of a signal is a known interval, which
necessitates the selection of a weighting window
(Blackmann window, Hanning window, Hamming window,
etc.) as well as the window size, which influences the
resolution. The frequency accuracy is, in fact, proportional to
the sampling frequency and the number of samples N:

A = fy /N . (10)

Simulation results and discussion. We can study
the evolution of time elements such as stator currents,
torque and speed when the rotor cage shows no failure;
starting takes place off-load at nominal voltage with a
power supply provided by a three-phase inverter as shown
in Fig. 4. The simulation is run over a period of 5 s, with a
broken bar occurring at the moment ¢ = 2 s and the
machine being exposed to a load torque of 3.5 N-m at the
instant # = 0.6 s. Figure 5 presents the simulation results
of the model induction motor, squirrel cage induction
machine parameters are shown in Table 1.

/3

3-phase inverter Broken rotor bar

Fig. 4. Simulink block of the induction motor with rotor fault

Squirrel cage induction motor
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Table 1
Squirrel cage induction machine parameters

Parameter Value
Stator resistance R,, {2 7.58
Rotor resistance R,, Q 6.3
Number of turns per stator phase, N, 160
Inertia J, kg-m? 0.0054
Resistance of a rotor bar R,, mQ 0.15

Leakage inductance of end ring L., ptH 0.1

The induction motor was tested under loading
conditions first with a healthy rotor, then with 2 broken
rotor bars. Every stator current displayed in the study is
given in the frequency domain.

The evolution of phase a stator current,
electromagnetic torque and phase A current spectrum are
illustrated in Fig. 5-7.

We observe from Fig. 5 that the constant current, the
electromagnetic torque and the rotational speed that their

Length of the rotor Z, mm 65 evolution is constant and also in an excellent and stable
Mutual inductance L, H 0.0265 condition, so that the speed of the curve increases to reach
Stator frequency, Hz 50 the ceiling of its peak to settle as a smooth stable plateau.
Number of rotor bars N, 16 We notice when 2 adjacent rods are broken, as we note
Poles number p 2 in Fig. 6 in our work, that the speed of rotation decreases
Resistance of end ring segment R, mQ | 0.15 gradually, while the ripples also increase more for the
Rotor bar inductance L, pH 0.1 constant current in its cover is proportional to the number of
Air-gap mean diameter £, mm 25 broken rods. In a direct relationship, the electromagnetic
Output power P, kW L1 torque increases with the ripples.
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Fig. 5. a — evolution of phase 4 stator current at no-load, on load (healthy); b — evolution of the electromagnetic torque on starting,
under load (healthy); ¢ — rotational speed at start, under load (healthy)
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The simulation of the model allowed us to obtain the
different characteristics of stator current, speed and
electromagnetic torque.

We notice here from Fig. 7,a that the spectral stator
current in the healthy state does not register any side line
around the base line at 50 Hz. As in Fig. 7,b, when the
machine is loaded, the speed reaches the nominal value and
then decreases slightly so that the torque tends to the value
of the load torque. It also shows us additional side lines
around the base line f; = 50 Hz at frequencies (1 £ 2-k-s)-f;.

When analyzing the speed ripple effect, other
frequency components of stator current due to rotor
asymmetry were observed around the fundamental at the
following frequencies f;, = (1 + 2-k-s)-f;.

In the stator current spectrum, more than one higher
harmonic component may be induced in the vicinity of
the rotor housing harmonics:

fhk=Z[%j-((l—s)iliz-k-s). (11)

where s is the slip; f; is the supply frequency; Z is the
positive integer; N, is the number of rotor bars; p is the
number of pole pairs; k=1,2,3..and h=1,3,5...
Figure 7,b displays the harmonic amplitude’s
increase as proof that a number of essential criteria are
met. The emergence of 2 lateral components with
frequencies (1 + 2-5)-f; and (1 — 2-5)-f; to the left and right
of the fundamental f; is caused by the existence of a
broken bar fault, and the degree of gravity of the fault line
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amplitudes is (1 + 2-k-s)-f;, suggesting the presence of a
two-bar breaking fault.
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Fig. 7. Phase A4 current spectrum: a — healthy; b — with bar breaks
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Figures 8, 9 demonstrate the use of CWT for stator
current for the measurements presented in Fig. 8, 9 for the

Meyer family and the family in both a healthy and
problematic state of the machine.

Measured using wavelet analysis, the similarity
between the signal’s fundamental functions (wavelets)
and the signal itself is expressed as having the same
frequency content. CWT calculated coefficients show
how close the signal is to the wave at the current scale.

The current does not alter while the machine is in a
healthy state, as opposed to when it is in a damaged one.
As the wave coefficients of the kinetic error are stronger
than the wave coefficients in the machine’s healthy state,
we see that the current changes in terms of different
degrees of colors and their arrangement in shapes.

These variations show that the wavelet shift may
distinguish between the signal components of the healthy
and unhealthy motors during the start-up phase. Low
frequencies are corresponding to high scales. The higher
frequencies match the lower scales.

Another consequence of a broken rotor defect is seen
in Fig. 9. The impact is seen in the beginning current
envelope plots, where the defective motor starts with a little
less current than the healthy motor. This is due to the fact
that the defective motor actually has less rotor bars. This is
also the cause of the defective motor’s decreased torque.
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Fig. 9. a — wavelet case of (db) with fault; b — wavelet case of (Dmey) with fault

A closer look at the CWT plots reveals that a
healthy motor’s starting current displays two patterns
under wavelet analysis, the first of which corresponds to
the beginning (envelope) and the second of which
corresponds to the end (discontinuity) of the signal, while
a malfunctioning motor with broken rotor bars displays a
third pattern in between the two patterns. It is suggested
that this additional pattern can be used to tell a motor that

,IIII
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is functioning properly from one that isn’t. It is proposed
that these variations serve as the distinguishing mark for
broken rotor bar fault detection.

Figures 10, 11 show the level signals resulting from the
wave decay of the stator current to start in a good health
condition of the machine and on the other hand in a defective
machine (2 broken bars).
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Gives a precise explanation of the variables brought
about by the broken rotor bar fault, describing how harmonics
develop under transients and steady-state conditions.

The primary factor in the formation of transitional
processes is oscillations. When the wavelet signal strength is
high, there is no oscillation in the system. Compared to a
healthy state, the stator current magnitude in the faulty
condition exhibits high-level coefficients and changes in
coefficients.

Failure of broken rotor bars affects the effect of
frequency bands, increasing the coefficient. The sampling
frequency is set to 5 kHz so that the original signal is
decomposed at the 11th level.

The high-frequency information is better explained
by the detailed signal, while the low-frequency
information is better explained by the approximate signal.

The approximation signal for the 11th level has a
frequency range of 2.44 to 1.22 which is a very low
frequency so it perfectly diagnoses the faults of the rotor bar.

In general, it is noted that the signal in both cases is
not the same and can be identified by the disturbances that
appear at high levels.

It is noted that the tenth and 11th levels are better in
terms of clarity and useful information than the ninth
level, which does not have a significant change.

Through the motor signals and graphs that were taken
from the samples and using 11 levels of decomposition, it can
be concluded that when the reading started, the motor current
showed a greater amplitude due to the higher torque, and then
it returns to stability. This information for high and low
frequencies about the signal is very useful in providing
details. Related to error severity and growth in approximation
and detail signals, particularly in the corresponding plane of
the frequency band, are validated by evaluating the energy
stored in each.

The imbalances produced during the fault appear
clearly in the signal «a;».

Conclusions.

For the purpose of finding faults in squirrel cage
induction motors, wavelet packet analysis is an effective
tool. The signal is divided into various frequency
components using wavelet packets so that any irregularities
can be examined. By examining the frequency spectrum of
the motor current, the wavelet packet analysis is able to
identify broken rotor bar problems. Additionally, it may tell
you where the defect is and how serious it is. Wavelet
packet analysis can also be used to find other induction
motor issues. This makes it a useful tool for identifying and
resolving induction motor problems.

In this research, the diagnostic technique is based on
the use of discrete wavelet transform and continuous
wavelet transform, where it is based on the analysis of the
stator current, at the start-up electromagnetic torque.

This method can clearly exhibit the time-frequency
characteristic of fault signals. By increasing the peaks of
the time domain waveform analysis function, these two
techniques’ performance was demonstrated by their
capacity to produce a local representation of non-
stationary current signals for both a functioning machine
and one that has a defect.
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V.1. Milykh, V.P. Shaida, O.Yu. Yurieva

Analysis of the thermal state of the electromagnetic mill inductor with oil cooling in stationary
operation modes

Introduction. An electromagnetic mill (EMM) for the technological processing of various substances, which is based on the stator of
a three-phase induction motor, is being studied. The stator winding has an increased current density, so the mill is provided with a
system of forced cooling with transformer oil. Problem. Currently, there are no works on the thermal state calculation of the EMM
with the given design and oil cooling. Therefore, the study of such EMMs thermal state is relevant, as it will contribute to increasing
the reliability and efficiency of their work. Goal. Formation of a mathematical model of the thermal state of the electromagnetic mill
inductor and the analysis of its heating in stationary modes of operation with cooling by transformer oil. Methodology. The problem
of calculating the thermal state, namely the temperature distribution in the main parts of the electromagnetic mill, is solved by the
equivalent thermal resistance circuit method. The design of the EMM is provided in a sufficiently complete volume, and on this basis,
a corresponding equivalent thermal replacement circuit is formed, which is supplemented by an equivalent hydraulic circuit of oil
passageways. An explanation is provided for the composition and solution of the equations algebraic system that describes the
distribution of temperatures by the constituent elements of the EMM. Results. The thermal calculation results of the electromagnetic
mill showed that the maximum heating temperature is much lower than the allowable one for the selected insulation class. According
to the hydraulic scheme, the necessary oil consumption, its average speed and the corresponding pressure at the inlet of the intake
pipe are determined, which are at an acceptable level. It is noted that the rather moderate temperature state of the inductor and the
hydraulic parameters of the oil path are facilitated by such innovations in the design of the EMM as the loop double layer short
chorded winding and axial ventilation channels in the stator core. Originality. Now EMM thermal equivalent circuits with air
cooling only have been presented. Therefore, the developed thermal circuit of the oil-cooled inductor is new and makes it possible to
evaluate the operating modes of the EMM. Practical value. The proposed technical solutions can be recommended for practical
implementation in other EMMs. Taking into account the identified reserves of the EMM temperature state, a forecast was made
regarding the transition from its oil cooling to air cooling. But the use of air cooling requires a change in the design of the EMM.
References 34, tables 2, figures 5.

Key words: electromagnetic mill, forced cooling of the inductor with oil, analysis of the thermal state of the mill, method of
equivalent thermal circuits, analysis of hydraulic parameters.

Ilpoénema. Jlocnioscyemocsa enekmpomacuimuuti maun (EMM) ona mexnonoeiunoi 06pobKu pisHux peuosut, AKull 6UKOHAHO Ha 0as3i
cmamopa mpugasnozo acuHxponnozo oseucyna. Obmomka cmamopa Mae Riosuweny 2yCmuHy CMmpymy, momy OAs MIUHA
nepeobauena cucmema nPUMyco8020 0X0I00dCeHHs mpancghopmamoproio onueoio. Hapasi pobim 3 pospaxynxy meniogoco cmamy
EMM 3 naoanoto KOHCMPYKYIEIO | 0XON00HCEHHAM OAUBOIO He npedcmagieHo. Tomy docrioxcenta meniosoeo cmany makux EMM e
akmyanvhum, 60 cnpusmume nioguujennio Haoiunocmi ma egpexmusnocmi ix pobomu. Memoto cmammi € opmyeanus
MamemMamuyHoi Mooeni Menniogoeo Cmauy IHOYKMOpa eneKmpoMACHIMHO20 MAUHA MA aHAAI3 1020 HAzpiey Y CMAayiOHaApHUX
pexcumMax pooomu 3 0XON00MHCEHHAM MPAHCHOPMAMOPHOIO OAUBOI0. 3A0AUA POPAXYHKY MENI0B020 CMAHY, d CaMe — PO3N0Oiny
memnepamypu 6 OCHOBHUX YACHMUHAX THOYKMOPA eNeKMPOMASHIMHO20 MAUHA, PO36 A3YEMbCS MEMOOOM eKGIBANEHMHUX MENNI08UX
cxem. Konempyryiss EMM naoana y docmamnso noenomy o6c¢ssi i na yitl 0CHOGI cqhopmosana Gi0N0GIOHA eKeigaIeHmHa menioga
cxema 3amiwjenns, AKka OONOBHEHA eKGiBaNIeHMHOIO 2I0PABNIYHOIO CXeMOI0 WAXi6 npoxoodcenHs onusu. Haoano noscnenns wooo
CKAOaHHA MA Po36 A3anHA aneebpaiunoi cucmemu pieHaHb, AKI ONUCYIOMb PO3NOOIL memMnepamyp no CKIa008UM enemMeHmam
inoykmopa EMM. Pe3ynomamu mennosozo pospaxyHky inoykmopa EMM noxasanu, wo maxcumanvha memnepamypa Hazpigy
3HAYHO Menwia 3a donycmumy Ons 0OpaHo2o Kiacy Hagpigocmiikocmi izonayii. 3a 2iopasniunoio cxemoro iHOyKmopa u3Ha4eHo
HeoOXIOHI sumpamu onusu, ii cepeoHio wWeUOKicms i 8IONOBIOHUL MUCK HA 6X00i y 6NYCKHUUl nampyOoK, sKi 3HAX00MbCs Ha
donycmumomy pisHi. 3aznaueno, wo 0ocums ROMIPHOMY MEMNEPAMYPHOMY CIAHY THOYKMOpA i 2i0pAsIivHUM RAPAMEMPAM MPAKy
0NUBU CHPUAIOMb MAKI HO8066edenHs 6 Koncmpykyilo EMM, ax 0sowaposa ckopouena nemib06a 0OMOmMKa cmamopa i aKcianvHi
8eHMUAAYIUMI Kananu 6 ocepdi cmamopa. Hamenep 6ynu npeocmasneni mennogi exsiganenmui cxemu EMM nuwe 3 nogimpanum
oxonoocennam. Tomy pospobrena mennosa cxema iHOYKMOPA 3 OXONOOICEHHAM ONUBOIO € HOBOIO I OAE MOMCIUBICING OYIHKU
peotcumie pooomu EMM. bi6n. 34, Tabmn. 2, puc. 5.

Kniouosi crosa: eleKTPOMATHITHHII MJIMH, IPHUMYCOBe OXOJIOJ:KeHHS iHIYKTOpa 0JMBOIO, AHAJI3 TEIIOBOTO0 CTaHY MJIMHY,
MeTO/l eKBiBaJIeHTHHX TEIUIOBUX CXeM, aHAJII3 riipaBIivYHUX napamMeTpiB.

Introduction. Devises (apparatus) with a vortex
layer of ferromagnetic elements or, abbreviated, vortex
layer devices (VLDs), are quite well known and are used
in various industries, agriculture and communal
economy [1-5].

Despite the rather significant number of VLDs
manufactured by the end of the last century, their
introduction into industrial production was held back by a
number of reasons. Among them is the lack of a clear
methodology for designing VLDs [6, 7] and the need to
take into account the purpose of a specific device, which
forced each device to be designed separately. A
significant obstacle is the cyclical mode of operation of

the equipment, which requires automation of the process
of feeding and unloading the processed raw materials [3].

In the last two decades, the direction of development
and implementation of VLDs received a powerful
stimulus due to the relevance of global trends in the
development of production. First of all, the increase in the
cost of energy carriers, and the introduction of VLDs
instead of traditional mills allows to reduce electricity
costs [2, 6].

Secondly, the competition among  global
manufacturers has led to the demand to improve the
quality of manufacture products and the efficiency of
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existing technological processes. Here, too, VLDs came
in handy [5, 8-11].

Thirdly, requirements for environmental protection
in production and everyday life. The use of VLDs for the
treatment of wastewater with organic or industrial
pollution allows to significantly improve the quality of
cleaning and reduce its cost.

At the present time, the most common are the VLDs
for grinding substances, which due to their purpose have
received the name of electromagnetic mills (EMMs), one
of the options of which is considered in this work.

There are several large companies that manufacture
VLDs for various purposes, and small enterprises that
specialize in VLDs for only one purpose. An example of
large enterprises is the well-known Globecore Company,
Germany, one of whose branches is located in the city of
Poltava, Ukraine. The most common product of this
company is EMM type AVS-100 [12]. Also known is the
EMM for crushing copper ore [13], created by Project
SYSMEL, which has an automated loading/unloading
system and a cooling system.

Depending on the purpose of EMM, there are
peculiarities of the functioning of such devices, their
construction and design methods. Therefore, the study of
EMM, taking into account the specifics of their
application, is an urgent issue.

Analysis of previous studies. The work [1], devoted
to the theory of the functioning and structure of VLDs, is
still considered basic for their design [4, 5].

Currently, there are several dozen scientific teams in
different countries of the world conducting EMM
research, the fields of which are different. In fact, most of
these scientific groups go through the same stages of
EMM research, starting with its design, manufacturing a
sample, and ending with the improvement of its
parameters. In this sense, a group of Polish scientists
engaged in EMM research for crushing copper ore is quite
indicative [10]. In their publications [3, 6, 13-15] over the
last decade, they presented the results of EMM research,
starting from the development of the mill design, the
loading/unloading system, the raw material processing
quality control system, and the installation control system.

The main part of the EMM is an inductor powered
by a three-phase AC network and creates a rotating
magnetic field [4, 7]. Under the action of this magnetic
field, ferromagnetic elements located in the working
chamber perform chaotic motion [1, 2, 7]. The inductor
together with the working chamber and grinders
(ferromagnetic) elements are active parts that ensure the
processing. The structure of these parts directly affects the
efficiency of the EMM [3, 7], therefore, the largest
number of works is devoted to the study of their
influence.

Currently, EMM manufacturers use two variants of
the design of the inductor: the first variant, traditional,
with clearly marked poles [3]; the second one — with
ambiguous poles based on the stator of an induction
motor [16].

Despite the different constructions of the inductor,
most of them are made bipolar (2p = 2) with a rotation
frequency of the magnetic field of 3000 rpm. From the
very beginning [1] and further, it is believed that a

homogeneous magnetic field in the working chamber is
optimal for ensuring the uniformity of movement of mill
elements. This is facilitated by the sinusoidal distribution
of the magnetomotive force (MMF) by the boring of the
stator core. This is quite close provided by a non-equal-
pole structure with a three-phase winding, as in induction
motors, which is adopted in a number of developments.
An example of such a development is shown in [17],
where a theoretical-experimental study of an inductor — a
borrowed stator of a conventional induction motor — was
performed.

The work [1] provides an analytical method for
determining the dimensions and parameters of the EMM
inductor, but it does not provide the necessary accuracy of
calculations due to the accepted simplifications [6, 7]. In
[4, 7], the problem of sufficiently accurate determination
of the magnetic field and electromagnetic parameters of
the EMM inductor is solved by their calculations by
numerical methods using modern software complexes.

In [4], the numerical field analysis of the EMM
inductor was performed using the FEMM software.
Calculation interdependencies of electromagnetic
quantities and the corresponding characteristics of the
EMM inductor were obtained. But this is done on the
assumption that the ferromagnetic elements are placed
in the working chamber uniformly, as it was forced to
doin [1].

In fact, the grinding elements in the working
chamber move chaotically, because they -constantly
collide with each other and the inner surface of the
working chamber. The development of a mathematical
model of the trajectory of movement of grinding elements
in the working chamber of the EMM was carried out in
[7, 18], where it was established that the complex nature
of the dependence of the electromagnetic force acting on
the grinding elements on various factors precludes the
possibility of obtaining an analytical solution.

A significant part of the works [4, 6-8] is devoted to
determining the number and optimal size ratio of grinding
elements, as well as the filling factor of the working
chamber. The study of the influence of the dimensions of
the working chamber on the efficiency of grinding of raw
materials was carried out in [6].

Another area of EMM research is the assessment of
the influence of the inductor operating mode and its
control [4, 6, 7, 19] and the raw material processing time
on the quality parameters of its processing [9, 14, 20,
21]. Studies of the efficiency of EMM were carried out
in[7,9, 10].

To ensure an effective grinding process, the EMM
inductor must create a magnetic field with fairly high
parameters in the working chamber. For example, in [9]
it is indicated that the average value of magnetic flux
density in the working chamber of the EMM prototype
is 0.153 T, and in [4] the value of 0.2 T is considered.
To ensure such parameters of the magnetic field in the
working chamber, the inductor winding must have a
high value of current density. Accordingly, for heat
removal, it is necessary to create effective cooling of the
inductor [6, 7].

In practice, three types of cooling are used: air, oil
and water.
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In EMM for grinding copper ore [3, 9], the inductor
is cooled by air using fans. The work [16] also
investigates EMM with traditional air cooling inherent in
the stator of an induction motor.

But the most widespread is oil cooling, it is used in
their EMMs by both the Globecore Company and a
significant number of small manufacturers [4, 7, 10].

The issues of inductor cooling have received
somewhat less attention compared to other studies, which
is explained by the cyclical nature of the operation of a
significant number of EMMs. That is, thanks to the short-
term mode of its work, it had time to cool down.

The study of the thermal state of the EMM, created
on the basis of the stator of an induction motor with air
cooling, was carried out in [16, 22].

In [22], the results of calculating the temperature
distribution, obtained by the method of equivalent thermal
circuits, were compared with experimental data obtained
earlier by EMM thermography [23].

But in general, unfortunately, works related to the
study of the thermal state of oil-cooled EMMs are
currently not presented. This may be due both to the
increase in the complexity of thermal -calculations,
compared to air-cooled EMMs, and to significant time
costs. Also, there is no clear criterion for choosing a
cooling method for EMM, which would allow the
designer to be clearly defined during its development.

Unlike EMM, the methods of thermal analysis of
electric machines are well developed, and the choice of
cooling system is structured [24]. Also, water cooling
systems of electric machines for cars, based on the type of
water «shirty [25], are being researched and used quite
intensively.

Therefore, it can be considered that the task of
researching the thermal state of the EMM with forced oil
cooling is relevant, as it will allow to increase the
reliability and efficiency of the EMM.

For such research, there is already a promising
improved design of EMM based on the stator of a three-
phase induction motor, which was formed in the process
of development evolution and provided in works [19, 26].

The goal of the article is the formation of a
mathematical model of the thermal state of the inductor
of an electromagnetic mill and the analysis of its heating
in stationary modes of operation with cooling by
transformer oil.

Object of study. The electromagnetic system of the
improved EMM presented in [19, 26] is shown here in
Fig. 1. The inductor is powered by a three-phase network
with phase voltage of 100 V and frequency of 50 Hz.

The initial design parameter is the magnetic flux
density of 0.12 T in the center of the empty working
chamber. This state of the EMM is considered an ideal
non-working course. In other modes, which are given in
[19] and discussed later in the article, the chamber
contains ferromagnetic elements, and the coefficient of its
filling with them was considered to be equal to 0.1.

The electromagnetic calculation of the inductor is
performed by analogy with the methods given in [4, 19, 26].

For reasons of the technological process, the radius
of the inner surface of the chamber r; = 0.047 m and the
axial length of the stator core /, = 0.25 m are set. By

calculation, the radii of core boring r; = 0.06 m and its
outer surface r,, = 0.109 m are determined.

Fig. 1. Electromagnetic system of the rotating
magnetic field inductor: / — laminated stator core; 2 — three-
phase winding; 3 — ventilation channels; 4 — shell of the working
chamber with thickness of 3, =5 mm; 5 — insulating pipe

The insulating pipe 5 (Fig. 1) is made of plastic, and
through the air gap of 4 mm from it there is a shell of the
working chamber 4 made of stainless steel. This tube
holds and insulates the inductor winding in the slots and
prevents oil from entering the gap. Also the pipe together
with the air gap distance the working chamber from the
zone of the teeth of the stator core with an nonuniform
distribution of the magnetic field, which contributes to the
uniform distribution of ferromagnetic elements in the
chamber.

In a thermal sense, the insulating pipe and the air
gap practically exclude heat transfer between the oil and
the working chamber, so this path is not taken into
account in the thermal calculation of the inductor.

To improve the operational properties of the
inductor, two steps that have not yet been tested have
been taken. Instead of the usual concentric diametral
winding of the stator, a shortened loop winding is
introduced, which allows to eliminate the asymmetry of
the phase windings and to ensure an increase in the
homogeneity of the magnetic field in the working
chamber of the inductor — this is shown in [26]. In
addition, axial ventilation channels are provided in the
core of the stator, which is aimed at improving the
cooling of the electromagnetic system of the inductor. At
the same time, this is facilitated by a more «sparce»
structure of the thinner frontal parts of the stator loop
winding, which increases their cooling surface.

So, this is how the task of assessing the thermal state
of the EMM inductor and the ability to ensure its
acceptable level by cooling with transformer oil arose.

For a complete understanding of the operation of the
EMM and an explanation of its electromagnetic
component, Fig. 2 shows the structure of the inductor
according to [19, 26], which actually ensures the
operation of the mill, although this is not the main topic
of the article. Here the instantaneous distribution of
currents in the three-phase winding, the corresponding
direction of action of its MMF F; and the picture of the
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2D magnetic field in the operating mode with the
presence of ferromagnetic elements are shown.

Fig. 2. Magnetic field in the cross section of the inductor
at rated load

The well-known FEMM software based on the
Finite Element Method was used to calculate the magnetic
field, as indicated in [4, 19].

The magnetic field is rotating, and ferromagnetic
elements move with it, ensuring the necessary processing
of the substance in the working chamber.

It is known [4, 19, 26] that for electromagnetic
calculations of the inductor, its electromagnetic system is
enough, which is given in Fig. 2.

However, to calculate the thermal state of the
inductor, it is necessary to take into account its entire 3D
structure. The structure of the EMM along with the main
dimensions is shown in Fig. 3 in its longitudinal section.
Together with the cross section in Fig. 1, it provides a
fairly complete picture of the entire structure of the
inductor.
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Research methods and results. The thermal
calculation of the EMM inductor with forced cooling by
the flow of transformer oil must take into account the
heating of the oil along the length of the inductor.
Therefore, it is desirable to use 3D modelling of the
temperature field, for example, using the Finite Element
Method. It is known that for this the calculation model is
divided into separate elements in the form of tetrahedra.
With the complex structure and rather large dimensions of
the design of the EMM inductor, especially the frontal
parts of its winding, the number of model elements must
be very large. The experience of calculating even a 2D
axisymmetric model of an electric machine [27] shows
that the duration of the calculation will be excessive, as
will the necessary computer resources.

In this case, the only possible solution for solving
the formulated problem is the application of the method
of equivalent thermal circuits (ETC).

Thermal calculation of electric machines using the
ETC method ensures the reliability of the results with an
error of up to 5-10 % [28, 29]. It allows to take into
account the temperature change in the thin layer of
insulation and to obtain the temperature distribution
along the length of the inductor and in the entire volume
of the EMM. This method was used to calculate the
thermal state of a similar EMM, but with differences in
design and at air cooling [22].

The necessary reference data for thermal calculation
were obtained from modern reference books [30, 31].
Such data are the thermal conductivity A of copper,
electrical steel grade 2212, air, transformer oil, materials
of the frame and end shields — steel St35, the inner tube of
the stator — fiberglass, slot insulation of heat resistance
class B; specific heat capacity ¢ and mass density p;
kinematic viscosities v of air and transformer oil; dynamic
viscosity p of the latter.
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Fig. 3. Scheme of the design of the EMM with the main dimensions of the inductor and the working chamber

The thermal -calculation of the inductor was
performed for the temperature of the transformer oil at its
inlet 6,; = 20 °C, the ambient temperature 6,,, = 20 °C.

The movement of the heat flow for the proposed
design of the inductor (Fig. 1, 3) is directed from the slot
part of the winding to its frontal parts and to the teeth and
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back of the inductor core. This heat from the core with the
addition of magnetic losses in it is transferred to the
frame, and from the ends of the core to the cooling
transformer oil. Part of the heat from the core is
transferred to the inner insulating pipe (Fig. 1), which is
made of plastic. But heat is practically not transferred
through it and the air gap, so the effect of heat from the
grinding elements in the working chamber is not taken
into account.

From the front parts of the winding, heat is
transferred to the cooling oil, which enters from the inlet
port, passes through the left front part of the winding, the

External Air 7

cooling channels inside the inductor core, through the
right front part of the winding and exits through the outlet
port. The heat from the transformer oil is transferred to
the end shields, parts of the frame and the insulating pipe,
free from the core. Due to the fact that the transformer oil
is heated when passing through the inductor, the thermal
system is asymmetrical. That is, the side of the inductor at
the inlet of the transformer oil is colder than the side at
the outlet.

On the basis of the scheme of the movement
of the heat flow, the ETC of the EMM inductor is
built (Fig. 4).
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Fig. 4. Equivalent thermal circuit of the EMM inductor

In the inductor, separate homogeneous parts are
distinguished, which in ETS are nodes 1-11: slot and two
front parts of the winding, stator core, transformer oil in
the space of the front parts and in the cooling channels of
the inductor core, frame, end shields, internal insulating
pipe. The sources of heat in the EMM inductor are its
winding and core. Electric and magnetic losses in them
were determined based on the results of electromagnetic
calculation, as described in [4, 19].

Electrical losses are divided between the slot and
front parts of the winding in proportion to the lengths of
these parts and determine the power of the heat sources P;

and P,. The power of the heat source of node 3 (teeth and
back of the stator core) P; is determined by magnetic and
additional losses. The rest of the nodes do not have their
own heat sources, so their power is zero. The principles of
determining these losses are given in [4, 19, 26].

The equivalent thermal scheme has two reference
nodes — nodes with defined temperature. These are the
ambient air node with temperature 0, and the inlet
transformer oil node with temperature 6,,.

Thermal resistances of structural elements are
determined according to generally accepted formulas,
which depend on the structural element and its cooling
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conditions [29]. The calculated expression for the thermal
resistance is determined by the nature of the heat
exchange.

Conductive thermal resistances were determined
using reference thermal conductivities A according to the
general formula [29]:

d
s .

where 9 is the thickness of the thermal wall of the EMM
structural element; S is the surface area of the wall.

Convective thermal resistances were determined
through heat transfer coefficients a. Their values were
chosen based on the experience of thermal calculations of
structurally similar electric machines. The general formula
for calculating convective thermal resistance [29]:

1
Ry=—. 2)
where S is the heat transfer surface area.

For example, the heat transfers from the surfaces of
the end shields and the inductor frame were determined
from [23] and were 124 W/(m*-°C) and 87 W/(m*-°C).
The rest of the heat transfers were determined based on
the experience of thermal calculations of induction
motors [32, 33].

Thermal connections between nodes of the
equivalent thermal circuit are determined by thermal
resistances that do not depend on temperature. The
determination of these resistances between the nodes of
this scheme was carried out by analogy with the rules for
solving the problems of calculating electric circuits.

For a simpler solution of the system of equations
characterizing the thermal state of each node, thermal
conductivities were used. The mutual thermal
conductivities between the nodes are inverse values of the
thermal resistances of the branches of the equivalent
thermal circuit. The intrinsic thermal conductivities of the
nodes are the sum of the conductivities of the branches
entering the node. Thermal conductivities between nodes
where there is no direct connection are zero.

In order to systematize the designations, the indices
next to the letters correspond to the numbers of the circuit
nodes.

Determination of the temperatures of equivalent
nodes of the thermal circuit occurs with the help of the
system of algebraic equations, which consists of heat
balance equations of heat sources.

The system of equations in matrix symbols has the
form:

Ry,

AxQ+P =0, 3)
where A is the thermal conductivity matrix; & is the node
temperature matrix; P is the power of heat sources matrix.

The equations are compiled for all nodes of the
equivalent thermal scheme, except for reference nodes.
For the nodes of the equivalent thermal circuit that have a
thermal connection with the reference nodes, the
combined losses are added to the power of the node — the
product of the temperature of the reference node 6,; or
0..s and the thermal conductivity between the node and
the reference point Ayyi, Asens, Neens OF Ajoens:

P4 +eoil 'A4oi1
P.+0,, -

ens Sens

})6 + eens ’ Abens N (4)

>

ens 10ens

The solution of the system of equations is the
temperature values of the elements of the inductor design
— nodes of the equivalent thermal circuit (see Fig. 4): the
frontal part on the side of the transformer oil inlet (node
1); slot part (node 2); stator core (node 3); transformer oil
at the inlet (node 4); frame (node 5); end shield on the
side of the transformer oil inlet (node 6); internal pipe
(node 7); oil in the cooling channels (node 8); of
transformer oil at the outlet (node 9); end shield on the
side of the transformer oil outlet (node 10); front part of
the winding on the side of the outlet of the transformer oil
(node 11).

To perform the thermal calculation, the open access
software SMath Studio [34] was developed. The
calculation was performed for four stationary modes of
operation of the inductor: ideal non-working course
(INW); «working» non-working course (WNW), when
the ferromagnetic elements are loaded, and there is no
processed raw material; nominal load mode (NLM), when
there are both elements and raw materials; maximum load
mode (MLM) [19]. The values of stator winding current
I, input power P;, output power P,, eclectrical losses

P,,, magnetic losses P, required for thermal
calculation, are summarized in Table 1.
Table 1

The value of the quantities required for thermal calculation
Mode Isa A Pina W Poun W Pe/sa w Pmagsa w
INW 66,5 4142 — 4101 41
WNW 35,0 1190 0 1139 51
NLM 36,0 3074 1827 1206 47
MLM 46,0 5727 3715 1969 43

The results of the calculations are given in Table 2.
Exceeding the temperature of the oil at the outlet above
the temperature of the oil at the inlet in the modes is:
INW —22 °C, WNW — 6 °C, NLM — 7 °C, MLM — 11 °C.

As predicted in [19], the INW mode is the most
stressful both from the point of view of the current load
and the heating of the elements of the inductor structures.
Therefore, it is very undesirable to have the inductor in
this mode for a long time, that is, without ferromagnetic
elements in the working chamber.

In other modes, and primarily in the nominal load
mode, the temperature state of the inductor is quite
moderate. The following factors contributed to this:
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1) the reasonable selection of the stator winding
voltage relative to the given level of magnetic flux density
in the working chamber;

2) the use of a two-layer shortened stator loop
winding with thinned and sparce frontal parts, which also
ensures the symmetry of the three-phase inductor system
and improved distribution of the magnetic field in the
stator core and the working chamber;

3) the use of axial ventilation channels in the stator
core.

Table 2
Comparison of thermal calculation results for four oil-cooled
inductor operating modes

Node numbers of the circuit and their
temperature, °C

1 2 3 4 5 6
INW 62 71 44 31 30 30
WNW 32 34 27 23 23 23
NLM 32 35 27 23 23 23
MLM 40 45 31 26 25 25
Node numbers of the circuit and their

Mode

temperature, °C
7 8 9 10 11
INW 41 36 53 46 77
WNW 26 25 29 27 36
NLM 26 25 30 28 37
MLM 30 28 36 32 47

Note that if we take the temperature of the
environment and transformer oil at the level of 40 °C, as
is done for electric machines, then all the temperatures in

Table 2 increase accordingly. The highest temperature of
the frontal part then reaches almost 100 °C, and this
already requires serious attention.

To complement the thermal calculation, hydraulic
calculation is performed in parallel with it, of course, here
too. The corresponding equivalent hydraulic circuit of the
EMM inductor shown in Fig. 5 is linear and consists of
serially connected sections. It contains sections with the
following hydraulic resistances: inlet nozzle (path
resistance Z;), exit to the space under the frame (sudden
expansion of the channel Z,), space under the frame to the
frontal parts (path resistance Z3), entrance to the space of
the frontal parts (sudden narrowing of the channel Z),
space above the frontal parts (path resistance Zs), entrance
under the core ring (sudden narrowing of the channel Zg),
the core ring (path resistance Z;), entrance to the cooling
holes (sudden narrowing of the channel Zg), cooling holes
(path resistance Zy), exit from the cooling holes (sudden
expansion of the channel Zj,), core ring (path resistance
Zy1), exit from the core ring (sudden expansion of the
channel Z),), space above the frontal parts (path resistance
Z\3), entrance to the space under the frame (sudden
expansion of the channel Z;4), space under the frame to
the exhaust nozzle (path resistance Zis), inlet to the
exhaust nozzle (sudden narrowing of the channel Zj),
exhaust nozzle (path resistance Z;7).

In the core, 24 cooling channels are placed parallel
to each other. Their hydraulic resistances Zg, Zy and Z;
make up the parallel branches of the hydraulic circuit with
the number n,;, = 24.

H M
VA Zyo
o  H H H H H H Ny times H H H H H H 1o
Zi Ly Zy Zy Zs Zs 7y o Zu  Zun Zy Zis Zis Zis Zi
H M
Zg Zyg

Fig. 5. Equivalent hydraulic circuit of the EMM inductor

Determination of the required oil consumption Q, is
required during the thermal calculation:

0, :k;“)’ 5)
Coz'l “Poil -AB
where £ is the coefficient that takes into account that not
all heat is removed by oil, £ = 0.8; AP is the total losses in
the inductor (we assume the «most loaded» thermal
mode), AP = 4142 W; C,; is the specific heat capacity of
transformer oil; C,; = 1666 J/(kg'K); p,; is the mass
density of transformer oil; p,; = 880 kg/m3; AD is the
permissible temperature excess of the oil during its
movement along the hydraulic path, A8 =22 °C.

Substitute the value of A0 into (5) and we have oil
consumption 0, = 1.03 10 m%/s.

The speed of oil movement depends on the oil
consumption @, and the cross section of the
corresponding section of the hydraulic path S;. Let’s
determine the average speed of the oil at the entrance to
the inlet pipe

Vo =2, ©

Sin p
where §;, , is the cross-sectional area of the inlet pipe,
Sinp =491 mm”.

Substitute the value of S;, , into (6) and we obtain
the speed of oil movement V;, = 0.21m/s.

The hydraulic resistance of the i-th section of the
hydraulic path is determined by the formula from [29]:

Z =8, (M)
2 N Sl
where &; is the coefficient of hydraulic resistance of the
i-th section of the hydraulic path; p is the mass density of
the cooling medium; S; is the cross-sectional area of the
i-th section of the hydraulic tract.

After calculating the hydraulic resistances of
individual sections, the total hydraulic resistance of the
equivalent circuit zs according to Fig. 5 is established,
namely:

zs = 5.46-10° (N s*)/m".
The total pressure flow at such a hydraulic resistance
is determined by the formula

2
APgy =25 -0y, ®)

and is equal to 57.9 Pa or 0.0006 atm.
Taking into account the identified reserves of the
temperature state of the mill, as well as the hydraulic state
of the oil path, it is possible to make a forecast regarding
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the transition from oil cooling to air cooling. For this
purpose, estimated thermal and hydraulic calculations
were performed with air cooling according to the circuits
shown in Fig. 4, 5. They showed that the use of air as a
cooling medium while maintaining the structure of the
EMM inductor and the close temperature level is
technically very difficult, and therefore this option is
impractical to implement.

As a result, by further developing the topic of
switching to air cooling of the mill, it is possible to allow
an increase in the temperature of its inductor elements
within the permissible available reserve, as well as the use
of a completely or partially open design of the inductor,
that is, a significant change in the design of its frame.

Conclusions.

1. Electromagnetic ~ mills (EMMs) find new
applications both in industry and agriculture. Thanks to
the introduction of research by scientists, EMMs are
increasingly moving from laboratory to industrial
applications. But there are still insufficiently researched
issues of creation and calculation of EMM inductor oil
cooling systems.

2. A mathematical model of the thermal state of the
EMM inductor in stationary operating modes with its
cooling by transformer oil is formed. The model contains
its equivalent thermal circuit and the corresponding
system of heat balance equations, and is supplemented
with an equivalent hydraulic circuit of oil movement
paths along with the formulas of the corresponding
parameters.

3. According to the formed model, the thermal
calculation of the EMM inductor was performed for four
modes of its operation. The obtained temperature data of
the constituent elements of the inductor show that they are
at a level far enough from the critical one for the applied
insulation class B, and the adopted design of the EMM
inductor ensures its reliable cooling.

4. According to the estimated calculation, a forecast
was made that the use of air for cooling the EMM
inductor requires the use of an open structure of its body,
that is, a significant change in design.

5. Further work will be devoted both to the
improvement of the EMM inductor cooling system with
oil, and to the design and calculation studies of its air
cooling system.

Conflict of interest. The authors of the article
declare that there is no conflict of interest.

REFERENCES

1. Logvinenko D.D., Sheljakov O.P. Intensifikacija
tehnologicheskih processov v apparatah s vihrevym sloem
[Intensification of technological processes in apparatus with a
vortex layer]. Kiev, Tehnika Publ., 1976. 144 p. (Rus).

2. Voitovich V.A., Kart M.A., Zakharychev E.A., Tarasov S.G.
Vortex-layer devices as import-substituting equipment to
produce paints and adhesives. Polymer Science, Series D, 2017,
vol. 10, no. 2, pp- 153-155. doi:
https://doi.org/10.1134/S1995421217020253.

3. Wolosiewicz-Glab M., Foszcz D., Gawenda T., Ogonowski
S. Design of an electromagnetic mill. Its technological and
control system structures for dry milling. E3S Web of
Conferences, 2016, vol. 8, art. no. 01066. doi:
https://doi.org/10.1051/e3scont/20160801066.

4. Milykh V.1, Shilkova, L. V. Characteristics of a cylindrical
inductor of a rotating magnetic field for technological purposes
when it is powered from the mains at a given voltage. Electrical
Engineering & Electromechanics, 2020, no. 2, pp. 13-19. doi:
https://doi.org/10.20998/2074-272X.2020.2.02.

5. Ibragimov R.A., Korolev E.V., Kayumov R.A., Deberdeev
T.R., Leksin V.V., Sprince A. Efficiency of activation of
mineral binders in vortex-layer devices. Magazine of Civil
Engineering, 2018, vol. 82, no. 6, pp. 191-198. doi:
https://doi.org/10.18720/MCE.82.17.

6. Wolosiewicz-Gtab M., Foszcz D., Saramak D., Gawenda T.,
Krawczykowski D. Analysis of a grinding efficiency in the
electromagnetic mill for variable process and feed parameters.
E3S Web of Conferences, 2017, vol. 18, art. no. 01012. doi:
https://doi.org/10.1051/e3sconf/20171801012.

7. Catus D., Makarchuk O. Analysis of interaction of forces of
working elements in electromagnetic mill. Przeglgd
Elektrotechniczny, 2019, vol. 95, no. 12, pp. 64-69. doi:
https://doi.org/10.15199/48.2019.12.12.

8. Wolosiewicz-Glagb M., Piecta P., Foszcz D., Niedoba T.,
Gawenda T. Adjustment of limestone grinding in an
electromagnetic mill for use in production of sorbents for flue
gas desulphurization. Physicochemical Problems of Mineral
Processing, 2019, vol. 55, no. 3, pp. 779-791. doi:
https://doi.org/10.5277/ppmp19011.

9. Ogonowski S., Wotosiewicz-Glab M., Ogonowski Z.,
Foszcz D., Pawelczyk M. Comparison of Wet and Dry Grinding
in Electromagnetic Mill. Minerals, 2018, vol. 8, no. 4, art. no.
138. doi: https://doi.org/10.3390/min8040138.

10. Zhakirova N., Salakhov R., Sassykova L., Khamidullin R.,
Deberdeev T., Yalyshev U., Khamidi A., Seilkhanov T.
Increasing the Yield of Light Distillates by Wave Action on Oil
Raw Materials. Eurasian Chemico-Technological Journal,
2021, vol. 23, no. 2, pp- 125-132. doi:
https://doi.org/10.18321/ectj1083.

11. Kovalev A.A., Kovalev D.A., Grigoriev V.S., Litti Y.V. The
vortex layer apparatus as a source of low-grade heat in the
process of pretreatment of the substrate before anaerobic
digestion. IOP Conference Series: Earth and Environmental
Science, 2021, vol. 938, no. 1, art. no. 012004. doi:
https://doi.org/10.1088/1755-1315/938/1/012004.

12. Mixing machine AVS-100. Electromagnetic mill. Available
at: https://globecore.com/products/magnetic-mill/mixing-
machine-avs-100/ (Accessed 20.02.2022).

13. Ogonowski S., Ogonowski Z., Pawelczyk M. Multi-
Objective and Multi-Rate Control of the Grinding and
Classification Circuit with Electromagnetic Mill. Applied
Sciences, 2018, wvol. 8, mno. 4, art. no. 506. doi:
https://doi.org/10.3390/app8040506.

14. Krawczykowski D., Foszcz D., Ogonowski S., Gawenda T.,
Wotosiewicz-Glab M. Analysis of the working chamber size
influence on the effectiveness of grinding in electromagnetic
mill. IOP Conference Series: Materials Science and
Engineering, 2018, vol. 427, art. no. 012033. doi:
https://doi.org/10.1088/1757-899X/427/1/012033.

15. Ogonowski S.  On-Line Optimization of Energy
Consumption in Electromagnetic Mill Installation. Energies,

2021,  vol. 14, mno. 9, art. no. 2380. doi:
https://doi.org/10.3390/en14092380.
16. Styta S., Manko M. A reluctance model of an

electromagnetic mill using the stator of an asynchronous motor
as an inductor. Przeglgd Elektrotechniczny, 2020, vol. 96, no. 1,
pp. 254-257. doi: https://doi.org/10.15199/48.2020.01.58.

17. Milykh V.1., Shilkova L.V. Numerical-experimental analysis
of the magnetic field of a magnetic separator inductor on the
basis of an asynchronous motor. Bulletin of NTU «KhPI».
Series: Electric machines and electromechanical energy
conversion, 2018, no. 5 (1281), pp. 104-109. (Ukr).

Electrical Engineering & Electromechanics, 2023, no. 3

19



18. Makarchuk O., Calus D., Moroz V. Mathematical model to
calculate the trajectories of electromagnetic mill operating
elements. Technical Electrodynamics, 2021, no. 2, pp. 26-34.
doi: https://doi.org/10.15407/techned2021.02.026.

19. Milykh V.1, Shilkova L.V. Control current method of the
concentration of ferromagnetic elements in the working chamber
of the technological inductor of magnetic field during its
operation. Electrical Engineering & Electromechanics, 2020,
no. 5, pp. 12-17. doi: https://doi.org/10.20998/2074-
272X.2020.5.02.

20. Shcherban’ E.M., SteI’makh S.A., Beskopylny A., Mailyan
L.R., Meskhi B., Shuyskiy A. Improvement of Strength and
Strain Characteristics of Lightweight Fiber Concrete by
Electromagnetic Activation in a Vortex Layer Apparatus.
Applied Sciences, 2021, vol. 12, no. 1, art. no. 104. doi:
https://doi.org/10.3390/app12010104.

21. Krauze O., Buchczik D., Budzan S. Measurement-Based
Modelling of Material Moisture and Particle Classification for
Control of Copper Ore Dry Grinding Process. Sensors, 2021,
vol. 21, no. 2, art. no. 667. doi:
https://doi.org/10.3390/s21020667.

22. Styta  S.  Analysis of temperature distribution in
electromagnetic mill. Przeglgd Elektrotechniczny, 2016, vol. 92,
no. 3, pp. 103-106. doi: https://doi.org/10.15199/48.2016.03.25.
23. Vlasov A.B., Mukhin E.A. Methodology for calculating the
temperature of the windings of an electric machine based on
quantitative thermography. Vestnik of MSTU, 2011, vol. 14, no.
4, pp. 671-680. (Rus).

24. Yang Y., Bilgin B., Kasprzak M., Nalakath S., Sadek H.,
Preindl M., Cotton J., Schofield N., Emadi A. Thermal
management of electric machines. IET Electrical Systems in
Transportation, 2017, vol. 7, no. 2, pp. 104-116. doi:
https://doi.org/10.1049/iet-est.2015.0050.

25. Lundmark S.T., Acquaviva A., Bergqvist A. Coupled 3-D
Thermal and Electromagnetic Modelling of a Liquid-cooled
Transverse Flux Traction Motor. 2018 XIII International
Conference on Electrical Machines (ICEM), 2018, pp. 2640-
2646. doi: https://doi.org/10.1109/ICELMACH.2018.8506835.
26. Milykh V.I., Tymin M.G. A comparative analysis of the
parameters of a rotating magnetic field inductor when using
concentric and loop windings. Electrical Engineering &
Electromechanics, 2021, mno. 4, pp. 12-18. doi:
https://doi.org/10.20998/2074-272X.2021.4.02.

How to cite this article:

27. Ostashevskiy N.A., Shayda V.P., Petrenko A.N. Research
into thermal state of a frequency-controlled asynchronous motor
by means of a finite element method. Electrical Engineering &
Electromechanics, 2011, no. 5, pp. 39-42. (Rus).

28. Kazi S.N. (Ed.) Heat Transfer Phenomena and Applications.
London, United Kingdom, IntechOpen, 2012. doi:
https://doi.org/10.5772/3391.

29. Ostashevskiy N.A., Petrenko A.N., Yurieva O.Yu. Teplovi
rozrakhunky elektrychnykh mashyn [Thermal calculations of
electric machines]. Kharkiv, O.M. Beketov NUUEKh Publ.,
2020. 450 p. (Ukr).

30. The Engineering ToolBox. Available at:
https://www.engineeringtoolbox.com (Accessed 20.02.2022).
31. Materials Thermal Properties Database. Available at:
https://thermtest.com/thermal-resources/materials-database
(Accessed 20.02.2022).

32. Duong M.T., Chun Y.-D., Park B.-G, Kim D.-J, Choi J.-H,
Han P.-W. Thermal analysis of a high speed induction motor
considering harmonic loss distribution. Journal of Electrical
Engineering and Technology, 2017, vol. 12. pp. 1503-1510. doi:
https://doi.org/10.5370/JEET.2017.12.4.1503.

33. Shams Ghahfarokhi P., Podgornovs A., Kallaste A., Cardoso
A.JM., Belahcen A., Vaimann T., Asad B., Tiismus H.
Determination of Heat Transfer Coefficient from Housing
Surface of a Totally Enclosed Fan-Cooled Machine during
Passive Cooling. Machines, 2021, vol. 9, no. 6, art. no. 120. doi:
https://doi.org/10.3390/machines9060120.

34. SMath Studio. Available at: https://smath.com (Accessed
20.02.2022).

Received 11.08.2022
Accepted 25.10.2022
Published 06.05.2023

V.1. Milykh', Doctor of Technical Science, Professor;

V.P. Shaidal, PhD, Associate Professor,

O.Yu. Yi urieval, PhD, Associate Professor,

!"National Technical University «Kharkiv Polytechnic Institute»,
2, Kyrpychova Str., Kharkiv, 61002, Ukraine,

e-mail: mvikemkpi@gmail.com (Corresponding Author),
vpsh1520@gmail.com; ele6780@gmail.com

Milykh V.I., Shaida V.P., Yurieva O.Yu. Analysis of the thermal state of the electromagnetic mill inductor with oil cooling in
stationary operation modes. Electrical Engineering & Electromechanics, 2023, no. 3, pp. 12-20. doi: https://doi.org/10.20998/2074-

272X.2023.3.02

20

Electrical Engineering & Electromechanics, 2023, no. 3



UDC 621.313 https://doi.org/10.20998/2074-272X.2023.3.03

S. Sakhara, M. Brahimi, L. Nacib, T.M. Layadi

Application of a wavelet neural network approach to detect stator winding short circuits
in asynchronous machines

Introduction. Nowadays, fault diagnosis of induction machines plays an important role in industrial fields. In this paper, Artificial Neural
Network (ANN) model has been proposed for automatic fault diagnosis of an induction machine. The aim of this research study is to design
a neural network model that allows generating a large database. This database can cover maximum possible of the stator faults. The fault
considered in this study take into account a short circuit with large variations in the machine load. Moreover, the objective is to automate the
diagnosis algorithm by using ANN classifier. Method. The database used for the ANN is based on indicators which are obtained from
wavelet analysis of the machine stator current of one phase. The developed neural model allows to taking in consideration imbalances which
are generated by short circuits in the machine stator. The implemented mathematical model in the expert system is based on a three-phase
model. The mathematical parameters considered in this model are calculated online. The characteristic vector of the ANN model is formed
by decomposition of stator current signal using wavelet discrete technique. Obtained results show that this technique allows to ensure more
detection with clear evaluation of turn number in short circuit. Also, the developed expert system for the taken configurations is
characterized by high precision. References 18, tables 5, figures 4.

Key words: discrete wavelet transform, induction machine, three-phase model, multilayer perceptron neural network.

Bcemyn. Huni diaenocmuka HecnpagHocmeti aCUHXPOHHUX MAWIUH 8i0iepae 3HAUHY Polb Y NPOMUCIO8oCcmi. Y yill cmammi 3anponoHoeano
MoOenb  WMYYHOT HeUpOHHOT Mepexci 0N asmOoMAmuyHoi OiazHOCMUKU HeCcnpasHocmell AacuHXpouHoi mawunu. Memorw ybo2o
00CTiOJHCeHHA € PO3POOKA MOOeNi HelPOHHOI Mepedci, wo 003680A€ 2eHepysamu 6enuxky 6asy oanux. Ll 6aza mooice oxonmosamu
MAKCUMATLHO MOJCIUGI Hecnpagnocmi cmamopa. Hecnpagnocmi, posensinymi 'y yboMy O0OCTIOdNCEHHI, 8pax08yIomy KOponiKe 3aMUKaHHs:
npu BeNUKUX KOTUBAHHAX HasaHmadicenHs mawunu. Kpiv moeo, mema nonseae 8 momy, wob asmomamu3zyeamu aneopumm OlaeHOCIMUKY 3
donomozoio Kiacugixamopa wimyynoi netiponnoi mepesici. Memoo. baza oanux, wo 8uKopucmogyemocsi Ois WNnYy4HOL HeUPOHHOT Mepedici,
3ACHOBANA HA NOKAZHUKAX, OMPUMAHUX 6 Pe3yTbmami 6eleiiem-ananizy Cmpymy cmamopa Mawunu oouici gasu. Pospobnena neviponna
MOOeb 00360TIAE 6PAXOBY6AMU OUCOANAHCH, WO BUHUKAIOMb NPU KOPOMKUX 3AMUKAHHAX Yy cmamopi mawuny. Peanizoeana mamemamuyna
MOOelb 8 eKCNepmHil cucmemi IPYHMyemvcs Ha mpughasuiti mooeni. Mamemamuuni napamempu, wo 6paxoeyiomocsi 8 yiil Mooeli,
DO3PAX0BYIOMbCA OHNAIH. XapaKmepucmuyHull 6eKmop Mooeni WmyyHoi HelpoHHOT Mepedrci hopMyEmMbCs WIAXOM POSKIAOAHHS CUSHATY
cmpymy cmamopa 3 UKOPUCIAHHAM 8eligem-0UCKpemHo2o memooy. Ompumani pe3yibmamu noKasyoms, Wo 0aua Memoouxa 003601596
3a6e3neuumu Oinbuie GUAGTEHHS 3 YIMKOIO OYIHKOIO YUCIA GUMKIG NpU KOPOMKOMY 3amukanui. Takodc po3pobiena exchepmua cucmema
ons1 Koughieypayitl, wo npuiiMalomsbcs, 8i0pi3HAEMbCs 8ucokolo mounicmio. bion. 18, tadm. 5, puc. 4.

Kniouosi cnosa: nuckpeTrHe BeHBJIeT-IePeTBOPEHHs, ACHHXPOHHA MallIMHAa, Tpuda3Ha Moje/b, 0araTolapoBa IepcenTPoOHHA

HelpOHHA Mepexa.

Introduction. The application of the discrete wavelet
transform (DWT) technique demonstrates significant results
in terms of fault diagnosis [1, 2]. The discrete decomposition
of the stator current to multilevel gives a real image about
stator fault of the induction machine. Detection of non-
stationary produced by the stator current during a short
circuit is obtained by using multilevel decomposition.
Diagnosis by using wavelet techniques for discrete and
continuous signals has been presented in [1-3]. Fault
diagnosis methods that based on the fast Fourier transform
approach are more efficient for stationary signals or
permanent regime. Furthermore, these methods are largely
used for fault detection and isolation scheme of induction
machines [2]. However, the fast Fourier transform approach
is not efficient and has drawbacks for no-stationary signals
[1, 4]. To resolve these drawbacks the DWT technique has
been proposed. This last is not only used for fault detection
and localization in the machine stator (such as short circuit),
but also it allows extracting their frequency. The frequency
extraction is performed based on decomposition of the stator
current to multilevels.

The proposed technique offers a powerful analysis of
signals. In signal processing field this technique is
considered as an important tool of diagnosis for the induction
machines [5, 6]. So, to ameliorate the diagnosis procedure
for induction machine a novel approach has been proposed.
This approach is hybridization between neural networks
(NNs) and the DWT technique. The principal of the
proposed approach is given as follow: first by using the
DWT technique three parameters (energy, Kurtosis and

singular values), which are associated to a stator fault are
calculated. These three parameters must be extracted for
each level of the current stator. The obtained results
demonstrate the effectiveness of the proposed approach for
fault detection and isolation in induction machines.

Automatic fault detection and localization using NNs
for the three-phase model of the induction machine, is
considered more realistic «Xianrong Chang model» [7].
Intern faults which are studied in this work are short circuits
between turns of the same stator phase. This model allows
taking into account disequilibrium in the stator. This
disequilibrium can generate a short circuit between turns.

Several methods have been developed in literature.
These methods are based on NNs [7-9], shape recognition
[1, 10], fuzzy logic [11], genetic algorithms [12], time-
frequency representations. All these methods are used to
automate the diagnosis process basing on data acquisition
from the machine for without intervention of an expert.

NNs represent a preferred solution for diagnosis
problems using automatic classification of signals and
shapes. In this context, many applications of NNs are
distinguished for fault diagnosis and especially for
electrical machines [13].

In fact, NNs are largely exploited in the field of
classification and shape recognition. Their outputs allow
approximating the inputs to different classes; which
means that a NN can work as an optimal classifier [14].
NNs are characterized by a mathematical structure, and
able to generate behavioral model from input-output data
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of dynamic systems. Recently, NNs have known large use
in modeling, controlling and supervision of industrial
systems. Using NN models for measuring, observing and
diagnosis can solve many problems of classical modeling.
These models allow global monitoring for complex
systems, and offer the possibility of fault isolation with
necessary decisions [15].

Following the obtained results given in [1] and
taking into consideration the results of [2, 3, 16], it is
possible to select as an input vector for the NN model the
stored energy [17], the Kurtosis and the singular values
decomposition (SVD) of each level (D3, Dy, Ds, D¢, D7)
and the resistant torque value. The designed NN model
has three layers. Many tests of classification have been
realized to determine the optimal structures of the NN
model. The NN model used for discrimination of the
stator fault is described as follow:

e 16 neural for the input layer;

e 10 neural for the hidden layer;

o 4 neural for the output layer.

The main objective of this research work is to
present developments by applying NNs in fault diagnosis.
Methods of diagnosis based on a black box model type
(NNs with supervised learning) have been adopted. This
research work is subdivided in two steps:

e The first step concerns a formulation of an input
vector based on the Kurtosis values, SVD and the stored
energy values in each level D;, Dy, Ds, Dg, D; with
variations in short circuit percentage between 0 to 15 %.
This formulation is applied for the phase A, B and C
respectively in different operating regime from 0 to 7 N-m
with a variation step of 0.25.

e The second step concerns the classifier conception to
classify the operating modes of the induction machine.
So, different classes are distinguished, three classes are
used for fault cases and one class is used for normal case.

Three-phase equivalent model of unbalanced
asynchronous machine (X. Chang model). The present
paper shows an induction machine model taking into
account a short circuit in the three-phases of the machine.
To extract electrical faults signature, the stator currents of
the phases are used. First, to detect effectively the
presence of the signatures related to the stator currents of
three-phase model, sophisticated techniques have been
proposed. Furthermore, the obtained results using
numerical simulation demonstrate that excellent
performances have been obtained using the proposed
method. Finally, in last section, many comments and
explanations are highlighted. The model used in this work
is the X. Chang model which equivalent three-phase
model having the following properties:

o all parameters of the model are computable online;

o this model is derived directly from the equivalent
three-phase model, no additional assumptions required;

e the mutual inductances no longer depend on the
relative position between the stator and the rotor, the
value of this position is unknown in practice;

e the model is verified by comparing the simulation
data to the experimental data obtained on a test rig
(Poitiers LAII Laboratory, France) in the time domain.

The motor model [6] in the presence of short circuit
fault is obtained from electric and magnetic equations of

asynchronous machine. X. Chang et al, have proposed a
transformation matrix 7 to transform the rotor variables into
new variables having the same angular stator frequency.
Equations (1) — (4) represent the new three-phase model in
which all parameters can be computed on-line [8, 9]:

[Us]z[Rs]X[Is]'f'[PTs]; (1)
8 (e e T 2 e
b, 1= [, 1+ [ors, e[ G)

b = v, el o o s ) @

where P is the differential operator d/dt.
e stator variables are:

U,l=lug ug us]: (5)
)=l Ig I (6)
7= %o el (7)
w.]=o o of; ®)
e rotor variables are:

L=l 1o L] )
1=, ¥ el (10)
[ [ I ) (an
HSANAE (12)

e, =) o, ) (13)
vig [ ) o, Dl (14)

It is important to note that the matrixes [R,], [R.],
[Lsol, [Liol, [My], and [M,,] are constant matrixes. The
parameters values depend on the number of considered
coils turns. The matrixes [M,,] and [M,] are with
coefficients varying over time. Thus, the coefficients are
in function of the relative position € between the stator
and the rotor. This position is defined as follows: @1is the
angle between the stator phase A and the rotor phase A,
thus the following expressions are obtained:

ezjg'dt;
0Q'=(1-g)0;
g=(2-0Q)/Q,

where g is the slip coefficient; (2 is the rotating field
speed; £2’is the rotor mechanical speed.

If the rotor is balanced, the following equations are
deduced:

R. 0 0
[R.]=]| 0 R. 0; (15)
0 0 R,
Lo, 0 0
[Lio]=] 0 Lo 0 | (16)
0 0 L,
M, M2 —M,]2
M, ]=|-M. )2 M, -Mm. 2| A7)

-M,]2 -M.]2 M
The following coefficients are defined as:

ﬁa* =1 _f;‘a; ﬁb* =1 _f;'b; f;‘c* =1- sCs
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where f;,, f;» and f;. are the percentages of turns number
reduction in stator 3 phases 4, B and C.

The matrixes [Ry], [Lsol, [Myl, [My] and [M,]
depend on 3 coefficients £, f, and f..:

*

feaa O 0
[R)=RJ| 0 15 0 (18)
0 0 fsc
*2
fsa Lso‘ *LO LO
[Lsa]: Ry Ly bezLSJ Ly ; (19
*2
LO LO .f:vc LS‘O‘
B * * % ]
ff"Z - fsa fsb — fsa f sc
— fsalf *) —fsb
[MSS]:MS %Sb fsb % 5 (20)
- fsa S sc fsbfsc f*2
2 2 5

o o3]S
[M.s‘r] =M f:b 00{9—2?”J f:b cog6) jsb co{¢9+ j (2D
foe c0{9+2—3ﬁj S co{&—z—;j frcod6)

where:
T
[Msr] = [Mrs ] . (22)
The transformation matrix 7"
1 2z, 1 2, 1
cos(d) + 5 cos(@ + ?) + 5 cos(@ — T) + 5
T= 2 cos(6 — 2—7[) + 1 cos(d) + 1 cos(& + 2—”) + 11423)
3 3 2 2 3 2
2z, 1 2z, 1 1
cos(@ + T) + 5 cos(@ — ?) + 5 cos(d) + 5
where:
1
] =[r]. (24)

From (1)—(4), the new model is rewritten in the
following form:

Pl oI Do ] s el )-
(b - palir] b}

PI,]=

—r“([U] (N ARS N D[ls]j+(26)
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T (ke )

The obtained equations are nonlinear; thus, a numerical
method must be implemented to reach a solution and the
classical 4th order Runge Kutta method is chosen:

0 B3 -3/
[Kﬁg’]: B33 0 B3
NEY BN CY T

(25)

27

(28)

Mechanical equations. According to [10] if we
consider the current and flux in three-phase frame, the
following expression is obtained:

Yorlsa = Ysclsa — Ysalsp +
Cem :i( sbtsa sa’sb ] . 29)
\/E + 5ysc[ SUsalsc "Usb[sc
In the case of three-phase source without neutral:
{[sa ==l —1I; ) (30)
Yoo =—Fp = Fic-

From this, the equation presented below is obtained:
Com = \/gp(?yc[sb - stlsc) : (3D

Automatic detection steps of stator faults. DWT
application for diagnosis. The three-phase model of the
synchronous machine is called X. Chang, which take into
account a disequilibrium mode in the stator turns [1]. This
model has ability to study many phenomena more than a
short circuit fault in synchronous machines, which allows
to select an efficient diagnosis method. For this reason,
the DWT technique has been used [1]. This technique has
proved significant results in terms of short circuit faults.
In addition, it facilitates the X. Chang model use in real
time to diagnosis and control of machines.

Analysis of wavelets is performed in order to study
the spectral behavior, elaborate reliable spectral
signatures, characterize short circuit fault between turns,
and estimate in real time the phase currents (/4, /g and I¢).

In order to study the effect of turn number in short
circuit (fy,, f;» and f;.) on one of the three stators phase the
nominal load C is fixed to 7 N-m, with variation in turn
number between 0 % and 15 %. The experiment tests
have been realized under variation of load between 0 and
7 N-m with a sampling step equals to 0.25. The obtained
results in [1] show that the application of the wavelet
technique is largely used for fault diagnosis. In fact, this
technique allows decomposing the stator signal for a non-
stationary current during a short circuit. The direct
decomposition of the stator signal to multilevels generates
a real image about the induction machine stator faults.

In the research work [1], it is also remarked that the
coefficient amplitudes of signals which are obtained after
decomposition are augmented comparing to healthy mode
of the machine.

This augmentation is interpreted by the variation of
the relative stored energy associated to each level of
decomposition. It is observed that, the wavelet technique
is used to extract and locate the no-stationary point in
signals, which allows to select the stored energy as an
important fault indicator. The fault indicator is considered
as a parameter to formulate input vector of the artificial
neural network (ANN). So, to detect automatically the
differential state between the faulty and the healthy
machine an ANN is designed.

In order to analyze the no-stationary generated in the
stator current during a short-cut of a phase, or in
transitional mode, the decomposition of the stator current
signal of a specific phase has been performed (Table 1).
The decomposition test is realized by using the DWT on
the phase A «Daubechies (by 40 dB)». The
decomposition level n depends on the sampling frequency
f. and the supply frequency f; and can be calculated using
the equation presented below [18]:
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where sampling frequency f, = 2000 samples/s; supply
frequency f; = 50 Hz.

Table 1

Frequency bands for wavelet signal
Levels Approximations Details
Level 1 | Al 0-1000 Hz 1000-2000 Hz
Level2 | A2 0-500 Hz 500-1000 Hz
Level3 | A3 0.250 Hz 250-500 Hz
Level4 | A4 0-125 Hz 125-250 Hz
Level 5 | AS 0-62.5 Hz 62.5-125 Hz
Level 6 | A6 0-31.25Hz 31.25-62.5 Hz
Level 7 | A7 0-15.625 Hz 15.625-31.25 Hz

Architecture of the automatic diagnosis system.
By using the NN technique, it is possible to detect a short-
cut in a stator phase during the operating of the induction
machine. However, the localization of the fault represents
a big problem. So, in this work the problem of
localization is solved by considering specific indicators
for the NN input. These indicators are used for
classification and learning of the NN. The short circuit
fault on the three stator phases is evident from the wavelet
decomposition of stator current signal /,, the results of the
expertise carried out in our work showed that the best
performance of the localization of the short circuit fault
phase is the stored energy (£)), the Kurtosis value (KT7),
the singular value decomposition (SVD) of each level D;,
Dy, Ds, Dg and D7:
e the proper value of the stored energy (£)) in each band
of frequency is defined by the following formulation:

k=n )
E;= ZDj,k(n).
k=1

e Several facts on Kurtosis are transformed into the
one for discrete time system as:

(33)

+o0 1 N
4 ,
Ix pladr 7_12(%' - )4
KT =——= = lim =l ,(34)
+o0 2 Now 1 N 5 2
J.xzp(x)dx 72(961' ')
N-14
— i=1
where x;: i =1, 2, ..., N represents the discrete signal data;
x' is an average of {x;} and given as follow:
N
1
X=—>"x, (35)
N3

o the decomposition to singular values (SVD) allows
to extract principal components of a matrix. In the case of
signals, these principal components are linked to data
which maximize the energy of signal. For example, the
SVD of a matrix that composes of vibratory measures in
different points allows under certain conditions to extract
specific dominant proper modes [4].

In Tables 2—4 among 1334 experiments examples of
experiences are presented. For each experiment, the value of
load is fixed and the short-cut percentage varies between 0 %
and 15 % in the phase A. So, an experiment is repeated for
each value of load. The load values considered in the
simulation are 0, 3.5 and 7 N-m.

Table 2
Stored energy evolution (£)) in levels Ds, Dy, Ds, Dg and D,
in function to short circuit in phase A

cirillll(i)tl,t % Es Es Es £ &
0 0.00032867(0.13039{12.185]0.10273|0.090117
1 0.00033862(0.13235(12.846(0.10392(0.089307
5 0.00039182(0.14131{16.095|0.10922|0.086439| O
10 0.00049887(0.15584(21.936(0.11727|0.084027
15 0.00067368(0.17576|30.673|0.12749|0.083692
0 0.00052029{0.14211|18.863|0.11242|0.098359
1 0.00054522(0.14478(19.988|0.11424|0.098125
5 0.00066619(0.15701|25.356(0.12237|0.097866| 3.5
10 0.00087918(0.17681{34.567|0.13490(0.099550
15 0.00119040(0.20373(47.724|0.15096|0.104510
0 0.00210290(0.30525[121.46{0.19438]0.196270
1 0.00218110(0.31311{126.18[0.19935]0.199820
5 0.00253800(0.34828(147.43|0.22160(0.216480| 7
10 0.00310670(0.40248|180.55(0.25584|0.244090
15 0.00385850(0.47173(223.27(0.29941]0.281750

Torque
C,, N'm

Table 3
SVD evolution in levels D3, Dy, Ds, Dg and D5 in function to
short circuit in phase A

Cirillll(i)tl,—t% SvDsy | SvD, | SvDs | svDs | SVD, gorg“;
0 |0.81076]16.149 | 156.11 | 14.334 | 13.425
1 |0.82224 | 16270 | 160.29 | 14.417 | 13.365
5 088524 | 16.812]179.42 | 14780 | 13.148| 0
10 |0.99887 | 17.655 | 209.46 | 15315 | 12.964
15 | 1.16080 | 18.749 | 247.68 | 15.968 | 12.938
0 | 1.02010 | 16.859 | 194.23 | 14.995 | 14.026
1 1.04420 | 17.016 | 199.94 | 15.116 | 14.009
5 1.15430 | 17.720 | 225.19 | 15.644 | 13.990| 3.5
10 | 1.32600 | 18.805 | 262.93 | 16.426 | 14.110
15 | 1.54300 | 20.186 | 308.95 | 17.376 | 14.457
0 |2.05080 | 24.708 | 492.88 | 19.717 | 19.813
1 | 2.08860 | 25.024 | 502.35 | 19.968 | 19.991
5 [2.25300 | 26.392 | 543.01 | 21.052 | 20.808| 7
10 |2.49270 | 28.372 | 600.92 | 22.620 | 22.095
15 |2.77790 | 30.716 | 668.24 | 24.471 | 23.738
Table 4

KT evolution in levels D5, Dy, Ds, Dg and D5 in function to
short circuit in phase A

cirscllll(i)':;t% KTy | kT, | k1 | KT | KT g";%“;
0 | 193.16|28.635 | 12.3050 | 63.194 | 71.722
1 188.78 | 27.614 | 11.9410 | 63.637 | 71.495
5 169.47 | 23.783 | 10.391 | 64.75569.782| 0
10 | 149.21|19.579 | 8.4478 | 64377 | 65.305
15 | 142.86|16.032| 6.7193 | 61.632 | 57.558
0 195.95 | 24.129 | 5.4852 | 53.033 | 60.318
1 199.08 | 23.101 | 5.2977 | 52.963 | 59.372
5 |214.10]19.302 | 4.6081 |52.059 | 54.801| 3.5
10 |236.47 | 15.270 | 3.8850 | 49.466 | 47.383
15 |259.73 | 12.022| 3.3069 | 45319 | 38.634
0 |449.87|6.6108 | 1.7489 | 25.888 | 22.014
1 |455.70 | 63101 | 1.7480 | 25.802 | 21.521
5 |477.96|5.2501| 1.7434 |25385 | 19.834] 7
10 |503.00 | 42131 | 1.7362 | 24.768 | 18.421
15 | 5243134466 1.7271 | 24.176 | 17.789

Following Tables 2—4, the stored energy (£)), the
Kurtosis value (K7) and the singular value decomposition
(SVD) of different levels (D3, D4, Ds, Ds and D;) are
considered efficient indicators for diagnosis of the
induction machine in terms of short-cut fault.

ANN for diagnosis. The present research work focuses
on the use of an artificial NN model. This model allows to
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estimate automatically the state of the induction machine in
healthy and fault modes basing on the input indicators.
Diagnosis using learning and recognition algorithms is
considered as a powerful tool comparing to conventional
techniques. However, training of an ANN requires a large
database to attain high precision. In this sense, the three
phases model of the induction machine is used (X. Chang).
This model takes into account all possible situations of short
circuit percentage for each stator phase.

Stator fault diagnosis by NN. The purpose of the
proposed fault diagnosis system is to detect and locate
short circuits on the stator windings of a three phase
induction motor using ANN. The motor fault diagnosis
process is shown in [1]. It is composed of four parts: data
acquisition, feature extraction, fault detection and post-
processing as shown in Fig. 1. The design of the ANN
based fault diagnosis system can be decomposed in the
following four steps [2]:

e preparation of a training data set for the ANN;
selection of the ANN architecture;
training of the ANN model;
evaluation of the trained model on test dataset.

Motor:
X. Chang model

v

Transforming signals by DWT on stator current /,:
- Energy level computation (£))

- Several facts on Kurtosis (K7)

- The singular value decomposition (SVD)

v

Detection Algorithm:
- Neural network training
- Detection motor faults

|Diagnosis decision |

Fig. 1. Flowchart of proposed motor fault diagnosis

Preparation of the training dataset for NN. The
dataset consists of examples where each example is couple
of the input vector and the output default to train the
classifier. Input data was collected through simulations
using X. Chang’s three-phase mathematical model. To
locate the faulty phase of an induction motor very
efficiently, since the model is practically validated in the
NANTE Laboratory, the training data must cover the entire
range of operating conditions, including all possible fault
phenomena, even healthy cases.

The input matrix X,,,;, and the output matrix Y,,;, have
been used as database to train the ANN model. Equations
(25), (26) and (29) are used to formulate the Xj;, matrix.
The experiment tests have been realized under variation of
load between 0 and 7 N-m with a sampling step equals to
0.25, which corresponds to the following different
operating cases of the induction motor: healthy
(29 samples) and fault of an odd number of shorted turns
(with variation in turn number between 0 % and 15 %) on
each stator phase [(435 = 29-15) samples]. Thus, a total of
1334 (1334 = 435-3 + 29) samples have been collected and
applied as the inputs to the NNs for stator inter-turn fault
diagnosis.

The desired outputs (S;) of the NN are chosen as
follows:

1) S; = 1 for a short circuit at phase As; otherwise, S; =0;
2) S, =1 for a short circuit at phase Bs; otherwise, S,= 0;
3) S; =1 for a short circuit at phase Cs; otherwise, S; = 0.

Therefore, the output states of the NNs are set as the
following (Table 5):

[1; 0; 0; 0] — healthy mode;

[0; 1; 0; 0] — a defect has occurred on phase A;

[0; 0; 1; 0] — a defect has occurred on phase B;

[0; 0; 0; 1] — a defect has occurred on phase C.

Table 5
The output states of the NNs

Type of fault Symbol |S1|S2[S3[S4
Healthy mode Cl 11]0]0(0
Fault occurred on phase A C2 0]1[0]0
Fault occurred on phase B C3 0j|0]|1]0
Fault occurred on phase C C4 0]0]0]1

The ANN paradigm used in the proposed fault
diagnosis system is a feed forward multilayer perceptron
NN trained by a back propagation and gradient descent
algorithm. The number of input units of ANN is
determined by the size of the input vector. However, the
number of neurons in the output layer is determined by
the number of faults to be diagnosed.

The input vector values are: the stored energy
eigenvalues (£)), the Kurtosis value (K7) and the singular
value decomposition (SVD) of each level D;, D,, Ds, D¢
and D;. The outputs of the ANN represent the fault
classes, which are the 3 phases of the induction motor,
respectively, and one hidden layer with 10 neurons. The
activation functions of the hidden and output layers are
«tansig» and «logsig», respectively.

Training of the NN. Multilayered perceptron NNs
are trained using a supervised learning algorithm known
as backpropagation. Backpropagation combined with
descent gradient raining is the used training algorithm. It
attempts to reduce global error by updating the weights in
the direction of the gradient, thereby improving the
performance of the ANN.

In this paper, the error is expressed as mean square error
(MSE). The training performance is shown in Fig. 2, where a
low training MSE is achieved after 334 epochs (2.6377-107).
The training output and error from the NN are shown in
Fig. 3. From Fig. 4 it is clear that the NN is well trained and

reproduces the desired output correctly with few errors.

) Performance is 2.6377e-07 at epoch 334
10°F

Train
Best

Cross-Entropy (crossentropy)

. . . . . .
0 50 100 150 200 250 300
334 Epochs

Fig. 2. Training performances of the NN

Simulation results. The performance of a NN on
the test dataset is its capacity for generalization. This data
set is divided into 2 parts. One set is used for training and
the other set is used for testing. In fact, the trained ANN
classifier performs well on both training and test data. The
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test procedure is carried out on an independent test dataset
from the training dataset to assess the generalizability of
the trained model.

The test data set is presented to the NNs under 14 load
torques (0.25, 0.75, 1.25, 1.75, 2.25, 2.75, 3.25, 3.75, 4.25,
4.75,5.25,5.75, 6.25, and 6.75 N-m) and corresponds to the

following different operating cases of the induction motor:
healthy (14 samples) and fault of an even number of shorted
tumns (1, 2, 3,4, 5,6, 7, 8,9, 10, 11, 12, 13, 14, and 15)
on each stator phase [210 samples]. Thus, a total of 224 test
samples were collected to test each phase stator inter-turn
fault.

1,0 1,0 1,0 1,0
- o o <~
[&] <o (@] ()
= =] = =
= = = =
£ 0.5 = 0.5 &o 5 =0,5
IS She S S
| = = =
= =) = =
0,0 0.0 0,0 0,0
o 200 100 600 o 200 100 600 (o] 200 100 600 o 200 100 600
0.25 0,25 0,25 0,25
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[£5] 23] 25} 2
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Fig. 3. Training outputs and errors of NN
1,0 1,0 1.0 ey
o < = (&)
= o o o
9 o o o
g £ £ £
= —_ == =
= = = =
‘{_‘GO 5 s 0.5 = 0.5 OO 5
= 5 5 =°
= = =
C = =] (=
&) e 5P 58,
= [S] &) [&)
2 @ = =
= o a CI)
= = =
0,0 0,0 0,0| 0,0
o 200 400 600 o 200 400 800 o 200 400 600 o 200 400 600
025 0,25 0,25 0,25
- o N —
[=5] =53] 23] 25
5 0.00 Zo,00 80,00 = 0,00
= = = =
= = = =
0.25 -0.25 -0.25 -0.25
o 200 400 600 o0 200 400 600 o 200 400 600 o 200 400 600
Samples

Fig. 4. Test outputs and errors for fault on phase As, Bs and Cs

Figure 4 shows the NN test outputs and their errors for
faults on the As, Bs and Cs phases. The test output of the NN
(C1,C2,C3,C4)is equal to (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0)
and (0, 0, 0, 1) with good accuracy. This means that the NN
is able to correctly locate the fault occurring on the faulty
phase, As phase, Bs phase and Cs phase respectively. The
test error for this case is very small. We conclude that the
NN is able to correctly locate the stator inter turn short circuit
fault occurring on one of the phases.

Conclusions. This article presents a technique of
detection and localization of short circuit defects of turn-
by-turn in induction motors, chosen as a condition model,
the three-phase model of X. Chang because it takes into
account the case of imbalance in the stator winding. This
choice is based on the nature of the fault to be studied
(short circuit) and in addition the ease of use of this model
for diagnosis and monitoring. In this work, the use of two
analytical methods for diagnosing and detecting defects in
the machine is based on two techniques, one being
discrete wavelet transform and the other on neural
network fault classification techniques. The discrete
wavelet transform application of the stator current in
phase A is used to determine the three parameters that are

sensitive to the short circuit fault: energy, kurtosis and
decomposition into singular values of each level D;, D,,
Ds, D¢ and D,. These values are then used as inputs for
classifier neural network. The information provided by
this input on the detection and localization of defects
makes it a reliable indicator of the short circuit defects
between coils in the stator windings of induction motors.
The results obtained are outstanding, and the proposed
technique is capable of automatically detecting and
locating short circuit failures. As another area of this
paper, we can expand our research to determine the
number of short circuits on a faulty phase, allowing for a
complete diagnostic procedure.
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Field programmable gate array hardware in the loop validation of fuzzy direct torque control
for induction machine drive

Introduction. Currently, the direct torque control is very popular in industry and is of great interest to scientists in the variable
speed drive of asynchronous machines. This technique provides decoupling between torque control and flux without the need to use
pulse width modulation or coordinate transformation. Nevertheless, this command presents two major importunities: the switching
frequency is highly variable on the one hand, and on the other hand, the amplitude of the torque and stator flux ripples remain
poorly controlled throughout the considered operating speed range. The novelty of this article proposes improvements in
performance of direct torque control of asynchronous machines by development of a fuzzy direct torque control algorithm. This latter
makes it possible to provide solutions to the major problems of this control technique, namely: torque ripples, flux ripples, and
failure to control switching frequency. Purpose. The emergence of this method has given rise to various works whose objective is to
show its performance, or to provide solutions to its limitations. Indeed, this work consists in validation of a fuzzy direct torque
control architecture implemented on the ML402 development kit (based on the Xilinx Virtex-4 type field programmable gate array
circuit), through hardware description language (VHDL) and Xilinx generator system. The obtained results showed the robustness of
the control and sensorless in front of load and parameters variation of induction motor control. The research directions of the model
were determined for the subsequent implementation of results with simulation samples. References 19, tables 5, figures 26.

Key words: fuzzy control, field programmable gate array, Xilinx system generator, direct torque control, power system.

Bemyn. B danuii uac npsame ynpasninns MOMEHMOM Oyce NONYiapHe 8 NPOMUCIOBOCMI | BUKIUKAE 6eNUKULL IHMepec Y UEeHUX Y
2any3i 4acmomno-pe2ynbo8ano20 npuooy ACUHXpOHHUX MawuH. Lleii memooO 3abesneuye po36'a3Ky Midic Kepy8anHAM MOMEHNOM,
Wo Kpymumo, i MAzHimMHUM NOMOKOM 0e3 HeoOXiOHOCMI GUKOPUCIAHMA WUPOMHO-IMNYIbCHOI MOOYAAYii abo nepemeopeHHs
Kkoopounam. Tum He MeHw, ys KOMAnOa npeocmagnsic 06i OCHOGHI He3PYYHOCMI: 3 00HO020 OOKY, wacmoma KOoMymayii CUmbHo
eapitocmvca, a 3 Hu020 OOKY, amnaimyoa nyibcayiii MOMeHmy i HOMOKY CMamopa 3aiuldemscs No2ano KOHMPOAbOBAHOW Y
6cbomy Oianaszoni pobouux weuokocmeu. Hoeuszna yiei cmammi nponouye noninuenns Xapakxmepucmux RPAMO20 Kepy8amHs
MOMEHMOM, WO KPYMUMb, ACUHXPOHHUX MAUIUH WIIAXOM PO3POOKU HEeUimKO20 AneOpUmMmy NpsAMO20 YAPAGLIHHA MOMEHIMOM, WO
Kkpymumy. Ocmanne 003605€ GUPIULUMU OCHOGHI NPoOIeMU Yb020 MeMOoOY YRPAGLIHHA, a came. NyAbCayii MOMEHMY, Wo Kpymumb,
nyrscayii nomoky i He30amHicms KOHMpoaosamu yacmomy nepemukanns. Mema. Iosisa yboeo memody nopoouno pizHi pobomu,
Memoio AKUX € NOKA3amu 1020 eeKmusHICb YU 3anponoHy8amu pileHHs CIOCOSHO 1020 obmedxceny. Jilicho, ysa poboma nonseac
Y nepesipyi HeuimKoi apXimexkmypu npamo2o YNpaeiiHHa MOMEHMOM, Wo KPYMums, peanizoeanoi 6 Habopi ona pospooku ML402 (na
ocnogi cxemu Xilinx Virtex-4 3 npoepamosanoio kopucmyeaiem 6eHMUNIbHOI Mampuyero), 3a 00NoMOo2010 MOBU ONUCY 0OIAOHAHMHS
(VHDL) ma zenepamoproi cucmemu Xilinx. Ompumani pesynomamu noxazanu pooacmuicms KepysawHs ma 0e3CeHCOPHO20
Kepy8amHs npu 3MiHI HABAHMAICEHHS MA NApaAMempie Kepy8amHs ACUHXPOHHUM O8U2YHOM. Busnaueno nanpsmu Oocniodcenus
Mmooeni 0151 nodanvuioi peanizayii pesyibmamis na imimayitinux eudipkax. bioin. 19, Tadn. 5, puc. 26.

Kniouoei cnosa: HediTke ynpapiiHHs, IPOrpaMOBaHA KOPHUCTYBa4eM BEHTHJbHA MATpHIsA, reHepaTropHa cucrema Xilinx,
npsiMe yNpaBJIiHHSI MOMEHTOM, 10 KPYTUTh, CHCTeMa KMBJICHHS.

Introduction. Direct Torque Control (DTC) was
realized by Takahashi and Depenbrock [1, 2] is more and
more popular and it interests many scientists and
industrialists in the field of variable speed applications [3, 4].

However, this strategy has two major drawbacks: on
the one hand, the switching frequency is highly variable
and on the other hand, the amplitude of the ripples of
torque and of stator flux is poorly controlled over the
entire speed range of the operation envisaged [5]. It
should be noted that torque ripples generate additional
noise and vibration and therefore cause fatigue in the
rotating shaft [6].

To further reduce the impact of these phenomena on
the service life of electric actuators, it is believed that
intelligent techniques can provide an improvement. In
terms of real-time management of managed applications
based on intelligent techniques, there are new hardware
design solutions such as Field Programmable Gate Array
(FPGA) or application specific integrated circuit [7, 8].
These reconfigurable circuits are available and can be
used as digital targets for implementation of control
algorithms in a single component [9].

The advantages of such an implementation are
multiple: reduction of execution time by adopting parallel
processing, rapid prototyping of the numerical control on
FPGA. The confidentiality of architecture and possibility

of application of intelligent controls make use of
techniques which are more cumbersome in terms of
computation time and the improvement of the quality of
the control of electric machines [10, 11].

Evolution of micro computing, semiconductor
technology and availability of rapid control means such as
digital signal processor, reconfigurable circuits (FPGA).
Today allows the scientific community to carry out very
complex controls while taking into account the non-linearity
of mathematical model of asynchronous machine [12, 13].

The goal of the paper is to evaluate the performance
of the use of a fuzzy DTC inference system versus the classic
DTC based on hysterized comparators, for the control of
induction machines (IMs) based on a FPGA using available
academic tools (MATLAB/Simulink, Xilinx system
generator, Xilinx ISE, and ModelSim).

Basic calculation relationships and assumptions.
The subject of DTC is controlling the torque and stator
flux of asynchronous machine by applying several voltage
vectors through a voltage inverter.

The control is generally carried out by a hysteresis
controller. The purpose of control is to keep controlled
variables within a specified hysteresis band [6]. The
controller provides the necessary switching pulses to the
inverter to generate the optimum voltage vector to supplies
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the IM for a defined operating condition. The IM model is
used with measured variables to estimate stator flux and
electromagnetic torque required by control diagram (Fig. 1),
where S,, Sy, S, are the Boolean switching commands;  is
the speed for reference speed @ E,, Er, are the flux and

torque error respectively; 7, is the electromagnetic torque;
T is the reference electromagnetic torque; Iy, Iy are the
stator currents in the abc reference frame; ¢, is the reference
stator flux; | (/)S| is the stator flux magnitude; 6’¢S is the stator

flux angle.
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Speed Regulator
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Fig. 1. DTC based IM control structure

The most significant element that can guarantee
satisfactory DTC performance is stator flux estimator and
torque estimator [12]. In this work we used optimized
estimator developed in [14].

Fuzzy DTC based IM control structure. The
research theme developed in this work mainly concerns the
exploitation of new technological solutions to implement an
intelligent control based on the DTC of an asynchronous
machine around a hardware environment based on a FPGA.

This implementation is mainly aimed at reducing
ripples at the level of electromagnetic torque and stator
flux. In this part, two hysteresis regulators and Takahashi
switching table (Table 1) will be replaced by a fuzzy
controller. Figure 2 shows the control structure of fuzzy
DTC based IM.

Table 1

Takahashi switching table
Vi =~ Sa: Sb: Sc

N=2 | N=3
(0,1,0) [ (0,1,1)
(0,0,0) [ (1,1,1)
(1,0,0) [ (1,1,0)
(0,1,1)[(0,0,1)
(1,1,1) | (0,0,0)
(1,0,1) | (1,0,0)

N=6
(1,0,0)
(0,0,0)
(0,0,1)
(1,1,0)
(1,1,1)
(0,1,1)

N=1
(1,1,0)
(1,1,1)
(1,0,1)
(0,1,0)
(0,0,0)
(0,0,1)

N=4
(0,0,1)
(0,0,0)
(0,1,0)
(1,0,1)
(11,1
(1,1,0)

N=5
(1,0,1)
1,1,1)
(0,1,1)
(1,0,0)
(0,0,0)
(0,1,0)
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Fig. 2. Fuzzy DTC based IM control structure

Fuzzy DTC control implementation. The hardware
implementation of a fuzzy inference system consists in
implementing 3 phases of a fuzzy logic regulation:
fuzzification, fuzzy inferences and defuzzification. This
principle is represented by Fig. 3.

Crisp Input

Data 1 W Rule Base
—> [—) IF..AND... ,
Crisp Input THEN... Crisp Output Data
Data 2 IF...AND...
E |::> THEN...
IF...AND... j I
i THEN. .. —
Crisp Input :
Data n .
|:> IF...AND...
THEN... Defuzzification
Fuzzification -
Implementation

of a Linguistic
control strategy
Fig. 3. Components of a fuzzy inference system

Description of fuzzification module. Fuzzification
is the process of converting input data into fuzzy
linguistic values. In literature, there are two material
solutions to determine the degree of membership of a
fuzzy set from a membership function.

The first solution is the memory-oriented approach,
as the name suggests, for each finite number of inputs, the
output values are calculated offline then they will be
saved in memory. The advantage of this solution is that it
is easy to change a membership function. The second
solution is the calculation-oriented approach, only the
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characteristics of the membership functions are saved in a
memory in order to simplify the on-line calculation of
output values of each membership function. For the case
of triangular membership functions, their characteristics
are: the center of the triangle «c» and the slope «a».

The hardware implementation of this solution is a
combinatorial circuit which can include adders, subtractors,
multiplexers, multipliers and most of the time a control unit.

In this study, we adopt the memory-oriented approach.
Indeed, each linguistic input/output variable is represented by
tables, a table for the degree of membership of each linguistic
value. These tables are implemented in hardware by memory
blocks ROMs addressable by a single input, such as the
memory boxes which contain the degree of membership of
linguistic value. However, the memory address space gives an
image on the universe of discretized speech for example for a
universe of normalized speech [0, 1] discretized in 64 points,
we therefore use an address space [0: 63].

The membership functions of flux error, torque
error, sectors and output vectors are illustrated by the
following Fig. 4-7.

Error Flux Fuzzification
1 T

U‘.1 0‘2 U‘.S 04 0.5 0.6 0.7 0.8 0‘9 1
Fig. 4. The fuzzification membership functions of the flux error
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Fig. 5. Fuzzification membership functions of the torque error
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The hardware implementation of these functions is
presented by hardware architectures in Fig. 8-11.

ROM V4

t—>addr 71

!

Degree Of Belonging V5 Out!

ROM VS

?

Degree Of Belonging V6 Out?
ROM V6

- Degree Of Belonging V7 Out8

ROM V7

Fig. 11. Hardware architecture of the «Output vector» linguistic
variable

The Xilinx resource estimator tool is used to estimate
the hardware resources needed to implement each linguistic
variable. Figure 12 shows the estimated resources for the
linguistic variable «Torque Error».
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Rule inference and rule evaluation. Hardware
description of fuzzy inference module is shown in Fig. 13.
This module accepts as input three blocks of fuzzification
module, the rule selector block allows building the rule
base formed of 36 rules. This basis is obtained by making
all the possible combinations between two fuzzy values of
flux error, three fuzzy values of torque error and six fuzzy
values of stator flux angle.
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Fig. 13. Architecture of «fuzzy inference» module

The hardware implementation on «Xilinx System
Generator» of operators (min/max) with 2 inputs is done
by a comparator and a 2-1 multiplexer. Figure 14 shows
the wiring of min/max functions.
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Fig. 14. Implementation of min/max functions on XSG

Using the resource estimator tool allows us to
estimate the hardware resources consumed by a two-entry
min operator (Fig. 15).

For operators (min/max) that have more than 2 inputs,
2 inputs (min/max) operators are used to implement these
operators. For example, to implement an operator (min) with
3 inputs, we use 2 operators (min) with 2 inputs (Fig. 16).
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Fig. 16. Implementation of a 3-entry min function

Composition of the rules. If several rules can be
activated simultaneously and recommend actions with
different degrees of validity on same output, we consider
that the rules which are linked by an operator OR (Fig. 17)
1y =max[up(y)] i € {indices of activated rules}.
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Fig. 17. Implementation of a composition of rules for an output

Description of defuzzification module. The
hardware description of defuzzification module is carried
out by a MAX operator as shown in Fig. 18. The inputs of
this module are the outputs of the inference motor
module. As it was specified in the preceding paragraph,
the V; (i = 0.7) correspond to the degree of activation of
voltages V. The output of this block, representing the
output of the whole fuzzy block, corresponds to the
voltage that it must be applied to the terminals of the
machine through the inverter. The VHDL architecture of
MAX defuzzification module is implemented by an
assignment in the competitive mode:
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Si35<= 001 when V1=max

else 010 when V2=max

else 011 when V3=max

else 100 whenV4=max

else 101 when V5=max

else 110 when V6=max

else 111 when V7=max

else 000

Figure 18 shows a description of VHDL block used
to implement the maximum defuzzification method.
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Fig. 18. VHDL MAX defuzzification module

Simulation of fuzzy DTC control of asynchronous
machine. This phase involves the integration of a fuzzy
inference system into DTC control algorithm. In this part,
similarly to simulation with MATLAB, we will simulate
using Xilinx generator system the architecture of the
conventional DTC control and fuzzy DTC control. The fuzzy
DTC control is applied to an IM whose specifications are
given in Table 2.

Table 2

IM parameters
Nominal voltage U,, V 220
Nominal current /,, A 2.35
Mechanical power P,, kW 1.08
Nominal speed N, min”' 1430
Supply frequency f, Hz 50
Stator resistance R, Q 10
Rotor resistance R,, Q 6.3
Stator self inductance L,, H 0.4642
Rotor self inductance L,, H 0.4612
Mutual inductance L,,, H 0.4212
Moment of inertia J, kg-m’ 0.02
Pole pairs number p 2

The structure of conventional DTC control is
illustrated in Fig. 1. Regarding fuzzy DTC control shown
in Fig. 2, we will replace the blocks of hysteresis
comparator modules and DTC control selection table by a
fuzzy inference system that we have built and tested. To
compare the both control approaches, we simulated these
modules on MATLAB / Simulink with Xilinx generator
system. The results are illustrated in Fig. 19.

Note that there is an improvement in the
electromagnetic flux and torque obtained by the fuzzy DTC
control compared to that obtained with the conventional
DTC control with a significant reduction in ripples. Table 3
shows the performance in terms of resource consumption,
obtained during the implementation of architecture of fuzzy
DTC control on VIRTEX 4 FPGA given by architecture
presented in Fig. 2.

Fuzzy DTC Stator Flux Magnitude [Wb] DTC Stator Flux Magnitude [Wb]
T T T T T T L T T T

0z 04 06 08 1 12 14 15 18 a 0z 0¢ 06 03 12 14 16 18 2

Fuzzy DTC Torque [Nm]

Fuzzy DTC Torque [Nm]

——

| e L b i
Fig. 19. Electromagnetic torque and stator flux obtained by XSG
simulator for DTC (a) and fuzzy DTC (b)

2,

T2 14 16 18

Table 3
Resources used on FPGA circuit by fuzzy DTC control algorithm
Target device: ML402 Virtex-4 xc4vsx35-10ff668

Logic utilization Used | Available | Utilization
Number of Slice Flip Flops 1,365| 30,72 4%
Number of occupied Slices 1,620 15,36 10 %
Total Number of 4 input LUTs 2,453 30,72 7 %
Number of bonded I0Bs 58 448 12 %
Number of FIFO16/RAMB16s 12 192 6 %
Number of BUFG/BUFGCTRLs | 4 32 12 %

We note that the proposed architecture optimizes the
use of the hardware resources of FPGA card (10 % of Slices
and 7 % of LUTs), moreover this architecture considerably
reduces the logical components used compared to
architectures presented in [15, 16].

The maximum clock frequency is set by the synthesis
tool equal to 231.64 MHz, which corresponds to a
minimum period of 4.317 ns. In contrast, in [16] the
maximum clock frequency is 54 MHz using DSPACE
(Digital Signal Processing and Control Engineering). In
[17] the minimum period is equal to 50 ns. We see that
execution time is too long compared to FPGA due to
sequential processing of DSPACE.

Table 4 presents the hardware resources consumed in
this architecture compared to previous work in the same
research axis.

Table 4
Comparison of the resources consumption
Logic References
utilization [7] [18] [19] [14] |Proposed
. Xilinx |Altera Altera Xilinx .
gﬁf’; device | Virtex-| DE- | CYCLONE |Virtex- Vﬁ;‘;{’_“l
4 115 11 4
Embedded
multiplier 9-bit - 80 57 - -
elements
Total logic 10.346 [ 6.931 | 3256 | 2.909 | 2.836
elements
Total
combinational |18.594 | 6.491 2.549 7411 | 7.686
functions

3
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Validation of hardware architecture of proposed
fuzzy controller. After simulation step, the proposed
hardware architecture of fuzzy controller was validated by
co-simulation hardware on the ML402 target peripheral
equipped with a VIRTEX4 FPGA circuit.

This step is dedicated to implement the control
algorithms on a development board integrating an FPGA
component. It is mainly intended for the verification and
validation of digital implementation of control algorithms
on FPGA targets in «Hardware in the loop» simulation
environment as shown in Fig. 20.
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Fig. 20. Hardware in the loop validation of fuzzy DTC controller

Once simulation and timing analysis are done, the
procedure of hardware co-simulation in XSG makes a
bitstream file from the hardware prototype and a point to
point Ethernet block for Hardware-In-the-Loop (HIL)
procedure (Fig. 21).

Puxsealpba  anglelis)|

b i ot

‘Flow Estimator

Fig. 21. Fuzzy DTC HIL point to point Ethernet block

The created block (Fig. 20) substitutes the architecture
hardware that was constructed before (fuzzy DTC).

The point-to-point Ethernet blocks are linked to
inverter and IM to run a HIL (Fig. 22). In this situation
the models of motor and inverter are simulate in
MATLAB/Simulink environment, and XSG architectures
of Fuzzy DTC are achieved in the ML402 FPGA device.
The HIL validation is executed by connecting the target
device to PC via an Ethernet cable.

Fig. 22. Fuzzy DTC point to point Ethernet hardware in the loop
process

Figure 23 show the waveforms of speed, torque and
flux of IM controlled by fuzzy DTC control with
co-simulation.
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Fig. 23. Behavior of IM flux, torque and speed

The spectral analysis by MATLAB with Powergui
FFT analysis tool of electromagnetic torque obtained by
conventional DTC (Fig. 24) proposed in [14], the
neuronal DTC (Fig. 25) proposed in [7] and by fuzzy
DTC (Fig. 26) in steady state shows the existence of
harmonics along the spectrum of electromagnetic torque
obtained by conventional DTC unlike electromagnetic
torque obtained by Fuzzy DTC. Table 5 shows the root
mean square (RMS) error and the maximum ripple band
of electromagnetic torque and stator flux for conventional
DTC, the neuronal DTC and fuzzy DTC approaches.

The results of Table 5 show that DTC based on
intelligent techniques considerably reduces the ripples of
electromagnetic torque and stator flux compared to
conventional DTC. Fuzzy DTC architecture gives the best
results in terms of hardware resource consumption and in
terms of electromagnetic torque ripple elimination.
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Fig. 24. Spectral analysis of electromagnetic torque obtained by
conventional DTC
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Fig. 25. Spectral analysis of electromagnetic torque obtained by
neuronal DTC
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Fig. 26. Spectral analysis of electromagnetic torque obtained by

fuzzy DTC
Table 5
Torque and flux ripples
RMS error | max/min
Electromagnetic Conventional DTC 0.0367 2.164
torque, N-m Neuronal DTC 0.0314 0.955
’ Fuzzy DTC 0.0096 0.827
Stator flux Conventional DTC 0.0024 0.250
magnitude, Wb Neuronal DTC 0.0011 0.090
Fuzzy DTC 0.0017 0.171
Conclusions.

1. The aim of this work was, first of all, to improve the
dynamic performance of the direct torque control applied
to induction motor supplied by a voltage inverter by
introducing of a fuzzy inference system. Secondly, to

materialize the feasibility and to judge the quality of
proposed control.

2. In this article, we mainly describe the development,
implementation and validation of hardware architecture
on field programmable gate array for fuzzy direct torque
control of induction motor.

3. The originality of this work has been to combine the
performance of artificial intelligence techniques and
execution power of programmable logic circuits, for the
definition of a control structure achieving the best
simplicity / performance and speed / performance ratios.

4. We used unconventional control tools to implement
a switching strategy without needing the switching table
and hysteresis comparators used in conventional direct
torque control.

5. Finally, we believe that the proposed solution
improved the dynamic performance of induction motor
and greatly reduced the disadvantages of conventional
direct torque control such as torque ripples, flux ripples
and switching frequency.
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Sensorless control of switched reluctance motor based on a simple flux linkage model

Introduction. The operation of switched reluctance motor requires prior knowledge of the rotor position, obtaining from either low
resolution photocoupler based position sensor or high resolution shaft encoder, to control the on/off states of the power switches.
Problem. However, using physical position sensor in harsh environment will inevitably reduce the reliability of the motor drive, in
which sensorless control comes into play. Novelty. In this paper, a sensorless control scheme of switched reluctance motor is
proposed. Methodology. The method is based on a simple analytical model of the flux-linkage curves rather than the conventional
approach that normally uses a look-up table to store all the data points of the flux-linkage curves. By measuring the phase current,
rotor position can be deduced from the analytical model. Practical value. Simulation results are given and the proposed sensorless
scheme is verified to provide a moderate position estimation accuracy in a wide speed range in both unsaturated and saturated
conditions. References 9, figures 6.

Key words: analytical model, switched reluctance motor, sensorless control.

Bcemyn. [[ns pobomu 6enmunbHo20 peakmugro2o 08U2yHa NOmpioHe nonepeone 3HAHHA NONONCEHHS pomopa, ompumane abo 6io
0amyuKa NOJONHCEHHA HA OCHOBI ONMONAPYU 3 HU3LKOIO PO30LIbHOIO0 30amuicmio, abo 6i0 eHKooepa 3 6UCOKOI pPO30ilbHOI0
30amuicmio, wjob Kepyeamu CMAHAMU BMUKAHHA/BUMUKAHHA cunogux nepemuxadie. IIpoonema. Oonax euxopucmauHa 0amuyuxa
@i3uun020 nonodCEHHA @ CYBOPUX YMOBAX HEMUHYUe 3HUIICYE HAOIUHICMb MOMOPHO20 NPUBOOY, 6 AKOMY HAOYEAE YUHHOCMI
bezoamuuxose ynpaeninus. Hoeusna. Y yiii pobomi npononyemocs 06e30amuuxosa cxema YnpasiiHHsg GeHMUNbHUM PeaKmugHum
ogueynom. Memooonocia Lleii memoo 3acnosamuil Ha RPOCMill aHATIMUYKITL MOOenl KpUBUx NOMOKO34eNnieHHs, a He Ha
mpaouyitiHomy nioxooi, AKull 3a36U4ail BUKOPUCMOBYE O008I0KOBY Mabnuyto 011 30epieaHHs 6CIX MOYOK OQHUX KpPUBUX
nomoxosyennenns. Bumipsewiu gaznuii cmpym, nonosicenns pomopa ModcHa eueecmu 3 ananimuunoi mooeni. Ilpakmuuna
yinnicmo. Hasedeno pesynomamu mooenosants ma nepesipero 3anponoHoeany 6e30amuukosy cxemy o sabesneuents noMipHoi

MOYHOCMI OYIHKU NONONCEHHSL 8 UUPOKOMY OIana3oHi WeUOKoCmel K y HeHacuyeHux, max i 6 Hacuuenux ymosax. biomn. 9, puc. 6.
Knouosi crosa: aHaliTHIHA MOJIeJIb, BEHTHJIbHUI PeaKTHBHUI IBUTYH, 0€31aTYHKOBE KePYBaHHS.

Introduction. Switched reluctance motor (SRM) is
an electric motor that has gained a lot of attention in
recent decades due to its unique features such as rugged
structure and cost effective [1, 2]. It has been widely
adopted in industrial and home applications and shows
superior performance. Unlike the induction motor and the
synchronous motor that are able to run by just plugging in
the phase terminal to the power grid, the operation of
SRM cannot be separated from the dedicated controller
and rotor position sensor, which is one of the main
disadvantages of SRM [3].

The control of SRM always involves acquiring the
rotor position as crucial information to determining the
firing of switches. Due to the principle of the torque
production in SRM, the magnetization of phases should
synchronize with the rotor poles in order to maximize the
efficiency of the torque production. Miss firing of the
switches may heavily impact the performance of the SRM
drives or even threaten its stable operation. A high-
resolution optical encoder or a low-cost Hall effect sensor
is therefore normally embedded in the SR motor.

SRM is quite suitable in the applications under harsh
environment, the rotor position sensor may be impacted and
malfunctioned however. In the applications with limited
budget, the expensive encoder is usually not an option.
Therefore, sensorless control is favorable in many cases.

The sensorless operation of SRM generally requires
two kinds of rotor position information, continuous or
discrete. The former one needs to resolve the rotor
position uninterrupted while the latter one is simpler and
only requires few points during an entire electrical cycle
and the intermediate points can be interpolated [4].

Different types of position sensorless scheme have
been reported in literatures, they can be broadly classified
as active phase methods or inactive phase methods [5].

In [6], a sensorless method based on an analytical self-
inductance model of SRM is introduced, the inductance
curves at three crucial rotor positions are picked out to
construct a complete inductance profile at all positions. The
rotor position is then resolved from the transformed voltage
equation. The method only measures the phase current and
does not require additional hardware. Instead of using
analytical model, look-up table is used in [7] to look up the
rotor position if knowing the value of the current and the
flux in real-time. Despite the advantage of high accuracy,
the main drawback of the method is that large storage space
is required to store the offline look-up table, which will add
to the cost of the motor controller. By analyzing the
inductance profile of SRM, a simple sensorless method that
observes the current gradient is proposed in [8]. The current
slope will suddenly change the sign at a specific location
where the rotor position can be detected.

In this paper, a sensorless control scheme of SRM is
proposed. It is based on a simple analytical model of the
magnetization curves developed in [9] rather than using the
look-up table in the conventional approach. The model only
requires few parameters that are normally available or
easily obtained to form the SRM magnetization curves. The
rotor position is inherently a part of the model due to the
nonlinear relationship among the flux-linkage, current and
rotor position, thus it can be estimated from the flux-
linkage model. The proposed sensorless control only
requires the measurement of the current of the active phase
in real-time, thus the hardware will be simple. Besides,
there is no need to store the look-up table, so the memory
size of the controller needed is reduced. Simulations under
multiple operating conditions are carried out in
MATLAB/Simulink to verify the correctness and
effectiveness of the proposed sensorless control method.
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Proposed sensorless control method of SRM. A
sensorless method normally relies on the magnetization
characteristics of the motor. Due to the nonlinear
characteristics of SRM, the flux-linkage is a nonlinear
function of the current and the rotor position, which
implies that if the current and the flux-linkage are known,
it is possible to deduce the rotor position. Therefore,
having an accurate model of the magnetization
characteristics of SRM makes it convenient to develop the
sensorless control scheme, and the accuracy of the
estimated position relies on the accuracy of the model.

The phase voltage equation of SRM can be written as

u=R-i+ M , (1
dr
where u is the phase voltage; R is the phase resistance; i is the
phase current; i/is the flux-linkage; @is the rotor position.
The flux-linkage can be rewritten in an integration

manner as
w(i,0)= j(u—R~i)dt. )
If it is not in low voltage application, the phase
voltage can be assumed to be equal to the Upc, —Upc, or
0 V, where Upc is the DC link voltage, while only
introducing minor error due to the comparatively small
voltage drops across switches and diodes in the converter
circuit. The phase resistance is measured one time when the
motor stalls. The phase current is measured in real-time and
by doing integration, the flux-linkage can be estimated.
Due to the doubly-salient structure of SRM, the flux-
linkage characteristics vary with rotor position. Two typical
positions are the unaligned position and aligned position.
When the rotor pole is at unaligned position, the air gap
dominates in the magnetic circuit, therefore the flux vs.
current curve is a straight line, and the unaligned
inductance is denoted as L,, which is the slope of the flux-
linkage curve. In aligned position, the flux-linkage curve is
a straight line before knee point, and the inductance in this
condition is L, which is notably larger than L,. However,
when the motor iron is saturated, the flux-linkage curves
bends over and the slope is much smaller than unsaturated
condition. The magnetization characteristics of the sample
SRM is shown in Fig. 1. The results are obtained from
FEM analysis. As can be seen from Fig. 1 that the flux-
linkage is a nonlinear function of current and rotor position,
which is a fundamental characteristic of any SR motor.
0.6

[ Flux linkage, Wb
04r
03r
0.2

014

Current, A
300 350 400 450

0 50 100 150 200 250

Fig. 1. Flux-linkage characteristics of the sample SRM
obtained from FEM analysis

In order to model the nonlinear curves in Fig. 1, a
simple analytical model is proposed in [1]. The curves at
unaligned position can be simply represented by a straight
line, and the slope is L, in

Wg=1Lg i, 3)
where y, is the unaligned flux-linkage.

The nonlinear curve at aligned position can be
approximated by a function composed of exponential
term, and written as

va =l i+ A=), o)
where ; is the aligned flux-linkage; /4, is the
incremental inductance when the magnetic circuit is
saturated at aligned position; 4 and B are the constant
coefficients that can be determined in order the equation
has a good approximation of the curve.

When the motor operates with maximum allowable
current 7,, the motor is in deep saturation and the

exponential term can be neglected, thus 4 can be deduced
from (4) as

A=Y —lisar I s (5)
and B is calculated by
B= Ld B la’sat , (6)
YVm— ldsat : Im

where y, is the flux-linkage corresponds to 7,

The magnetization curves of the intermediate
positions between unaligned and aligned position can be
deduced by using a nonlinear function as shown in (7),
where N, is the rotor pole number:

2-N; 2-N}
)= r r_.
16)== :

Then the complete magnetization characteristics can
be generalized as

w(i,0)=L, i+ [ldsm it A (1 —e B )— L, z] 7(6). 8

The model in (8) makes it possible for the proposed
sensorless scheme to preclude the use of the offline look-
up table of the magnetization curves that takes up large
amount of storage space in the controller.

Figure 2 shows the magnetization curves calculated
from the aforementioned analytical model. As compared
with the FEM result in Fig. 1, it can be said that the
analytical model has good approximation. This is crucial
in the sensorless control, otherwise the rotor position
estimation will be erroneous due to a poor model.

06
Flux linkage, Wb

0 - 6% +1. (7

‘ ‘ | | | Current, A

0 50 100 150 200 250 300 350 400 450

Fig. 2. Flux-linkage characteristics of the sample SRM
calculated by the analytical model
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From (8), the rotor position estimation can be deduced.
The current i is measured in real-time, the flux-linkage v is
then calculated by doing integration, L,, /4, 4 and B are also
known constants. Therefore, the rotor position & can be
easily solved from (8), and sensorless operation is then
possible by using this analytical model. In other words, if the
current and the flux are known at the instant, the rotor
position is solely determined in Fig. 1. This is the theoretical
background of the rotor position estimation.

Simulation results and discussion. In order to
verify the proposed sensorless control scheme, simulation
is carried out in MATLAB/Simulink.

The simulation is at first evaluated at the speed of
1000 rpm. The speed is maintained constant by setting a
high inertia value. The motor is operating under current
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Fig. 3. Unsaturated operation at 1000 rpm
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Then the simulation is carried out under different
operation speeds in Fig. 5, 6. When operating in low
speed, which is 50 rpm in Fig. 5, the current is kept in
hysteresis manner at 200 A. It can be seen that the
estimation error is below 2°. As in high speed operation in
Fig. 6, the current can no longer maintained due to the
significant back-EMF. Similar to the previous case, the
maximum position estimation error is around 2°.
Therefore, the proposed sensorless scheme is suitable in
both low-speed and high-speed operation.

Conclusions.

In this paper, a new sensorless control method for
the switched reluctance motor is proposed. The method
uses an analytical flux-linkage model such that the large
look-up table used in conventional approaches is not
needed. The proposed idea only needs to measure the

chopping control. In Fig. 3, the reference current is kept at
20 A, and the hysteresis bandwidth of the phase current is
2 A. As can be seen from the magnetization curves in
Fig. 1, the motor is running under unsaturated condition
with low current. By comparing estimated rotor position
and the real rotor position measured in mechanical angle, it
can be found that the maximum error is around 2°, which is
an acceptable accordance.

In Fig. 4, the motor is running under saturated
condition, where the reference current is raised to 300 A
and the hysteresis band is 60 A. In this case, the maximum
deviation of the estimated angle from the real angle is also
around 2°. It can be concluded that the proposed position
estimation works well in both unsaturated and saturated
conditions.
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phase current in real-time, and the rotor position can be
estimated continuously from solving a flux-linkage
equation. The sensorless method has the merit of
minimum data storage requirement since the large look-
up table of the switched reluctance motor magnetization
characteristics is replaced by the analytical model.
Therefore, it is suitable to be used in low cost digital
controllers. Simulation results have shown that the
proposed sensorless control can acquire the rotor position
continuously and the accuracy of the position estimation
is small in low and high speed, unsaturated and saturated
conditions.
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A. Boukadoum, A. Bouguerne, T. Bahi

Direct power control using space vector modulation strategy control
for wind energy conversion system using three-phase matrix converter

Introduction. Wind energy conversion system is getting a lot of attention since, they are provide several advantages, such as cost
competitive, environmentally clean, and safe renewable power source as compared with the fossil fuel and nuclear power generation. A
special type of induction generator, called a doubly fed induction generator is used extensively for high-power wind energy conversion
system. They are used more and more in wind turbine applications due to the advantages of variable speed operation range and its four
quadrants active and reactive power capabilities, high energy efficiency, and the improved power quality. Wind energy conversion systems
require a good choice of power electronic converters for the improvement of the quality of the electrical energy produced at the generator
terminals. There are several power electronics converters that are the most popular such as the two stage back-back converter. Because of
the disadvantage of these converters to produce large harmonics distortions, we will choose using of three-phase matrix converter. Purpose.
Work presents a direct power control using space vector modulation for a doubly fed induction generator based wind turbine. The main
strategy control is to control the active and reactive powers and reduce the harmonic distortion of stator currents for variable wind speed.
The novelty of the work is to use a doubly fed induction machine and a three pulses matrix converter to reduce the low cost, volume and the
elimination of the grid side converter controller are very attractive aspects of the proposed topology compared to the conventional methods
such as back-to-back converters. Simulation results are carried out on a 1.5 MW of wind energy conversion system connected to the grid.
The efficiency of the proposed system has been simulated and high results performances are evaluated to show the validity of the proposed
control strategy to decouple and control the active and reactive power for different values of wind speed. References 32, tables 2, figures 15.
Key words: doubly fed induction generator, matrix converter, wind turbine, direct power control using space vector
modulation strategy control, power quality.

Bcemyn. Cucmemam nepemgopenus enepzii 6impy npuoiisiemucs 6euKa yéaza, OCKiNbKU 60HU 3a0e3neqyioms HU3Ky nepesaz, makux sk
KOHKYPEHMOCHPOMOJICHICIb 30 8APMICMIO, €KONO02IMHO uYucme ma Oe3neuHe GIOHOGNI08AHE OJNCepeno eHepell NOPIGHAHO 3 GUKONHUM
naaugom ma supobruymeom adeproi enepeii. CneyianbHull Mun ACUHXPOHHOO 2eHePaAMopd, o HA3UBACMbCS ACUHXPOHHUM 2eHEPAMOPOM
3 NOOGILIHUM HCUGTICHHAM, WUPOKO BUKOPUCTIOBYEMbCS 8 CUCIEMAX NEPemEOPEHHsL eHepeii 6impy eenuKol nonyschocmi. Bonu éce Oinbuie i
Oinvute BUKOPUCIOBYIOMbCA Yy GIMPAHUX MYPOIHAX uepe3 nepesazu 0ianazony pobomu 3i 3MIHHOIO WEUOKICmIO ma 1020
YOMUPUKBAOPAHMHUX MONCTUBOCEN AKMUBHOI MA PeaKmMUHOI NOMYIHCHOCI, BUCOKOI eHepeoeheKmUeHOCHI ma NOKpaueHoi aKocmi
enexmpoenepeii. Cucmemu nepemeopenns eHepeii 6impy 6UMAaionb XOpOuto2o 8uOOPY CUNOBUX eNeKMPOHHUX Nepemeopiosayis ons
NOKPAWeHHsl IKOCI eleKmpPOoeHepeii, wo eupobIsIEMbCsL HA KIeMax 2eHepamopa. IcHye Kintbka nepemsoprosayie cunosol eneKmpoHiku, sKi €
HaUOIbW NONYNAPHUMU, HANPUKIAO O0B80KACKAOHULL 380pPOMHO-360pOMHULL  nepemeopiosay. Yepez me, wo yi nepemeoprosayi He
CMBOPIOIONb 6EUKUX 2APMOHIYHUX CHOMBOPEHb, MU GUbepeMo BUKOPUCTAHHA mpughasnozo mampuunozo nepemeopiosava. Mema. V
pobomi npedcmasneno npsime KepysamHs NOMYICHICIIO 3 BUKOPUCAHHAM MOOYIAYIT NPOCMOPO6020 8eKmopa 0 8impogoi mypoinu Ha
OCHOBI  ACUHXPOHHO2O 2eHepamopa 3 NoOGilHuM dcusieHHam. OCHOBHOI Cmpameziclo YHPAGIIHHA € YNPAeNiHHA aKMUeHOIO Mma
PEAKMUBHOIO NOTYHCHICIIIO MA 3HUNCEHHSL 2APMOHIHUX CHOMBOPEHb CIMPYMI6 cmamopa npu 3minHiu weuokocmi eimpy. Hoeusna pobomu
nos2aA€e y GUKOPUCMANHT ACUHXPOHHOT MAWUNY 3 NOOBIUIHUM JHCUBTEHHAM | MPUIMIYILCHO20 MAMPUYHO20 NEPEMBOPIOBaYa ONs 3HUICCHHS
eapmocmi, 00'eMy ma YCyHeHHs KOHMpoepa nepemsopiosaya 3 60Ky Mepedici, wo € oydce npueadIusUMU acneKmamit NPONnOHOBAHOT
MONONORII Y NOPIGHAHHI 3i 36UMATIHUMU MeMOooamu, MAaKuMu sK 3YCMpIuHO-360pomHi nepemsopiosadi. Pesynbmamu mooeniosanms
OMPUMAHI HA cUCmeMi nepemeopeHHst enepeii eimpy nomyoicricmio 1,5 MBm, nioxmouenoi 0o mepeci. Egexmuenicmo 3anpononoeanoi
cucmemu 0yna 3mMo0enb08ana, a 6UCOKI pe3yiibmami OYiHeHi, Wob nokasamu odIPYHMOoBaHicme 3anpononoeanoi cmpameeii ynpagninis
07151 NOOLTY Ma YNPagIiHHs AKMUSHOK MA PEaKMUGHOI0 NONYHCHICIIO OJIA PI3HUX 3HAYeHb weuokocmi gimpy. bioim. 32, Tadm. 2, puc. 15.
Kniouogi crosa: acCHHXpOHHMIT reHepaTop 3 MOABIHHUM KHBJIEHHSIM, MATPHYHMII MepeTBOPIOBaY, BiTpAHa TypOiHa, nmpsive
KePYBaHHSA MOTY:KHICTIO 3 BUKOPUCTAHHAM CTpaTerii NpoCTOPOBO-BEeKTOPHOI MOAY ISl IKICTH eJIeKTpoeHeprii.

1. Introduction. Nowadays, the use of renewable
energy system in modern production of electrical energy
has exponentially increased due to the increase in
greenhouse gas concentrations in the atmosphere, which
are extremely destructive to our planet [1]. Wind energy
has grown faster than any other source of renewable energy
[2]. Wind energy can help reduce total air pollution and
carbon dioxide emissions, this generator is one of the
rapidly expanding renewable energy sources with a 93 GW
capacity addition in 2020 [3], it has become a suitable
solution for producing clean energy and is currently the
quickest developing source when correlated with other
sustainable power sources [4]. Nonetheless, the use of
available energy depends on weather conditions such as
wind speed and its integration produces volatility in the
power system. Integrating renewable energies with network
connection, intelligent control, and storage systems could
result in a change in generating electricity and reducing.
Given current trends and the best available scientific
evidence, mankind probably needs to reduce total
emissions by at least 80 % since 2050 [5]. Yet each day

emissions continue to grow [6]. Wind energy conversion
system (WECS) is getting a lot of attention since, they are
provide several advantages, such as cost competitive,
environmentally clean, and safe renewable power source as
compared with the fossil fuel and nuclear power
generation. A special type of induction generator, called a
doubly fed induction generator (DFIG), is used extensively
for high-power wind applications. They are used more and
more in wind turbine applications due to the advantages of
variable speed operation range and its four quadrants active
and reactive power capabilities, high energy efficiency, and
the improved power quality [7, 8]. WECSs require a good
choice of power electronic converters for the improvement
of the quality of the electrical energy produced at the
generator terminals. There are several power electronics
converters that are the most popular such as the two stage
back-back converter and cycloconverter [9, 10]. Because of
the disadvantage of these converters to produce large
harmonics, we will choose using of direct matrix converter.
The system under study is depicted in Fig. 1.
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Fig. 1. WECS connected to the grid

It is composed of DFIG-wind turbine connected to the
grid via a direct matrix converter (DMC). Wind turbines
using a DFIG consist of a wound rotor induction generator
and a three phase direct matrix converter. The stator
winding is connected directly to the 50 Hz grid while the
rotor is fed at variable frequency through the direct matrix
converter [11, 12]. The DFIG technology allows extracting
maximum energy from the wind for low wind speeds by
optimizing the turbine speed, while minimizing mechanical
stresses on the turbine during gusts of wind. In this study
the variable wind speed is maintained at 9 m/s, 15 m/s and
11 m/s. Simulation results are carried out on a 1.5 MW
DFIG WECS connected to the 575 V of voltage grid. The
reactive power produced by the wind turbine is regulated at
zero MVar. The paper is organized as follows: In section 2,
the model of the wind turbine is presented. Next, the
modeling of DFIG system is detailed in section 3. In
section 4, mathematical modeling of a DMC is discussed.
In section 5, the procedure of direct power control using
space vector modulation (DPC-SVM) based direct matrix
converter is explained. The simulation results are presented
in section 6. Finally, section 7 concludes this study.

2. Wind turbine model. Wind energy can only
extract a small part of the power from the wind, which is
limited by the Betz limit to a maximum of 59 %. This
quantity is described by the turbine power coefficient C,,
which is dependent on the blade pitch angle f and the
peak speed ratio 1. The mechanical power of the wind
turbine extracted from the wind is given by:

1
PW=E-p-7r-R2~Cp(/1,/)’)-V3, (1)

where C, is the power coefficient of the wind turbine;
p is the blade pitch angle; A is the tip speed ratio; p is the
density of air; R is the rotor radius of wind, m; V is the
wind speed, m/s.

The tip speed ratio A is calculated from the actual
values of rotor speed and wind speed ¥ according to:

where Qyy is the angular velocity of rotor, rad/s.

From summaries achieved on a wind of 1.5 MW, the
expression of the power coefficient for this type of turbine
can be approximated by the following expression:

CS

—c3.ﬁ—c4J.e[’1fj+c6~/1. 3)

A=

Cp(}“»ﬂ): Cl {%

1

The parameter 1/4; in (3) is defined as

1 1 0.035
2 2100088 1442 @
i . 1+
The proposed coefficients are equal to:
C,=0.5176, C, =116, C;=0.4, C, =5, Cs =2, Cs = 0.0068.
The gearbox is installed between the turbine and the
generator to transform slow speed wind turbine rotation to
higher speed required by the generator [13]. Neglecting
the gearbox losses, the mechanical torque and shaft speed
of the wind turbine referred to the generator side of the
gearbox are given by:

Ty

T, :?, Qg:QW'G, (5)

g

where Ty, T, are the wind turbine aerodynamic and
generator electromagnetic torques, N-m.

The resulting block diagram of the wind turbine
model is presented in Fig. 2.

B__| T.(A+0.1)

Cp = (0.5-0.167).(8 — 2).sin[m] —0.00184.(A - 3).(B~- 2)

1 P | G
R=CoGmpRLV) — (= Et —
't

Fig. 2. Block diagram of the wind turbine model

Figure 3 illustrated the curves of power coefficient versus
the tip-speed ratio for different values of the pitch angle. We
can see in this figure that the optimal power coefficient of C, is

0.48 for a speed ration at 8 and /5 equal to 0°.
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Fig. 3. Power coefficients for different values of

3. DFIG model. By choosing a d-q reference frame
synchronized with the stator flux, the electrical equations
of the DFIG are written as follows:

d .
—@sq =Vsa — Rglgqg + WDsPsq»

dt
d . .
d_wsq = Vsq - Rslsq + OsPsq s
t
(6)
d . .
aqard =Va = Ryipg + (05 — @) Prq>

Equ = qu - Rrirq —(05 — @) Py,

where Vi, Vig, isa, isq are the stator voltages and currents
in the synchronous reference frame, respectively; V.4, Vg,
ia» Iy are the rotor voltages and currents in the
synchronous reference frame, respectively; w; is the stator
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angular frequency; w is the slip angular speed; R; is the
stator resistance; ¢, ¢, are the stator and rotor fluxes.
The stator and rotor flux can be expressed as

Psd = Lsisq + Miyq;

Psq = Lylgq + Miyy; ™
Prd = Lrlrd +Mi isd )
Prq = Lrirq + Misq'

The expressions of real and reactive power are given by:
P V. dls'd +V, i

sqlsq>
Os =Vglsa —Vsaisgs ®
P =V .+ ququ,
0, = Vr brd lelq

The control strategy, using the model of DFIG in (d-g)
reference axis is the vector stator flux aligned with d-axis.
So, by setting the quadratic component of the stator flux to
the null value and by neglecting the stator resistance, the
voltage equations of the stator windings can be simplified in
steady state as:

d
Vsd — §0sd — O;
dt 9
Vsq =0y Qg =V
Hence, the relationship between the stator and rotor
currents can be written as follows:

iy =2 _tm
sd — Ls Ls rd >
(10)
i, = _Lw .
sq Ls rq
From (8), (9), we can write:
M? . MY,
¢rd:(Lr__)'lrd+ . 5
S a)SLS 1 1
] ()

M
=(L,——) iy-
Drd ( r LS ) rd
The expression of the stator and rotor voltage is given by:

R R
Vy=-"2 -3 Mi.g;
sd L, Psd L, rd
R
Vsq = _L_S¢7rq T OsPrq;s
y 12)

di
Via = Ryipg + O-'er_rd+ €rd>s
t

dl
Vig =Ryipg + 0L,

+erd +€
t

where:

R

Crd =L_S(psd -

s

Ry . .
L_Serd;

S

Ry
€rqg = _L_(prq + OsPrg
s

M .
T Psd >

(13)

Stator real and reactive powers are described by:

VeM M .
g O =g z b (14)
s s

The electromagnetic torque is as follows:

P=g——

Temz_P'M'wsd'irq 15)
LS

4. Matrix converter (MC) is a DMC used to
convert AC supply voltages into variable magnitude and
frequency output voltages [14, 15] (Fig. 4). Three phases
MC consists of array of nine IGBTs switches that are
switched on and off in order to provide variable
sinusoidal voltage and frequency to the load [8], in this
type of converter there is no need to the intermediate DC
link power circuit and this means no large energy storing
capacitors [8-10]. This will increase the system reliability
and reduce the weight and volume for such converters
[16, 17]. This converter is proposed as an effective
replacement for the WECS fed by back-to-back converter.

The input voltages and currents can be given as:

sin(w;t)
Vi(t) =V max| sin(wjt —27/3) |. (16)
sin(e;t —47/3)
sin(w;t + ¢;)
i (1) = I max| sin(@jt = 27/3 + ¢;) a7
sin(et —47/3+ ;)
where i = {4, B, C} is the name of the input phase.
ca ob oc
NS RN Sea A Sa
N 4
NS N S NSs S
N B
p—— 7 o
Bi- d1rect10na1<):(> ! NSee NS C
Switch —i>o

Fig. 4. Symbol of three phase matrix converter

The matrix converter will be designed and controlled in
such a manner that the fundamental of the output voltages are:

sin( w;t)

Vi(t) =V} max | Sin( it = 27/3) | - (18)
sin( w;t — 47 /3)
Sln(a),t-i-goj)

l](t)zljmax sin(a)it—27r/3+g0j) , (19)

sin(w;t —47/3+¢;)

where j = {a, b, c} is the name of the output phase.
Ratio g is the ratio voltage between, its value cannot
exceed 0.866 and cannot be negative [18, 19]:

]max / imax - (20)
The switching functlon of a single switch is defined

as follows:
01isS;; is open;
Si0=3" "
lis S,-j is closed,

@n

where §; is the bi-directional power switch of matrix
converter (see Fig. 4).

The input/output relationships of wvoltages and
currents are related to the states of the nine switches, and
can be written in matrix form as:
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{V,- (6)= M) V(1) o)

() =M @) -i;(2).

The matrix M(Z)' is the transpose of the matrix M(?);
Myq(t) mpa(t) mey(7)

M) =|m () mpp(t) mcy (1))
myc(t) mpe(t) mee(t)

The variables m;(f) are the duty-cycles of the 9
switches and can be represented by:

(23)

T
1
my (1) = — l Sy (1t (24)
where 0 <m(f) < 1; T is the switching period.

5. Control of matrix converter. There are a number
of possible modulation techniques that can be used for
matrix converter control. The optimal modulation strategy
should minimize the input current and output voltage
harmonic distortion and device power losses. The most
relevant control and modulation methods developed for the
MCs are the Venturini method, the scalar method
developed by Roy and the space-vector modulation (SVM)
[20-24]. In this work the SVM method is preferred because
it deals with scalar quantities rather than vectors, and this is
important when controlling WECS. The SVM had
previously been used for inverter control [25] proposed the
use of SVM for matrix converters, this strategy control is
based on the space vector representation of the input
currents and output voltages at any time [26].

2 )
Vi) =500 +a-vy +a% ) =Vye™!; (25)
re 2 . . 2 . pit
li(t)25(1a+a-zb +a”-i,)=1e"", (26)

2
iz
where a=¢ 3 .

For the three-phase matrix converter, there are 27
possible switching configurations. The first 18 switching
configurations determine an output voltage vector and an
input current vector and will be named «active
configurations». The last 3 switching configurations
determine zero input current and output voltage vectors
and will be named «zero configurations». The required
modulation duty cycles for the switching configurations
are giving by the following equation [21-23, 25]. These
switching states and the output voltages and input current
vectors are presented in Table 1. The sum of the absolute
values of the four duty-cycles must be lower than unity.

In the control strategy of the WECS, the DPC-SVM
uses 2 control loops with PI controllers, these inner
control loops regulate the active and reactive power of
AC grid. The estimated values of active and reactive AC
grid power are compared with the real and reactive
powers references [27-29]. To ensure a pure active power
exchange from the wind generator and maintain the
reactive power exchange to the grid.

The dynamic model of grid side electrical circuits is
presented as [29-32]:

. di .
Via = Ryisq + Ly did - a)slesq + €csds
digq 27
Vsq = Rsisq + LS ? - a)SLSiSd + ecsq.

The active and reactive power estimator as:

3 . .
Py = E(Vsdlsd +Vgglsq );

3 ) . (28)
qu = E(Vsqlsd ~Vsdlsq )-
Table 1
Switching configurations

N°| Combination 170 ®) f,-(t)

1| Sia Soss S @213)- Ve @N3)iged™
2| Sup SpwSca | —(2/3)Vupe” —(2N3yipe?™
3| Sus Spes Sce (2/3)-Vyee® 2N3)-iy- ™
4| Si S Sco —(213) Ve’ —(2N3)-iy- ™
5| Sye Ssas Sca (213)-V,e® (2N3)-i "™
6 | Siw Spes Sce —(213) -V pe® —(2N3)-iy &7
7| Sup S Sci (213)- Ve ¥ (2N3)-ig-e?®
8 | Suu i Sca —(213)V ¥ —(2N3)-ige?™®
9 | Sy Sep Sce (2/3)- Vo™ (2N3)-ig-e™
10| Sy Szer Scp —(2/3)-Vpe ™ —(2N3)-ige™
11| S4u Szes Sca (2/3)-V ™ (2N3)-ipe’™®
12| Sic, Spas Sce —(2/3)V ™ —(2N3)-ig- ™™
13| Sy, Spo, Sca (2/3)-V-e*™ (N3)-ic-e¥®
14| Sya Spar Sci —(2/3)-V ™ —QN3)-ic-ed®
15| Sy Sger Scn (2/3)- Vo™ QN3)-ic-e™
16| Sup, Sgp Sce —(213)-Vye*™? —QN3)ic-d™?
17| S Spas Sce (213) V™ N3)-ic-e’™®
18] Sy Sper Sca —(213) V™ —(2N3)-ic-e™®
191 Suas Saps Sac 0 -

20| Sgas Ss, Sae 0 -

21| Scas Scps Sce 0 -

6. Simulation results. The simulation of wind system
based on DFIG with the considered control systems 1 has
been implemented using Simulink/ MATLAB (Fig. 5).

The parameters of proposed conversion system are
shown in Table 2.

Table 2
System parameters

Parameters, units Values
Grid frequency fs, Hz 50
Grid voltage V.5, V 575
Voltage Vs, V 575
IGBTs switch frequency (SVM), kHz 6
Power P,, MW 1.5
Voltage (line-line) Vs, V 575
Stator resistance R, Q 0.01965
Stator Inductance L,, H 0.0397
Rotor resistance R, O 0.01909
Rotor Inductance L,, H 0.0397
Mutual inductance L,,, H 1.354
Inertia J, kg-m’ 0.09526
Flux linkage @, Wb 0.05479

The obtained simulation results of considered
WECS are presented in Fig. 6-8. The considered control
of whole system has been tested for the wind speed during
the period of the 3 s, while, the average wind speed has
been adopted for different average values at 9 m/s, 11 m/s
and 15 m/s (Fig. 6).

Figures 7, 8 present the responses of speed rotor and
electromagnetic torque compared to the mechanical
torque. It can be seen, that the electromagnetic torque 7,
is accurately adjusted to the mechanical torque.

Electrical Engineering & Electromechanics, 2023, no. 3

43



[AsyncMac_sig])
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Fig. 8. Electromagnetic torque and its reference

So, the considered control system allows fast
responses of the electromagnetic torque 7., of DFIG
during temporary time variations of the wind speed.

The waveform of output currents (rotor currents of
DFIG) and input currents of matrix converter are practically
changing according to variations of wind speed (see Fig. 9,
10). We can see that these currents are sinusoidal. Figures
11, 12 display the three-phase voltages and current injected
to the grid by the conversion system controlled by DPC-
SVM strategy. It can be seen, that this current has a

sinusoidal form and changing according to the variations of
wind speed.
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Figure 13 shows the grid voltage and current delivered
by the generating system. It can be seen that the voltage is in
phase opposition with the current, which proves that the
proposed system drives with unitary factor power. Finally,
Fig. 14, 15 present the active and reactive powers injected to
the grid, controlled via the proposed DPC-SVM.
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strategy control have been explored. This technique
eliminates the lookup table and reduces the grid powers
and currents harmonics as well. In addition, the direct
power control using space vector modulation strategy
control guarantees good dynamic response and provides
sinusoidal line currents. We can confirm that the direct
matrix converter presents an interesting alternative for the
variable wind speed. The simulation results are
satisfactory, have a good performance and good control
proprieties between measured and reference quantities.
The results encourage a further development of this study
to obtain clean energy.
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We can conclude that, under the proposed control
algorithm, the grid power amounts track their references
values with smooth profiles. Also, from these figures, it can
be noticed, that only the active power generated by the
proposed system is fully delivered to the AC grid, while the
reactive power is controlled to be zero.

7. Conclusions. In this paper, a new proposed
doubly fed induction generator of wind energy conversion
system based direct matrix converter connected to the grid
has been presented. In this study, the conventional back-to
back converters has been replaced by a direct matrix
converter using direct power control using space vector
modulation strategy control. The advantage in the
proposed scheme is that the DC-link capacitors voltage
and the grid side converter have been eliminated. In order
to control the active and reactive power injected to the
grid a direct power control using space vector modulation
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Acceleration of exit to steady-state mode when modeling semiconductor converters

The purpose of the article is to develop a method and algorithm for the accelerated calculation of steady states of thyristor
converters using computer models of converters based on the use of the theory of difference equations in the form of recurrent linear
relationships for state variables on the boundaries of the converter periods. Methodology. The article is devoted to the solution of
the problem of reducing the cost of computer time to achieve the steady state of the thyristor converter. For this, it is proposed to use
difference equations, for which the values of the state variables at the limits of the periods of the converter's operation are taken as
variables. These values are accumulated during the initial periods of the transient process of the converter, after which the
coefficients of the difference equations are calculated, and the following limit values of the state variables are found using the
defined difference equations. A program in the algorithmic language of the MATLAB system is presented, which implements the
proposed method and algorithm compatible with the visual model of the converter. Results. The theoretical foundations of the
proposed method and the area of its applicability are substantiated. Recommendations are presented for determining the number of
periods of the flow process that must be calculated for further implementation of the method. An algorithm for forming matrix
relations for determining the coefficients of difference equations with respect to the values of state variables at the boundaries of
periods is shown. Matrix equations are given that allow calculating the parameters of the steady state. All stages of the algorithm are
illustrated with numerical examples. Originality. The method rationally combines all the advantages of visual modeling based on the
numerical integration of equations using the method of state variables for the periods of operation of the converter with the
analytical solution of the recurrence relations obtained on this basis for the values of state variables at the boundaries of adjacent
periods. Practical value. The proposed method makes it possible to reduce by several orders of magnitude the computer time spent
on calculating the parameters of the steady-state mode of the converter and, at the same time, to significantly improve the accuracy
of these calculations. The practical application of the method is very effective in research and design of thyristor converters of
electrical energy parameters. References 10, tables 2, figures 4.

Key words: thyristor converter, state variables, difference equations, steady state, visual model.

Cmamms npucesdena GupiuienHio npoonemMu 3MeHUeHHs GUMPAm KOMN 10MepHO20 4acy Ois OOCACHEHHS YCMANeHO20 pPedCUMY
MUpUCmopHo2o nepemeopiogaid. [{iia yb0o20 3anpoONOHOBANO GUKOPUCMAMU DIi3HUYEB DIGHAHHS, OAs AKUX 6 AKOCMI 3MIHHUX
NPUIMAOMbCsl 3HAYEHHA 3MIHHUX CMAHY HA Medicax nepiodie pobomu nepemeopiogaua. L]i 3naueHHs HAKONUUYIOMbCA HA
NOUAMKOBUX Nepiodax NepexioHo2o npoyecy Nepemeoprsayd, NICIs 4020 GUPAXO8VIOMbCS KoeiyieHmu pi3Huyesux pIiGHsHb, |
HACTYNHI MedHCO8i 3HAYeHHS! 3MIHHUX CIAHY 3HAX00SMbCS 3 GUKOPUCIAHHAM GU3HAYEHUX pi3Huyeeux pieHanv. [Ipedcmaenena
npoepama na aneopummiyniv mosi cucmemu MATLAB, sika peanizye 3anponoHo6ami mMemoo i ancopumm CYMICHO 3 8I3YANbHOIO

Mmooenmio nepemesopiogaya. biom. 10, Tabn. 2, puc. 4.

Kniouosi cnoséa: TMPUCTOPHUIA lepeTBOPIOBAY, 3MiHHI CTaHy, pi3HULIeBi PIBHSIHHSA, ycTaleHUil peskuM, Bi3yajabHa Mo/ielIb.

Introduction. Problem definition. Research and
design of thyristor converters at the current stage cannot
be imagined without the use of computer models [1]. The
functioning of such models is based on the piecewise
linear approximation of the volt-ampere characteristics of
the wvalve eclements [2, 3]. Here, to simulate
electromagnetic processes in the converter, the fitting
method is used, in which the solution is stitched together
from the links of solutions of linear differential equations
describing the behavior of the converter in the interval of
invariance of the state of the valve elements of the
converter. Thus, the converter model spends computer
time on analyzing the structure of the power part of the
converter, forming graphs and topological matrices,
finding the coefficients of linear differential equations by
the method of, say, state variables, integrating the system
of differential equations by a numerical method capable
of overcoming the problem of system rigidity, and also
for calculating valve switching moments and determining
the next state of the valves [2]. Steady-state modes are
usually in well-known programs for modeling converters
by the setting method [4], which actually simulates the
real start-up of the converter, usually from zero initial
values for the state variables, which are capacitor voltages
and inductance currents. To achieve a steady-state mode
of the converter, it is necessary to calculate a large
number of periods of the transient process. This process
of reaching a steady-state mode, which in a real converter

takes a certain real time and is considered fundamentally
inevitable and necessary, can take a significant amount of
computer time in computer models. The problem deepens
when the process of exiting to a stable mode is slowed
down. This happens when there are reactive elements in
the converter circuit which slowly accumulate large
amounts of electromagnetic energy, as well as in cases of
weakly damped converter circuits [5]. Added to this is the
increase in simulation time when trying to increase the
accuracy of calculations by reducing the step of
integration of systems of differential equations of the
converter during the periods of the transient process of
setting the mode. When modeling converters in the
MATLAB/Simulink/SimPowerSystem computer system,
the factor that this system uses the interpreter mode, when
the conversion of operators into machine command code
is carried out at each call to the operator, is also involved,
which is especially sensitive when implementing cyclic
algorithms, so characteristic for modeling converters.
Therefore, when the converter circuit is complicated, the
simulation time increases significantly, as was observed,
for example, when modeling steady-state modes in three-
phase thyristor reactive power compensators. And
therefore, the solution to the problem of speeding up
calculations of steady-state modes of converters, and even
just electrical systems, in computer modeling does not
lose its relevance even at the present time
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In works [5, 6], the determination of steady-state
parameters of a single-phase rectifier with a third-order
smoothing filter based on Newton method is considered.
Work [7] was carried out in the same direction. In these
works, finding a solution is connected with the calculation
of derivatives and carrying out an iterative process. In [8],
the replacement of the integration of state equations by
difference equations is considered, but not a DC converter
is analyzed, but only a substitute circuit without
semiconductor switches, which are necessarily included
in the circuits of power parameter converters. It is also
worth noting that the application of this method requires
calculations using rather cumbersome analytical
expressions. Steady-state processes in active converter
systems are discussed in [9, 10]. The methods proposed in
them are not of a general nature, but take into account the

(.

peculiarities of pulse width modulation, which is used in
power converters of this class only.

The goal of the article is to develop a method and
algorithm for accelerated calculation of steady states of
thyristor converters using computer models of converters
based on the use of the theory of difference equations in
the form of recurrent linear relationships for state
variables on the boundaries of converter periods.

The main part of the study.

1. Study of the transient process of starting the
inverter. We will consider the circuit of a single-phase
autonomous current inverter on thyristors, which is used
in practice for systems of high-frequency induction
heating of metal [1, 2]. The structure of the circuit is clear
from the converter model in the SimPowerSystem system
[3], which is shown in Fig. 1.
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Fig. 1. The investigated model of the converter in SimPowerSystem

The inverter is fed from a constant voltage source E
through a choke Ld with a large inductance. The voltage
from the source is applied to the vertical diagonal of the
semiconductor bridge consisting of thyristors T1-T4. An
inverter load is connected to the horizontal diagonal,
consisting of a switching capacitor C and active-inductive
complex resistance R and L. Normalized circuit
parameters: E=100 V,Ld=40H,L=1H,C=0.111F,
R =50 Q. The control period of thyristors is taken as 2 s,
it is specified in the property windows of the
corresponding virtual thyristor control pulse generators.
With zero initial conditions, the inverter start-up process
was simulated. The simulation results are presented in the
form of time diagrams in Fig. 2, namely: a — the voltage
on the capacitor, b — the current in the load inductance,
¢ — the current in the input chokes Ld.

From Fig. 2, it is especially clear that the start-up
process is weakly damped, which entails the need to run a
large number of periods to achieve a steady-state of the
inverter.

Difference equations for periods. We will proceed
from the fact that on the intervals of invariance of the
state of the thyristors, the substitute circuits of the inverter
are linear and are described by systems of linear
differential equations. This, in turn, determines the linear

dependencies between the values of the variables of the
state at the boundaries of the periods. We will use the
following designations of state variables in the future:
voltage on the switching capacitor v = x;; current in the
load inductance i;; = x3; input choke current i;, = x3. Then
for the adjacent k-th and (k+1)-th boundaries of the periods,
the following difference equations can be drawn up:

xlkﬂ = a“xlk + a12x§ + a13x§ +bE;
xé‘“ = azlxlk + a22x§ + a23x§ +bE; (N
X:l;(Jrl = a31x1k + a32x§ + a33x§ + b3E

In these equations, the superscripts mean the
numbers of adjacent boundaries, on which the values of
the inverter state variables are fixed. To determine the
unknown coefficients of these equations, it is enough to
have information about the values of the state variables at
the boundaries of several initial periods of the starting
transition process. The number of periods that must be
calculated using the model should be equal to the sum of
the number of reactive elements and power sources of the
converter. For the inverter under consideration, taking
k=0, 1, 2, 3 consecutively and using only the first
equation of the system (1), we obtain the following
system of equations:
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Fig. 2. Time diagrams:
a — the voltage on the capacitor, b — the current in the load inductance, ¢ — the current in the input choke Ld

xll = a“xlo +a12xg +a13xg) +bhE;

x12 = a“xll +a12x£ +a13x% +bhE;
3 2 2 2 (2)

X] = a1 X; +apx; +apax3 +b1E;

x14 = a11x13 +a12x% +a13x§ +bHE.
Considering the coefficients ay;, app, apz, by as

unknown values, we rewrite the system of equations (2) in
the following matrix form:

xlo x(z) xg E| |a xll

111 a 2

X x x3 E 12| | X
X = . 3)

2 2 2 3

xi x5 x3 E| |43 X

x13 xg xg E by x14

To solve the resulting system of linear algebraic
equations, the inverse matrix method can be used, and
then the solution with respect to unknown coefficients can
be written in the form:

-1

a xlo x(z) xg E xll

app xll x% x% E x12
T2 o2 2 SR )

a3 xXi x; x5 E X

b x13 x% xg E x14
Similarly, the coefficients of the remaining

equations of the system (1) are found. It is worth noting
that in this case the inverse square matrix does not
change, and only the values of the elements of the column
matrices in the left and right parts of the last matrix
relation change.

After determining the coefficients, the system of
equations (1) can be written in expanded matrix form:

k+1 k

xi ajp app a3 | | X b

k| k

X7 =|ay; ay ay|X|xp + b2 xE . (5)

k+1 k
x3 a3; azp ay | |x3 | | b

In the shortened matrix form, the last system is
written as follows:

X1 = AxX, + BXE. 6)

This matrix recurrent equation allows, by
determining the vector X° of the initial values of the state
variables, to calculate the next values of the state
variables on the boundaries of the periods until reaching
the steady-state, when these values on the adjacent
boundaries will be repeated within the limits of the
permissible error. Evidently, the expenses of computer
time during such a steady-state mode will be several
orders of magnitude smaller compared to the integration
of differential equations with a fairly small step during the
entire time the inverter model reaches steady-state modes.
If it is still necessary to investigate the process during a
certain period, it is enough to use the values of the state
variables at the beginning of this period.

It is possible to speed up the acquisition of steady-
state parameters, assuming that after endless use of (6) for
k—o we assume that X*=X""'=X”, and then the last
matrix equation takes the form:

X" = AxX” + BXE. @)

Solving this matrix equation with respect to the
vector X, we obtain the following matrix expression for
finding the values of the state variables at the beginning
of the steady-state period:

X”=(1-A)'xBxE. (8)

The use of equation (8) makes it possible to speed
up the calculation of the steady-state parameters of the
converter even more.

Results of numerical analysis. With the specified
parameters of the inverter, the visual model of the inverter
(Fig. 1) was run during the first four periods of the start-
up process. Here, the values of the state variables were
fixed at the boundaries of the periods with their recording
in the MATLAB workspace. The results obtained in this
way are copied from the workspace and presented in
Table 1.
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Table 1
Values of state variables at the boundaries of the start-up

process
k Xlk = Vck ng = iLk X3k = iLdk
0 0 0 0
1 —10,050 —8,4836 4,595
2 —27,2585 —28,851 7,694
3 754,555 51,443 8,581
4 88,909 67,490 7,492

Now, to find the coefficients of the first equation of
the system (1), we use the matrix relationship (4), in
which we substitute the specific numerical values of the
state variables of the converter on the boundaries of the
periods, borrowed directly from the table:

Ve 1 00 0,82234  0,48584
ir |=[|0 1 0]-|-0,053928 0,64337
ity 0 0 1 —0,002911 0,084051

The found values of the state variables were further
used as the initial values of the capacitor voltage and
inductance currents. In this case, the steady-state mode is
immediately established in the inverter. This is evidenced
by the time diagrams presented in Fig. 3, 4. Figure 3
shows the time diagrams of the voltage on the capacitor

ap 0 0 0 100
app —-10,050 —8,4836 4,595 100
a3 - —-27,2585 -28,851 7,694 100 *
b —54,555 —-51,443 8,581 100
-10,050 0,82234
—27,2585 0,48584
~54,555 | | —1,04908 |
—88,909 —-0,10050
All coefficients of system equations (1) are

calculated in a similar way. Taking into account these
calculations, the matrix expression (8) takes the form:

—-1,04908 -0,10050 —228,673
—3,36204 | x| —0,084836 | x 100 =| —49,19248 |.
0,82288 0,045959 6,36275

and the currents of the load inductances and the input
choke during the first four periods of the start-up process.
Figure 4 shows the corresponding diagrams obtained as a
result of the simulation of the steady-state process,
obtained after running the model with the initial values of
the state variables found using the proposed method.

Fig. 3. Initial start-up periods of the inverter

Table 2 allows to quantitatively assess the accuracy
of determining the initial values of the inverter state
variables for the steady-state using the proposed method.

Table 2

Values of state variables at the boundaries of the steady-state
k X =V, Xy =g X3 =g

0 —228,673701 —49,192482 6,362751

1 —228,673719 —49,192489 6,362753

2 —228,673740 —49,192499 6,362754

3 —228,673765 —49,192509 6,362755

4 —228,673789 —49,192516 6,362754

5 —228,673812 —49,192518 6,362753

Here are the results of calculations of five periods of
the steady-state of the inverter, represented by the values

Fig. 4. Steady-state inverter mode

of the state variables at the boundaries of the periods of
operation of the converter. As can be seen from Table 2,
numerical values change from period to period only in 5-7
significant digits of the obtained results, which proves the
high efficiency and accuracy of the proposed method.
According to the described algorithm, a program was
compiled in the algorithmic language of the MATLAB
system. This program interacts with the converter visual
model and the system workspace using built-in functions
to implement matrix operations. The use of this program
makes it possible to quickly determine the parameters of
steady-state ¢ modes in the circuits of other converters with
regular alternating states of semiconductor power devices.
Conclusions. A method of determining the steady-
state mode parameters of semiconductor converters based
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on the use of visual models of converters and the
transition to recurrent formulas linking the values of state
variables at the boundaries of periods is proposed. The
method avoids the need to run the model for tens or
hundreds of periods of the transient process before
establishing a steady state. To implement the method, it is
enough to calculate several periods of the transient
process, which allows to find the coefficients of
recurrence relationships using standard matrix functions.
The use of these relationships makes it possible to run the
process without integrating the differential equations by
the method of state variables during each period, as well
as to immediately find the values of the state variables at
the beginning of the steady-state period. Numerical
calculations carried out using the proposed method
demonstrated high efficiency and accuracy of the results.
Based on this algorithm, a MATLAB language program
was compiled, which generalizes the proposed method for
its application in the calculation of steady-state modes of
converters with different circuit topology.
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Ultimate effect of non-identity of resistive elements of high-voltage arm on frequency
characteristics of broadband voltage divider (analytical research)

Purpose. Determination in the analytical form of the maximum limiting influence of the non-identity of the resistive elements of
the high-voltage arm on the amplitude-frequency characteristic and phase-frequency characteristic of the voltage divider with
parallel-series connection of R-, C-elements of the high-voltage arm. Methodology. Based on the previously developed theory of
broadband voltage dividers with parallel-series connection of R-, C-elements, analytical expressions for amplitude-frequency and
phase-frequency characteristics of the voltage divider are obtained and investigated taking into account the limit case of non-
identical resistive elements of high-voltage arm. Results. The nature of the dependencies of the frequency characteristics of the
broadband voltage divider on the value of the tolerance of the resistive elements of the high-voltage arm, the division factor of
the voltage divider in a wide range of frequency changes are determined. Simplified approximating expressions for the maximum
values of frequency characteristics of the voltage divider are proposed and their error is determined. Originality. For the first
time in the analytical form the limiting influence of non-identity of resistive elements of a high-voltage arm of a voltage divider
on its frequency characteristics is considered. A mathematical model of this influence is constructed and the limit values of
frequency characteristics of the voltage divider are determined. Practical value. It is recommended to introduce into the
normative documentation of broadband voltage dividers the corrected value of the division factor, which allows to significantly
reduce the deviation of the actual value of the division factor of the voltage divider from the normalized value in a wide range of
frequency changes. References 16, tables 3, figures 3.

Key words: high-voltage divider, frequency characteristics, analytical expressions, tolerance of resistive elements, parameters
adjustment.

Ha ocnosi paniwe po3eunymoi meopii wupokocmy206ux nooilbHUKi6 Hanpyau 3 napanenvHo-nociioosHum 3’cOnannim R-, C-
eemenmie enepuie o0epaicani ananimuini eupasu Oas AMIIAIMYOHO-4ACMOMHOL Ma Gazo-4acmomnoi xapaxmepucmux noOibHUKA
Hanpyau 3 ypaxy8aHHAM 2SpaHUYHO20 6UNAOKY HeiOeHMUYHOCMI pe3UCMUBHUX eleMeHMi8 BUCOKO80IbMHO20 niedd. Busnauenuil
3a2anbHUL XapaKkmep 3aedCHOCmell YACTNOMHUX XAPAKMepUCmuK 6i0 3Hau4eHHs. OONYCKY pe3UCMmueHUX eiemenmis, Koeiyicnma
OinenHs NOOIbHUKA HANPYeU 8 WUPOKOMY OIanasoHi 3MiHu wacmomu. 3anponoHo6ani cnpoweni anpoKcumyloui eupasu Ouas
MAKCUMANbHUX 3HAYEHb YACMOMHUX XapaKmMepucmuK ma 6U3Ha4eHo ix noxuoku. Pexomenoosano yeeoens 6 HOpMamueHO-mexHiuHy
OOKYMEHMayiio WupoKoCMy208Ux NOOLIbHUKIE HANPY2U 6i0KOPUS08AH020 3HAYeHHs Koeghiyienma Jinenns. bidmn. 16, Tabn. 3, puc. 3.
Kniouogi cnosa: BUCOKOBOJbTHHII MOAIIbHUK HANIPYTH, YACTOTHI XapaAKTePUCTUKH, AHAJITHYHI BUPa3H, J0NYCK Pe3HCTHUBHUX
eJleMeHTiB, KOPUT'YBaHHS NapaMeTpiB.

Introduction. For the normal functioning of electric
power systems, information about the instantaneous values
of high voltage in certain areas is very important.
Traditionally, for more than 100 years, electromagnetic
voltage transformers have been used and continue to be
used for this purpose [1]. The advantage of electromagnetic
voltage transformers is high load capacity, which allows to
complete various secondary circuits based on them,
including of relay protection and control. There are even
«DC voltage» transformers. This term refers to a converter
consisting of a high-voltage DC resistor, a magnetic
amplifier controlled by the DC of this resistor, and a
rectifier for the output voltage of the magnetic amplifier.
As a result, the output DC voltage of such a converter is
proportional to its input voltage, and the converter is
characterized by high load capacity. However, a significant
disadvantage of voltage transformers is inertia. In this
regard, they are not actually used to register fast-moving
processes, when, on the contrary, a quick response of
control systems is required. The situation improves
significantly with the transition to the «digital substation»
concept, when secondary circuits can be built on the basis
of computer systems with minimal energy consumption.
Here, high-voltage transformers can be replaced by
broadband voltage dividers, which can be used to obtain
information about instantaneous values of high voltage.
This will allow, on the one hand, to significantly improve
the management of power systems and, on the other hand,

to obtain complete information about the quality of
electricity online.

The goal of the work is to continue previous
research [2] and to study the ultimate impact of the non-
identity of non-capacitive but resistive elements of the
high-voltage arm on the amplitude-frequency and phase-
frequency characteristics of the voltage divider.

It should be noted that in [2] the influence of the
non-identity of only the capacitive elements of the high-
voltage arm on the characteristics of the voltage divider
was considered.

General information about broadband voltage
dividers. It should be noted that the corresponding
development of research on high-voltage broadband
voltage dividers was realized mainly in the last 50 years.
The processes that take place in high-voltage dividers are
much more complicated than in voltage transformers.
This is due to the variety of types of voltage dividers,
ranges of their parameters and modes of use.

In research on high-voltage dividers in recent years
[3—15], considerable attention is paid to increasing the
accuracy of their mathematical models (up to the level of
several ppm), stability of parameters, taking into account
various factors, features of metrological calibration and
normalization of characteristics. The considered
substitution circuits of various types of high-voltage
dividers are built on the use of shielded parallel-series
connections of resistive and capacitive elements of the
high-voltage arm, formed, as a rule, from the same
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(identical) elements. As a rule, the selection of the
nominal values of resistive and capacitive elements is
performed based on approximately the same conductivity
of the corresponding branches of the electric circuit at the
main frequency of the voltage divider. Here, during high-
frequency transients in the electric circuit of the voltage
divider, the capacitive components of the branches of this
circuit are more conductive (for example, the conductivity
of the capacitive branch between two nodes of the electric
circuit of the high-voltage arm of the voltage divider is
4-5 orders of magnitude greater than the parasitic
capacitive conductivity between these nodes), therefore,
they practically shunt the parasitic capacitive leakage of
currents from the connection nodes of lumped circuit
elements to grounded surfaces and circuit elements that
are under a different potential. As a result, the design of a
voltage divider with a series-parallel connection of
resistive and capacitive lumped elements is the most
effective in the development of broadband voltage
dividers. In different operating modes of the voltage
divider, the conductances of the resistive and capacitive
branches of its substitution circuit change, so the
influence on the error of the scale transformation
coefficient of the voltage divider is a complex function of
the dependence on the values of the resistances and
capacities of the concentrated elements, as well as the
current frequency. However, in reality, the used Ryy, Cry
elements have a tolerance:

Ry(1 =) < Rry < R\(1 + ),

CM(1-A) < Crp = CM(1 + A),
where Ry, Cy are the nominal values of resistive and
capacitive elements; f, A are the values of tolerances in
relative units determined by the manufacturer. The
influence of tolerances depends on their value, as well as
the type of distribution of parameters within the tolerance.
The latter is usually not normalized. Therefore, it is
justified to consider (for the first time) the limit variant,
when the capacitive elements of the high-voltage arm
have equally probable values:

C'rr=Cy1-4), C"y=Cy1+4).
This case was considered in a previous work [2].

This article considers (for the first time) another limit
variant, when the resistive elements have the value:

R'"gy=RM1-p), R"gy=RnM1+p).

Mathematical model of the voltage divider and
study of the amplitude-frequency characteristic
(frequency response). According to [1], broadband voltage
dividers consist of a large number of resistive and capacitive
elements connected in parallel-series (see Fig. 1).

In Fig. 1: U;, — the input high voltage; U,,, — the
output low voltage; R; and C; — the elements of the high-
voltage arm; » and ¢ — the elements of the low-voltage
arm.

The values of resistance and capacity, respectively,
of resistors and capacitors included in the voltage divider
can change under the influence of external conditions
over time (temperature, humidity, etc.). In this regard,
there is a need to study the frequency characteristics of
the voltage divider in view of the non-identity of its
components.

Fig. 1. Sche;natic diagram of a capacitive-ohmic voltage
divider [1]

The schematic diagram of the voltage divider shown
in Fig. 1 does not show parasitic capacitive branches,
because, as was shown above, the influence of leakage of
parasitic currents of a capacitive nature is significantly
smaller (by 2-3 orders of magnitude) compared to the
deviations of the actual parameters of the lumped
elements from the nominal values.

The non-identity of the resistive and capacitive
elements of the voltage divider affects the stability of its
frequency characteristics, especially the pronounced
nature of this effect on frequency response. Reducing
frequency response changes in the operating frequency
range is an important factor in improving the transmission
characteristics of the measuring device. According to [1],
the frequency response of the voltage divider is
determined by (1), (2):

|
A=—4; 1
I M

P ’ 1+}/2

- 2 2’
K1), of) k-1
\/(H X fj +y (l+ I 5)

where 4 is the frequency response; 4* is the reduced
frequency response; K is the nominal value of the division
coefficient of the broadband voltage divider; f and ¢ are
the averaged parameters that take into account the non-
identity of the elements of the parallel-series connection
of resistive R; and capacitive C; elements of the high-
voltage arm of the capacitive-ohmic voltage divider.

The dimensionless parameter y depends on the
angular frequency w and is defined as:

2

Electrical Engineering & Electromechanics, 2023, no. 3

7 =Ry ; 3)
1 n
Ry=—) R;; )
i
1 n
Co==—).C:, (%)
]
53



where R, and C are the average values of the elements of
the high-voltage arm; # is the number of elements of the
high-voltage arm.

The values of the parameters of the low-voltage arm
are usually determined as follows:

= Ry , c= So ( K— 1) )
K-1 n

From a generalized consideration of the frequency
characteristics of a broadband voltage divider with a
parallel-serial connection of R-, C-elements of the high-
voltage arm [1] for this case we have: Ry = Ry; C; = C, =
=...=Cy=C; 4 =0. Parameters f, 4 are the non-identity
functions of resistive elements ' = —f and f"' = +f, which
are defined as:

£ =5 D)+ 5 D(p): (©)
5=2G(p)+SG(p). ()
where
P2sg gl )
D(ﬂ) (1+;/211+7/ 1+/§’)) ’ ®
P -2bpr 2
G(ﬂ) (1+)/211+7/2(1+,8)2)' ©
As a result, we obtain:
2 b3 e p)
(1+;/211+;/ ,B)2 (10)
P3pr-p 4y (ﬂ +5°)
(1+7211+72(1+,6’)2) |
2. BB -28) | g1 -2b82 28]
W+72fi+720-82) (42 14204+ p7)

Below are the test checks of the resulting ratios that
were performed:

1)if =0, then A* = 1 for any values of y, K;

2) if y = 0, then also 4* =1 for any values of §, K;
if y—oo, similarly, A* = 1 for any values of 8, K.

The results of the conducted tests confirm the
adequacy of the used mathematical model to the physical
object under study.

To study the dependence, similarly to [2], we apply
the approach when it is possible to find the limiting
expressions under the conditions y—0 and y—oo.
Substituting y—0 into expressions (10), (11) gives the
dependencies:

Fy0 =307 8,0= -5+ pY). (12)
In turn, using (12) under the condition y—0 allows
(2) to obtain the limiting expression:
* K-1 - > K-1 ,
A =1+ 2—— . 13
-0 % By ( K B J (13)

That is, 4* grows from y in a parabolic dependence

with the coefficient

-1 L
and f°. The expression in

parentheses (13) is a small variable value and in the range
0<4<0.21is2..1.98 (for K—»).

Substituting y—oo into expressions (10),
provides:

(11

oo BB 13 ﬂ
and, finally:
1 3- ﬂ
A =1+ Tﬂzy Ewad) (14)

The expression in parentheses (14) in the range
0 <p<02is 1.5..1.6, i.e. it is a slightly variable
quantity.

The results obtained in (13), (14) allow a purposeful
approach to further research of the frequency response of
the voltage divider based on computerized calculations.

Further calculations were made of the dependencies
of A*(y) for different values of f and K. In Fig. 2 the
resulting graphs of 4*(y) at f = 0.05 and f = 0.2 for
K =10 and K = 10° in the range of y change from 0.001 to
1000 are plotted. Dependencies of 4*(y) have a typical
maximum in the region y = 1. The influence of the
maximum in the regions of 1gy < —1.5 and lgy > +1.5 is
negligible.

Figure 2 shows: curve 1 — the dependence 4 (y) at
B =0.05 and K = 10; curve 2 — the dependence 4 (y) at
B =0.05 and K = 10°% curve 3 — the dependence A (y) at
B =0.2 and K = 10; curve 4 — the dependence 4'(y) at
£=0.2and K =10°.

To find the maximum A*max, it is necessary to equate

*

the derivative d_ to zero and to determine the value of
v

Ymax from this condition. By substituting this value in (2),
usmg (10), (11), it is possible to obtain the desired value
of A pae. In connection with the complex dependence of
A* on the initial values, which practically makes it
impossible to carry out these operations in an analytical
form, software tools were used to find A*max(ymax).

A* T T T T T
%

1,02 -

1,01

1

11g() 15

Fig. 2. Graph of the reduced frequency response depending on

the dimensionless frequency parameter y in a semi-logarithmic
scale

-1,5 -1 -0,5 0 0,5

In the program package SMath Solver [16], the
functional dependence 4*(y) was deduced, after which, with
the help of mathematical modules of this program package,
Ymax Was found for the extremum point and the value of the
extremum A, of this function at different § and K (through
iterative calculations in the program cycle). Data arrays of
various combinations of parameters were obtained.
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Table 1 shows examples of the obtained results of the
calculation of A" s, Ymax TOr values of #=0.01; 0.02; ... 0.2

and the value of K = 10"; 10%; 10%; 10*; 10°. The analysis of
the obtained data is given in the next section.

Table 1

Results of calculations of A*max(ymax) for K =10%; 10% 10°% 10% 10°

K 10 100

1000 10000 1000000

ﬂ Ymax A4 max Ymax A max Vmax

Amax A max A4 max

Ymax Ymax

0,01 [1,000068779|1,000045002|1,000068779|1,000049502

1,000068779

1,0000499521,000068779|1,000049997|1,000068779 | 1,000050002

0,02 [1,000210615|1,000180032|1,000210615|1,000198039

1,000210615

1,00019984 |1,000210615| 1,00020002 |1,000210615 | 1,00020004

0,03 {1,000473922|1,000405164|1,000473923|1,000445699

1,000473923

1,0004497521,000473923|1,000450158|1,000473923|1,000450202

0,04 {1,000785403|1,000720519{1,000785401|1,000792628

1,000785401

1,000799839{1,000785401 | 1,00080056 |1,000785401| 1,00080064

0,05 {1,001228359(1,001126267|1,001228355|1,001239033

1,001228355

1,001250311 |1,001228355|1,001251439{1,001228355|1,001251563

0,06 | 1,00181747 [1,001622629|1,001817473|1,001785181

1,001817474

1,001801439(1,001817474|1,001803065|1,001817474|1,001803244

0,07 [1,002475774|1,002209873| 1,00247578 |1,002431397

1,002475781

1,002453555|1,002475781|1,002455771|1,002475781|1,002456015

0,08 [1,003236693|1,002888318|1,003236703|1,003178068

1,003236705

1,003207052(1,003236705 | 1,003209951 | 1,003236705| 1,00321027

0,09 | 1,00410082 |1,003658335|1,0041008361,004025641

1,004100838

1,004062386 | 1,004100838 | 1,004066061 | 1,004100838 | 1,004066465

0,1 |1,005026594|1,004520342|1,005026583|1,004974624

1,005026582

1,0050200751,005026582|1,005024621|1,005026582|1,005025121

0,11 {1,006092522| 1,00547481 |1,006092507| 1,00602559

1,006092506

1,006080701 | 1,006092506 | 1,006086213 | 1,006092506 | 1,006086819

0,12 {1,007264098|1,006522264|1,007264079|1,007179173

1,007264077

1,007244911 |1,007264076 | 1,007251485|1,007264076 | 1,007252209

0,13 [1,008542457|1,007663279|1,008542432|1,008436072

1,00854243

1,008513416|1,008542429(1,008521152|1,008542429|1,008522002

0,14 | 1,00992884 |1,008898485|1,009928808|1,009797051

1,009928805

1,009886996 | 1,009928805 | 1,009895991 | 1,009928805 | 1,009896981

0,15 (1,011424591{1,010228564|1,011424552|1,011262941

1,011424548

1,011366495|1,011424548 |1,011376852(1,011424548|1,011377991

0,16 [1,013031165(1,011654257|1,013031119|1,012834641

1,013031115

1,01295283 |1,013031114|1,012964651|1,013031114|1,012965951

0,17 {1,014750131{1,013176359|1,014750077|1,014513117

1,014750072

1,014646987|1,014750071|1,014660376|1,014750071|1,014661849

0,18 | 1,01658317 [1,014795722{1,016583109| 1,01629941

1,016583103

1,016450024 (1,016583102|1,016465088 | 1,016583102|1,016466745

0,19 {1,018532086|1,016513258|1,018532017|1,018194629

1,01853201

1,018363072| 1,01853201 [1,018379919| 1,01853201 |1,018381773

0,2 1,020598807|1,018329939|1,020598732|1,020199959

1,020598724

1,0203873391,020598723|1,020406081|1,020598723|1,020408142

Analysis of frequency response results. Processing

of the obtained data array allows us to propose a
simplified expression for A ax in the form:

Ao =

max

(15)

Formula (15) is applicable for any values < 0.2 and
K > 10. Here, the error of only the additional term in the
right-hand side of (15) in relation to the exact data does
not exceed =1 % in absolute value, which can be
considered quite acceptable.

Analyzing the obtained data, it can be noted that the
non-identity of the resistive elements of the high-voltage
arm of the voltage divider can lead to a significant
increase in its error (up to 2 % or more). It is possible to
halve this error value by using a corrected frequency
response value:

1+0,505113K—_152.
K

*

Ao :1+O,25256% B (16)

Expression (16) can be entered in the technical
documentation (passport) of the voltage divider.

The development of the use of high-voltage
broadband voltage dividers, including commercial
implementation, requires the possibility of «quick
assessment» of the quality of their frequency
characteristics based on the initial data on the elemental
«base», which can be determined using formula (15).

Just as for capacitive elements [2], the influence of
the non-identity of resistive elements (15) is proportional

to the multiplier

, thus, it is maximal for high-

voltage dividers.
For values 1 < K < 10, additional research is
required.

The considered theory of voltage dividers with a
parallel-series connection of resistive and capacitive
elements can be successfully applied to the study of the so-
called «capacitor» high-voltage insulation, when each layer
of insulation can be represented by a parallel connection of
resistive and capacitive elements. As a rule, for such
insulation, the condition C;=C,=...=C;=...=C,=C1is
used, while the non-identity of R-elements may be related
to the wetting of individual layers of insulation or the
deterioration of their properties over time. With regard to
this option of using the considered theory, it should be
emphasized that expressions (1)—(11) do not assume a
small value of the parameter £, that is, they can be applied
in the general case when f, for example, reaches values of
0.9; 0.99, etc., and any layer of «capacitor» insulation can
be considered as the low-voltage arm of the voltage
divider.

Study of the phase-frequency characteristic
(PFC). According to [1], PFC of a voltage divider with a
parallel-serial connection of R-, C-elements of the high-
voltage arm is described by the expression:

(6=s)

2 K
+y7 |+ ——
’ ( K- 1)
where f, J, y, K have the same values as in (3) — (11).
Similarly (12) — (14), we can use the approach of

determining the limit values in the approximations y—0
and y—oo. Here, we obtain:

@ = arctg , 17)

+
S K-1

K-1 ,
wﬁo=7ﬂ 7, (18)
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1
Expression (19) has a factor (1 - ,[32T , which under

the conditions 0 < £ < 0.2 is an invariant value of 1...1.04.

Since the deviations from zero under the conditions
y—0 and y—oo are multipolar, it will be useful to
determine ¢ at an intermediate point, for example, at
y = 1. The corresponding transformations according to
(17) give the expression:

Estimation of the right-hand side of (20) at 5 = 0.2

and K—oo gives ¢, = arctg(0.000407), which
corresponds to ¢ = 1.4 Thus, all investigated
dependencies of ¢(y) will, in fact, pass at y = 1 in the
range 0...1.4".

Figure 3 shows the curves of changes in the
frequency response of the voltage divider ¢ (in arc
minutes) on the dimensionless frequency parameter y
(when it changes from 0.001 to 1000) for values of
£ =0.05 =02 and K = 10; K = 10°. For clarity, the
scale on the abscissa is shown on a logarithmic scale

4
@, = arctg 2p (K _1) (20) (from lgy = -3 to lgy = +3). The deviation of PFC from
g K(S + 2,64 - 4ﬂ2)+ 4,82 the zero value is negligible for lgy <-2.5 and 1gy > 2.5.
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35| — ¢ 0.05_10 o .
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Fig. 3. Graph of PFC depending on the dimensionless frequency parameter y in the semi-logarithmic scale

Next, similarly to the previous section, computerized
calculations were performed for the two extrema of the
dependence ¢(y), and for the region y < 1 it was data
Omax(Y'max)> and for the region y > 1, respectively, @min() min)-

Table 2 shows the results of the performed

calculations of @, (¥ max) for the values g = 0.01; 0.02; ...
0.20 and K = 10"; 10% 10%; 10%; 10°.

Table 3 shows the results of the performed
calculations of @i,(y'min) for the values g = 0.01; 0.02; ...
0.20 and K = 10'; 10% 10°; 10%; 10°.

Table 2

Results of calculations of gma('may) for K =10'; 10% 10%; 10%; 10°

K 10 100

1000 10000 1000000

Al ] A\l Al Al
B ¥ max Pmaxs ¥ max Prmaxs V' max

' ] ' ' '
Pmax, 7 max Pmax, 7 max Pmax,

0,01 (0,414210916|0,077351043(0,414211575|0,085086338

0,414211641

0,08585987 [0,4142116480,085937223|0,414211648|0,085945732

0,02 (0,414248876|0,309425058(0,414251515|0,340370627

0,414251779

0,343465215|0,414251805|0,343774674|0,414251808|0,343808714

0,03 (0,414312168|0,696284723(0,414318108|0,765928709

0,414318702

0,772893263|0,414318761| 0,77358972 |0,414318768| 0,77366633

0,04 (0,414400826(1,238034555(0,414411392|1,361887062

0,414412449

1,374272804|0,414412555|1,375511383(0,414412566|1,375647627

0,05 (0,4145149011,934820995(0,414531425|2,128422909

0,414533077

2,147784299(0,41453324312,149720451|0,4145332612,149933427

0,06 (0,414654456| 2,78683252 [0,414678276|3,065764371

0,414680658

3,093660044|0,414680896|3,096449636 (0,414680922|3,096756492

0,07 |0,414819573|3,794299795(0,414852033|4,174190665

0,414855279

4,212184367(0,414855604|4,215983784|0,414855639| 4,21640172

0,08 [0,415010343|4,957495853(0,4150527995,454032349

0,415057045

5,503693882| 0,41505747 |5,508660114(0,415057517|5,509206401

0,09 (0,415226875|6,276736314(0,415280694|6,905671609

0,415286077

6,968577785|0,415286615|6,974868529(0,415286675|6,975560512

0,1 |0,415469294(7,752379633|0,415535855(8,529542593

0,415542513

8,607278195|0,415543178 |8,615051949|0,415543252{8,615907064

0,11 (0,415737737|9,384827387(0,415818434|10,32613179

0,415826506

10,420290550,415827313|10,42970671 |0,415827402|10,43074249

0,12 10,416032358| 11,1745246 (0,416128601|12,29597846

0,416138229

12,408164030,416139192|12,41938299(0,416139298|12,42061708

0,13 (0,416353328|13,12196007 |0,416466545|14,43967512

0,416477872

14,571502090,416479004 | 14,58468534 (0,416479129| 14,5861355

0,14 (0,416700831|15,22766682(0,416832469|16,75786802

0,41684564

16,910962920,416846957|16,92627315(0,416847102|16,92795729

0,15 | 0,41707507 |17,49222248(0,417226597| 19,2512578

0,417241759

19,427260110,417243275|19,44486133 |0,417243442|19,44679748

0,16 |0,417476262|19,91624974(0,417649169|21,92060003

0,417666472

22,12116327|0,417668203|22,14122088 |0,417668393|22,14342723

0,17 (0,417904643|22,50041691 (0,418100447|24,76670594

0,418120043

24,9934987 0,418122003|25,01617962|0,418122218|25,01867454

0,18 (0,418360464|25,24543842(0,418580708|27,79044313

0,418602752

28,04515017(0,418604957|28,07062294| 0,4186052 |28,07342497

0,19 10,418843996|28,15207543(0,419090252|30,99273635

0,419114902

31,27705969|0,419117367| 31,3054946 (0,419117639|31,30862247

0,2 ]0,419355527(31,22113644|0,419629397|34,37456834

0,419656814

34,690228420,419659556| 34,7217976 |0,419659858|34,72527025
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Table 3

Results of calculations of gin(y'min) for K =10'; 10% 10%; 10%; 10°

K 10 100

1000 10000 1000000

' ' 1 ]
ﬁ Y min Y min Prmin, Y min

'
(/Jminy

' ' ' '
V min (/Jminy }’ min (ﬂmin;

'
(pmin 1)

0,01

2,414387533|-0,077351043(2,414383691|-0,085086338(2,414383307

-0,08585987 (2,414383268|-0,085937223|2,414383264|-0,085945732

0,02

2,414890851-0,309425058|2,414875476|-0,340370628|2,414873938|-0,343465215|2,414873784|-0,343774674|2,414873768|-0,343808715

0,03 |2,415730325|-0,696284723| 2,41569571 | -0,76592871

2,415692248|-0,772893264(2,415691902|-0,773589721(2,415691864|-0,773666331

0,04

2,416906878|-1,238034557(2,416845284|-1,361887064(2,416839125|-1,374272806|2,416838509|-1,375511385|2,416838441|-1,375647628

0,05

2,418421802(-1,934820997(2,418325453(-2,128422912|2,418315818|-2,147784302|2,418314854|-2,149720453|2,418314748

-2,14993343

0,06

2,420276774|-2,786832524|2,420137838|-3,065764375|2,420123944-3,093660049 (2,420122554|-3,096449641|2,420122401|-3,096756496

0,07 |2,422473853| -3,7942998 |2,422284433| -4,17419067

2,42226549

-4,212184373|2,422263596(-4,215983789|2,422263387(-4,216401726

0,08 |2,425015494| -4,95749586

2,424767616|-5,454032356(2,424742827

-5,50369389 (2,424740348|-5,508660122(2,424740075|-5,509206409

0,09

2,427904558|-6,276736323|2,427590154|-6,905671619|2,427558711|-6,968577795|2,427555567|-6,974868539|2,427555221|-6,975560522

0,1 (2,431144318|-7,7523796442,430755217|-8,529542605|2,430716303|-8,607278208(2,430712412|-8,615051961|2,430711984|-8,615907076

0,11

2,434738475|-9,384827401(2,434266386|-10,32613181{2,434219171|-10,42029056

2,43421445 |-10,42970672| 2,43421393 | -10,4307425

0,12

2,438691168|-11,17452461{2,438127666|-12,29597848|2,438071308|-12,40816405|2,438065672|-12,419383012,438065052

-12,4206171

0,13 |2,443006988|-13,12196009| 2,4423435 |-14,43967514

2,44227714

-14,57150211|2,442270504 (-14,58468536|2,442269774(-14,58613552

0,14

2,447690993|-15,22766685(2,446918783|-16,75786805(2,446841547|-16,91096294|2,446833823|-16,92627318|2,446832973|-16,92795731

0,15 (2,452748722| -17,4922225

2,451858873|-19,25125783(2,451769868|-19,42726014|2,451760968|-19,44486136|2,451759989|-19,44679751

0,16

2,458186212(-19,91624977|2,457169613|-21,92060007|2,457067928|-22,12116331|2,457057759|-22,14122091

2,45705664 |-22,14342727

0,17

2,464010018|-22,50041694(2,462857344|-24,76670598|2,462742044|-24,99349874|2,462730514|-25,01617966|2,462729245|-25,01867458

0,18

2,470227226|-25,24543846(2,468928924|-27,79044317|2,468799052|-28,04515021|2,468786065|-28,07062298|2,468784636|-28,07342501

0,19 12,476845481|-28,15207548|2,475391749| -30,9927364

2,475246324|-31,27705974|2,475231781|-31,30549465|2,475230181|-31,30862251

0,2 (2,483873006|-31,22113649(2,482253776| -34,3745684

2,482091788|-34,69022848|2,482075589|-34,72179766(|2,482073807

-34,7252703

Analysis of PFC results. The «impressive» factor is
the practical coincidence of the absolute values of @,y
and ¢, (up to 8 significant figures, that is, up to the error
of the calculations) at the same values of § and K.

The region of PFC deviation from zero is more
«stretched» in y (-2.5 < Igy < 2.5) compared to frequency
response (—1.5 < lgy < 1.5), which is explained by the
degree of dependence on 7y in the corresponding
expressions (18), (19), compared to (13), (14).

Processing of the received array of calculation data
given in Table 2, 3, allows us to propose the following
simplified expressions:

(or/nax = 863,8% p 2 , arc minutes, 1)

Qh = —863,8% B2, arc minutes. (22)

Formulas (21), (22) are applicable for any values of
£ <0.2 and K > 10. Here, the error (21), (22) in relation to
the exact calculated values according to (17) does not
exceed = 0.5 %, which is quite acceptable.

If the ranges y < 1 or, conversely, y > 1 are used in
certain studies, correction values for ¢ can be introduced,
which are 50 % of the values given in (21), (22).

A comparison of the obtained results with the data of
publications [2—15] shows that the effect of the non-
identity of the resistive elements of the high-voltage arm
of the voltage divider is significant compared to such
factors of parameter instability as temperature change,
shielding imperfection, the influence of external electric
fields, frequency change and should be taken into account
in the theory and the practice of voltage dividers,
especially for reference measurements.

Conclusions. The ultimate influence of the non-
identity of the resistive elements of the high-voltage arm of
the voltage divider on its amplitude-frequency and phase-
frequency characteristics is quantitatively determined.

It is shown that this influence is proportional to the

-1 . .
factor , where K is the nominal value of the

division coefficient of the voltage divider.

It is proposed to introduce the corrected value of the
amplitude-frequency characteristic into the technical
documentation of the voltage dividers, which makes it
possible to reduce their error by a factor of two.

The carried out development of the theory of voltage
dividers can be successfully applied to the study of
processes in «capacitor» high-voltage insulation.

The materials of the article can be used for an
express assessment of the quality of broadband high-
voltage dividers, based on data on their element base.

A comparison of the obtained results with materials
[2] shows that the ultimate effect of the non-identity of
the resistive elements of the high-voltage arm gives
fundamentally different results compared to the ultimate
effect of the non-identity of the capacitive elements of the
high-voltage arm of the voltage divider.

Conflict of interest. The authors of the article
declare that there is no conflict of interest.
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O.1. Khrysto

Energy characteristics for nanosecond current interrupter
of semiconductor-magnetic pulse generator’s terminal stage

Introduction. A semiconductor diode based on reverse current interruption is used to increase a pulse amplitude and peak power
delivered on the process load. Usually, a current interrupter is located in the last stage of semiconductor-magnetic pulse generator
(SMPG) and is connected in parallel to the load. Problem. Most of publications on this topic mostly concern with analysis of
physical processes in the diode structure itself within its oscillating circuit, which is separated from previous SMPG’s pulse
compression stages under condition of unidirectional energy transfer from the generator to the load. In this sense, the efficiency of
conversion should be determined by the joint of electromagnetic interaction between non-linear compression stages, current
interrupter and process load. Goal. Develop a mathematical model of nanosecond current interrupter to determine its electrical and
energy characteristics as a part of high-voltage parallel circuit with magnetic pulse compression, depending on the duration and
moment of current interruption, the equivalent circuit for load resistance, and to set the most optimal modes of its operation.
Methodology. In this work, it is proposed to use a comprehensive approach aimed at the study of electromagnetic processes in the
SMPG'’s circuits with a nanosecond current interrupter, which takes into account the topology of circuit, the design parameters of
saturable reactor, the magnetization curve, the equivalent load’s resistance, as well as the time parameters of power switches.
Results. Analytical expressions describing the electrical and energy characteristics of the interrupter when it operating on the active
load are obtained. A numerical simulation of interrupter in the SMPG’s double-loop pumping circuit is carried out, taking into
account a nonlinearity of SR’s magnetization curve. Three operation modes of interrupter is described, depending on the initial
moment of reverse conduction current interruption. The analysis of interrupter operation on the load with an active-capacitive
component is carried out. Practical meaning. The results of research can be applied in development of high-voltage SMPG scheme
with improved energy-dynamic parameters. References 20, figures 10.

Key words: semiconductor-magnetic pulse generator, nanosecond current interrupter, saturable reactor, magnetization
curve, numerical simulation.

V oanit pobomi suxopucmogyemocs KOMNIEKCHUL NiOXI0, CAPAMOBAHUL HA OOCHIONCEHHS eeKMPOMASHIMHUX NPOYECI8 Y cXeMi
MACHIMHO-HANIBNPOBIOHUKOB020 2eHepamopd iMNYIbCI6 3 HAHOCEKYHOHUM NEPEPUBHUKOM CHPYMY, AKUL 6PAX0YE MONONOZII0
cxemu, KOHCMPYKMUGHI napamempu KOMYmMYI04020 OpoCeis, Kpuy HAMAZHIYYBAHHA 1020 0cCeposl, eKGIGaNeHMHUN Onip
HABAHMAICEHHS, A MAKOJIC YaACOBI napamempu nepioOudHoi Komymayii cunoeux koyie. 3anpononoeano mooeib HaHOCeKyHOHO20
nepepusHuxa cmpymy napaienvHoi 1aHKu MAacHimHO20 CMUCHEHHS HA OCHOBI eKCHOHeHYINHO20 3POCMAHHA 1020 aKMUBHO20
onopy. Ompumano ananimuyni upasu, Wo ONUCYIOMb eleKmMpUdHi ma eHepeemuiti XapaKxmepucmuxy nepepusHuKa CImpymy npu
pobomi ma akmueHne Hasanmadicenns. Bukonamne uucnoge Mmooynosamms nepepusHuxa Cmpymy y O8YXKOHMYPHIlU cxemi
MACHIMHO20 2eHepamopa iIMNYabCié 3 YPaxy8aHHAM HeAiHIUHOCMI KpU8oi HAMACHIYY8aHHA KOMymylouux opocenis. Posenanymo
mpu pedxcumu o020 pobomu 6 3aneliCHOCMI 8i0 MOMEHMY No4amKy obpusy cmpymy 36opomuoi npogionocmi. Ilposedeno ananiz
pobomu nepepusHuka Cmpymy Ha HAGAHMAMACEHHS 3 AKMUBHO-EMHICHOIO CKIA0080I0. Pesynomamu 0ocnioxcens mooxcyms 6ymu
3ACMOCOBAHO  NpU  PO3POOYL  GUCOKOBOILMHUX MASHIMHO-HANIENPOGIOHUKOGUX —2€HEePAMOPI8 IMNYIbCIE 3  NOJNINUIeHUMU
enepeoounamiunumu napamempamu. bién. 20, puc. 10.

Kniouosi cnosa: MarHiTHo - HaniBNPOBIAHUKOBMIA reHepaTop iMNYyJbCiB, NePePUBHUK CTPYMY, KOMYTYIOUMIi Ipoce/ib, KpUBa
HAMAarHiYyBaHHs, YHCT0BE MO/ICTIOBAHHS.

Problem. In present, one of the promising areas of
nanosecond pulse technology is the use of combination of
an inductive storage and a semiconductor current
interrupter in the terminate compression stage of
semiconductor-magnetic pulse generator (SMPG) circuit,
that allows to enhance a voltage amplitude and pulse
power on the load. The majority of publications on this
topic mostly concern with analysis of physical processes
in the semiconductor diode structure, rather than the
efficiency of energy conversion. For this reason, electrical
and energy characteristics of the SMPG’s terminal stage
should be determined due to the compatible
electromagnetic interaction ~ between  non-linear
compression stages, current interrupter and electrical load.
In addition, the unidirectional energy transfer from
generator to the load is a separate case from the entire set
of energy modes of SMPG oscillations.

Analysis of recent research and publications.
SMPGs [1, 2] are a class of convertor technology, that
were originally developed for powering microwave
emitters and pumping gas lasers [3], where the sharpness
of the pulse front plays a primary role. Over the last

decade, SMPG has become more and more widely used in
electric discharge technologies for water purification and
disinfection [4, 5], for air ionization by streamer discharge
to remove toxic impurities [6, 7], as well as for
agricultural processing [8] or food pasteurization [9]. A
low-temperature plasma of barrier or corona discharges of
specified technologies is a main tool for processing the
primary medium (material) to eliminate harmful
substances in it. Usually, the plasma of these discharges is
maintained due to the release of energy from a capacitive
storage, but the need to increase the peak power of pulse
and energy conversion efficiency led to development of
SMPG with inductive energy storage. This became
possible thanks to the use, along with traditional magnetic
compression  stages, of semiconductor current
interrupters, which are highly alloyed diodes with the
effect of a sharp interruption of the reverse conduction
current (SOS-diodes) [10, 11].

The traditional model of a semiconductor diode
[12-14] considers a system of differential equations of the
electron-hole plasma for a continuity of charged particles,
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the equation of an electrostatic field and thermal
conductivity, which have nonlinear coefficients (mobility,
ionization, and recombination) that, in turn, depend on
intensity of electric field strength and temperature. At the
same time, the differential equations of electric circuits do
not take into account the nonlinearity of saturable
reactor’s (SR) magnetization curve and are considered
with fixed parameters. A simultaneous solution of the
hyperbolic equation for charged particles with the Poisson
equation of the elliptic type can cause numerical
instability, especially in the case of the sharp change in
the potential between a neighboring mesh points, which
exceeds 2 kT/q ratio. This circumstance requires the use
of special calculation algorithms [15] (Gummel-
Scharfetter difference scheme) aimed at smoothing the
calculation grid. Another disadvantage of this model is
that the forward and reverse conduction phases of the
diode are considered from two independent circuits,
provided that the SR’s magnetization currents of
compression stage are neglected.

A more simplified version is proposed in [16], where
a high-voltage converter is modeled using an ideal current
source, which changes its current through the inductance
of a saturated SR according to an exponential
dependence. As a result, an analytical expression was
obtained that describes the pulse character on the active-
capacitive load, which makes it possible to determine the
energy and power released on the load. At the same time,
the model does not allow to calculate the energy
dissipated on the diode itself during the conversion. It is
clear that energy losses in the nanosecond current
interrupter (hereinafter NCI) will be determined both by
the duration of the reverse current interruption and by the
load parameters. In addition, for a more accurate
calculation, the model should also take into account the
inductive component of the electric discharge load, since
the length of connecting wires can significantly affect the
nature of nanosecond pulses formation.

Separation of previously unsolved part of tasks.
The experience of modeling various variants of SMPG
and the analysis of existing ones, including the ones given
above, shows that there are a number of issues that cannot
be solved effectively, relying only on known knowledge
in this area. First, when simulating a compression stage
with NCI, one must take into account the nonlinear nature
of the SR’s magnetization curve. This is explained by the
fact that in the reverse conduction circuit of diode, the
discharge current of compression stage’s capacitor has a
complex character, consisting of two harmonic
components. The first harmonic reflects the process of
magnetization of the SR’s core, and the second the
process of its saturation. If there is no second harmonic in
the reverse conduction current of the diode, it means that
the SR is not saturated until the moment of interruption
and the compression stage does not function properly. By
changing the harmonic composition of the reverse current
accordingly, it is possible to influence the current
magnitude in which its interruption is realized. Secondly,
it should be noted that the real technological load has a
non-linear nature with a reactive component and an active
resistance that can vary from units of mQ to tens of kQ.

Purpose of the article is to develop a mathematical
model of nanosecond current interrupter to determine its
electrical and energy characteristics as a part of high-
voltage magnetic pulse compression parallel stage,
depending on the duration and the moment of current
interruption, the equivalent circuit for load resistance, and
to set the most optimal modes of its operation.

Research methods: mathematical modeling of
converter devices, numerical analysis for solving systems
of nonlinear integro-differential  equations, and
approximate  analytical expression of nonlinear
characteristics of converter devices.

Main content of work. The operating principle of
SOS diodes can be divided into two phases: in the first
phase, when direct current flows, a charge accumulates in
highly doped regions of the semiconductor structure; in
the second phase, during the passage of the reverse
current, a reverse voltage is applied to the diode, which
ensures the removal of the accumulated charge from the
highly doped regions with the subsequent formation of a
volume charge region near the p-n junction, which leads
to a sharp interruption of the current through the diode
and an increase of field strength in it.

The interruption of inductive current occurs as a
result of a sharp increase in the internal resistance of
semiconductor NCI at the stage of reverse current
conduction. The most physically close to describing a
sharp current interruption is the NCI’s model based on the
time-dependent exponential resistance growth

R:R0~exp(a~t), )

where a characterizes the growth rate of the interrupter
resistance.

Suppose that the current break occurs at the moment
of reaching the maximum of the reverse current through
the NCI, when the maximum energy is stored in the
inductance of SR. Then a replacement circuit will look
like a parallel connection of the SR’s inductance, the
NCI’s time-dependent active resistance and the load.

Circuit parameters are chosen as follows: the
inductance of the magnetic energy storage device is
L, = 1 pH, the initial current that breaks the NCI is
I, = 100 A, the initial resistance of the one is Ry = 0,1 Q,
the load resistance R; = 150 Q.

Differential equations for an inductive circuit with a
NCI:

le RL . R()ea.t
Sr d[

is a first-order homogeneous differential equation whose
solution is a function of the form:

Rye
Io(t) = A-exp J‘W (3)
L e

where A=

L ‘g =0 @)

Ry + Rye™!

— the constant,

exp{— RL ln(R L+ R )}
a- Ly,

which is determined under zero initial conditions.
The general solution of equation (3):

60

Electrical Engineering & Electromechanics, 2023, no. 3



Iy

In(R; + Ry )}

X

io(t) =
exp{—

X exp{— al.ei In(R; + Ry - exp(a - t))}

Current through the NCI:
. i (1)
n (t) = &0— .
L
Current through the load:
. ig(t) Ryexpla-t)
15} (t) = .
Ry -exp(a . t)+ R;

“4)

“Lgr

®)
exp(a ~t)+1

(6)

The energy dissipated on the load:

Epy = Iizz(t)~RLdt. 7)
0

.2 2

ig(1)- Ry exp(2a ~t)

ERL = RLdt =
£ (Ry -explar-1)+ R, f

2
__ 0.5-4°- L, 5
2R

(RL + Ry -exp(a ~t))aL

R, N
a—FL__||.
alg +2R; )|
1
Since, lim =0,
,_)OO( 2R,

R; +Ry exp(a ~t))f+1

X [RO exp(a . t)+ Ly,

then we

have:

Ep =
RL 2R,

Energy dissipated on the converter:

o0

Eg = [if(t) Ryexplar-1)d . ©)

0

J ig(1): Roexpa t)

0 RO expa -t +RL)

— Az'Lsr'RL T
0

Ridi =

2R
(g + 2R, NRy + Roexpla t))ar,, -

2 2
A 'Lsr'RL

E, = (10)

&H
(aLsr + 2RL XRL + RO )aLS,.
The conversion efficiency is estimated as the ratio of

the energy dissipated on the load, to the energy stored in
the inductance L,

2R
CXP( L ln(RL "rRO )j
aLsr +Lsr'a'RLJ.(11)

Ko = 1R
of 2R, | [0 al, +2R;
(R, +Ro ),

sr

Figures 1l,a,c show characteristics of the
instantaneous power dissipated on the load and the NCI
depending on the rate of current interruption with constant
load resistance R; = 150 Q, and the Fig. 1,b,d show the
corresponding characteristics of dissipated energy on the
load and on the switch in the same dependence. The
coefficient of exponential function for the corresponding
graph: 1 — 10”2 — 10°%, 3 — 10°°. The quantitative value
of these coefficients was chosen exactly such to provide
mathematical calculations that would satisfy the
nanosecond range of the interrupter’s switching process
duration. The time to reach a maximum power of each
characteristics in Fig. 1,a respectively, is: 1 — 9,4 ns,
2 — 6,4 ns, 3 — 3,4 ns. At the same time, for maximum and
minimum time of current interruption, the voltage
amplitude on the load is 6 kV and 12,2 kV, respectively.

1.2

1.0+
Iy

0.8

0.6

Ny :
NI
1
i

0.2 o

0 10 20 30 40 50 60

t, ns

1, ns

t, ns
0 10 20 30 40 50 60
Fig. 1. Characteristics of dissipated power and energy: a)
dissipated power on the load; b) dissipated energy on the load;
¢) dissipated power on the NCI; d) dissipated energy on the NCI

It can be seen from Fig. 1 that the peak value of the
power released on the load and on the NCI are separated
in time, while the characteristics have different areas, and
accordingly, different dissipated energy. The energy
dissipated on the load and on the NCI in the order of
increasing exponential coefficient are respectively equal:
Er,=3,8mJ,4,2ml,4,5m]; E;= 1,1 mJ, 0,8 mJ, 0,4 mJ.
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Thus, as the breaking rate of current increases, the energy
dissipated in the NCI decreases, and therefore the energy
dissipated in the load increases.

Figure 2 shows the characteristics of energy
dissipated on the load and energy dissipated on the NCI,
depending on the load resistance at the fixed value of
coefficient a. According to the characteristics it is clear
that as the load resistance increases, the energy dissipated
on the switch also increases. So for the value of the
coefficient a = 10°, the energy dissipated on the switch
becomes equal to the energy dissipated on the load with
the load resistance R, = 500 Q. The real technological
load, like a laser tube or a barrier discharge, is a complex
parametric load, in which the discharge loop inductance
and the capacitance of the electrode system are present.

150

E, mJ
120 1
920
a

60

30 2

R, Q
0 200 400 600 800 1000
150
E, mJ
120
1
90
I —
b
60
2
30
R Q
0 200 400 600 800 1000

Fig. 2. Characteristic of energy dissipated on the load (1),
characteristic of energy dissipated on the NCI (2), depending on
the load resistance: ) a = 10°, b) a = 10°

Now consider the mutual operation of NCI with a
parallel pulse compression stage. The circuit of a two-
circuit pumping of a semiconductor current interrupter is
shown in Fig. 3.

K] R@ LG ; . L1 R1 'C2

ig 1y < 1y & ig
i iy g
Tce Cy=— Ly Rd R

Fig. 3. The equivalent circuit for diode NCI with a terminal
series-parallel compression stage

When the SR L, is saturated, the diode is pumped by
direct current, when the SR L, is saturated, a reverse
current of larger amplitude and shorter duration passes
through the diode. Let is consider the operating regimes
of the parallel compression stage when the reverse half-
wave of the current is broken off with a diode at different
instants of time. The SR model based on the arctangent
function of the core magnetization and its provisions is
described in [17]. Based on Kirchhoff's laws, a system of
integro-differential equations was compiled. To determine
the currents and voltages in the generator circuits, a
system of algebraic equations with nonlinear coefficients
was obtained using the finite-difference approximation by
Euler’s method [18]. Integral sums of voltages on

capacitors Cy — C, from currents were calculated using the
trapezoidal method.

Parameters of the circuit: the capacitance Cy = C; =
= C, = 2,4 nF, the inductance of the charging circuit is
Ly =120 pH, the resistance of the first circuit is Ry = 1 Q,
the resistance of the second circuit is R; = 0,1 Q, the load
resistance is R; = 150 Q, the cores volumes of the SR’s L,
and L, are Vyy = Vap = 31,7:10° m’, the number of
windings turns of the SR’s L; and L, is w; = 35 and
wy = 10, respectively. The step of time sampling before
the current breakage was chosen equal to 2 ns, after
breakage — 0.005 ns. Figure 4 shows the combined
energies characteristics on the capacitors C; and C, at
different moments of current interruption.
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Fig. 4. Energy characteristics of pulse compression stages at
different moments of the reverse current breakage through the
NCI: a) when the reverse current through NCI drops;

b) when the reverse current through NCI increases

Based on the simulation results, it is possible to
distinguish three operation regimes of the NCI together
with a series-parallel pulse compression stage. The regime
when the current flowing through the inductance of the
SR L, occurs at the half-wave current drop, is
energetically inefficient, since the SR L; is saturated
repeatedly and some of energy is returned to the capacitor
of the previous compression stage (Fig. 4,a). The regime
with the maximum power release occurs when the current
is broken off at its maximum, when all energy is
concentrated at the magnetic field of the SR L,
inductance. The regime when the current is broken off in
the first half-wave is also effective and has the advantage
that it makes it possible to form a pulse on the load with a
sharper leading front and a longer trailing edge. In this
case, the energy is introduced into the load both from the
inductive storage device L, and from the capacitor C,
(Fig. 4,b). When the pulse front is formed, energy is put
into the load from the inductive storage, and during the
pulse trailing edge, the energy on the load is put from the
capacitive storage.

The next part of the research to consider the
operation of NCI diode in the composition of a parallel
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stage for active-inductive and active-inductive-capacitive
loads. Variants of loads are shown in Fig. 5.

==z

Fig. 5. The NCI load’s options:
a) active-inductive; b) active-inductive-capacitive

Modeling the NCI operation on the active-
inductive load. According to Fig. 6,a,b, when the NCI
operates on the active-inductive load, the characteristic of
the peak power dissipated on the load is described
second-order polynomial dependence on the load
resistance, and the same characteristic for the NCI has a
linear increasing dependence within the active load
resistance from 10 to 500 Q. At the same time, the
characteristic of energy dissipated on the load has a
maximum in the range from 120 to 150 Q, the
characteristic of energy dissipated on the NCI also has an
increasing linear character as the characteristic of the peak
power on it.
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Fig. 6. Characteristics of the peak power (a) and energy (b)
dissipated on the load (1) and on the NCI (2), depending on the
active load resistance

Modeling the NCI operation on the active-
inductive-capacitive load. Figure 7 shows the
characteristics for the two load inductance values.

It is determined that if the load has a capacitive
component, then maxima will appear in the characteristics
of the peak power dissipated on the load. At the same
time, the characteristics of the dissipated power and
energy on the NCI become a linear character. It turns out
that the capacitance makes it possible to stabilize the
energy losses in the NCI when the active resistance of the
load changes. Also, the peak power on the NCI depends
on the inductive component of the load and increases with
increasing it value. A sharp decrease in the characteristic
in the range from 100 to 10 Q is due to incomplete
transfer of energy from the inductance of the saturated SR
to the load and for a longer period of current oscillations,
some of the energy from the SR inductance returns back
to the longitudinal capacitor. A smooth reduction of

characteristic in the range from 200 to 500 Q is due to a
decrease in the peak current through the load.
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Fig.7. Characteristics of the peak power dissipated on the load
(a) and on the NCI (b) for two values of the load inductance:
1-100 nH; 2 — 300 nH

When the capacitance varies from 10 to 200 pF, the
peak power characteristics have a decreasing nature, as
shown in Fig. 8,a. At the same time, the characteristic
falls faster on the load than on the NCI. That is, the
energy losses to the NCI also stabilize when the
capacitive component of the load changes. But for the
characteristics of current trough the load with an increase
in its capacity, there is a decrease in the sharpness of the
pulse leading edge and an increase in its duration. The
noted results are shown in Fig. 8,b.
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Fig. 8. Characteristics of peak power (a) and current
characteristics in the load (b): @) 1 — on the load, 2 — on the NCI;
b)1-C=10pF, 2-50pF, 3-100 pF

Thus, the capacitive load component allows to
stabilize the energy losses in the NCI current when the
resistance of the active component of the load changes.

Physical modeling of a semiconductor current
interrupter. To implement inductive current interruption
and confirm mathematical calculations, a two-switch
SMPG scheme with a parallel-serial stage in the charging
circuit was used, the scheme of which is shown in Fig. 9.
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—C,

Fig. 9. A schematic diagram of two-switch SMPG with output
pulse compression stage and semiconductor current interrupter

Two series-connected high-voltage diodes of the
KC201E type were used as a semiconductor current
interrupter. The design of these diodes is a series
connection of many avalanche p-n junctions, which
allows to increase the maximum allowable reverse
voltage, which is proportional to the number of diodes
inside the column. The maximum reverse voltage for this
diode assembly is 15 kV. Electrical and structural
parameters of SR L, — L4 and capacitors C, — C, of the
high-voltage part of the SMPG are implemented the same
as in the calculation model. The load was assembled from
two series power resistors, each with an active resistance
of 24 Q). A capacitive voltage divider [19] with a division
ratio of 1:11000 and a low-inductive current shunt [20]
with a resistance of 0,16 Q were used to measure
electrical signals on the current interrupter.

Figure 10 shows the recorded current and voltage
waveforms of the semiconductor interrupter, which can be
explained as follows.

IlOOA
50 ns
=

Moo R

MPG: a) current /(f) and voltage
U(?) of the semiconductor interrupter VD3, 50 ns/div;
b) voltage on the semiconductor interrupter VD5, 1 ps/div

The negative half-wave of the current is caused by
its flowing through the stage VD; — C; — Ly — C, due to
the turning on of the diode VDj; in the forward direction
and characterizes the process of charging the capacitor C;.
The accumulated charge of capacitor C, tends to be

released through the stage VD; — Cy — L4, at the same
time, the reverse half-wave of the current consists of two
harmonic components. The first harmonic of the current
has a longer period of oscillation and reflects the process
of magnetization of the core of the SR L,, the second
harmonic occurs when it is saturated and has a much
shorter period of oscillation. In addition, the boundary
between two states of the core has a region lasting 10 ns,
for which the differential permeability of the core
increases, which is reflected on the waveform as the
termination of current growth. Reverse current is turned
off by the diode VD; in approximately 25 ns. The
inductive current interrupted before reaching its
maximum. Therefore, the pulse on the load will have a
sharp front and a long decline, which is supported by the
discharge of the capacitor C;. At the same time, the
reverse voltage developing on the diode does not exceed
the allowable breakdown value for this assembly. This
mode of operation of the interrupter is fully consistent
with mathematical modeling and corresponds to the
results indicated above.

The obtained research results were used at the
Institute of Impulse Processes and Technologies of the
National Academy of Sciences of Ukraine in the
development of a laboratory variant of a high-voltage
semiconductor-magnetic pulse generator, forming pulses
with an amplitude of 30 kV, an energy of 0.2 J, a pulse
repetition rate of up to 10 kHz and a duration of 80 ns,
which was applied for electro-filtration of gas emissions.

Conclusions. The conducted studies show that the
use of semiconductor current interrupter as part of a
serial-parallel compression stage allows a radically to
influence not only on the generated pulse front but also on
its decline. A model of a nanosecond current interrupter
based on the time-dependent exponential nature of the
internal resistance growth is proposed. Analytical
expressions that describe the electrical and energy
characteristics of the current interrupter for a parallel
circuit of its connection with an inductive storage and
active load are obtained. It is shown that the dissipated
energy in the load and the energy losses in the current
interrupter are described by mirror functions with
asymptotic behavior. Numerical modeling of a current
interrupter as part of a serial-parallel circuit of magnetic
pulse compression stage made it possible to distinguish
three modes of its operation, the most effective of which
is the current interruption mode at the maximum of stored
energy in the saturable reactor inductance and the current
interruption mode during its increase. In the latter case,
energy is delivered in the load in two stages: during the
formation of the pulse front, it is released from the
inductive storage, and during the formation of the pulse
decline, it is released from the capacitive one. It was
found that if the load has a capacitive component, then the
optimum in the peak power characteristic of the load
appears in the range R, = 120-150 Q. At the same time,
the capacitive component leads to the suppression of
dissipated energy on the current interrupter, so that the
energy losses on it remain practically constant,
independent of the load’s active resistance.
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Energy management based on a fuzzy controller of a photovoltaic/fuel cell/Li-ion
battery/supercapacitor for unpredictable, fluctuating, high-dynamic three-phase AC load

Introduction. Nowadays, environmental pollution becomes an urgent issue that undoubtedly influences the health of humans and other
creatures living in the world. The growth of hydrogen energy increased 97.3 % and was forecast to remain the world’s largest source of
green energy. It can be seen that hydrogen is one of the essential elements in the energy structure as well as has great potential to be
widely used in the 21st century. Purpose. This paper aims to propose an energy management strategy based a fuzzy logic control, which
includes a hybrid renewable energy sources system dedicated to the power supply of a three-phase AC variable load (unpredictable high
dynamic). Photovoltaic (PV), fuel cell (FC), Li-ion battery, and supercapacitor (SC) are the four sources that make up the renewable
hybrid power system; all these sources are coupled in the DC-link bus. Unlike usual the SC was connected to the DC-link bus directly in
this research work in order to ensure the dominant advantage which is a speedy response during load fast change and loads transient.
Novelty. The power sources (PV/FC/Battery/SC) are coordinated based on their dynamics in order to keep the DC voltage around its
reference. Among the main goals achieved by the fuzzy control strategy in this work are to reduce hydrogen consumption and increase
battery lifetime. Methods. This is done by controlling the FC current and by state of charge (SOC) of the battery and SC. To verify the
fuzzy control strategy, the simulation was carried out with the same system and compared with the management flowchart strategy. The
results obtained confirmed that the hydrogen consumption decreased to 26.5 g and the SOC for the battery was around 62.2-65 and this
proves the desired goal. References 47, tables 7, figures 19.

Key words: energy management strategy, fuzzy logic control, hybrid renewable energy source.

Bemyn. B Oanuii uac 3a0pyoHeHHs. HABKOMUUHBLOO CepedosUd CMAc aKkmyaibHOI0 NPoOnemoro, sika, 6e3nepeyto, GNIUBAe HaA 300p08 s
JHOOUHU MA THWUX ICMOM, 5K JICUYmb Y CeImi. 3pocmantss 600Hes0i enepeemuku 30ibunnocs Ha 97,3 %, i npoeHosysanocs, wjo 6oHa
3amUMUMbCA HAoibluM Y c8imi 0dicepenom 3eneHoi enepeii. Buowo, wo 600enb € 0OHUM i3 HAUBAXCTUBIUIUX eNleMEHIMI8 Y CIMpPYKmypi
eHepeemuKy, a MaKodic MAac GeIUKUll nomeHyian oA wupokozo eukopucmanna y 21 cmonimmi. Mema. Y yiii cmammi npononyemucs
cmpamezist YAPAGIIHHS eHEeP2OCHONCUBAHHSM, 3ACHOBAHA HA HEYIMKOMY JIOSIHHOMY YAPAGTIHHI, SIKA GKTIFOUAE SIOPUOHY CUCHEM) GIOHOGTIOBAHUX
Ooicepen emepeii, NPUHAyery Ol HCUBTIEHHS MPUPAZHOL0 3MIHHO20 HABAHMANCEHHS 3MIHHO20 CPYMY (Henepeobauysana 6UCOKa OUHAMIKG).
Domoenexmpuuni (PV), nanusni enemenmu (FC), nimii-ionni 6amapei’ ma cynepkonoencamopu (SC) — ye womupu Odicepena, 3 sAKUX
CKIA0AEmuvCsl 6iOHOBMIO8AHA 2IOpUOHA eHepeocUcmeMa, 6Ci yi Oxcepena nioKmoyeHi 00 wiuHu nocmitinozo cmpymy. Ha 6iominy 6i0 3guuaiinux
3acmocysamy,ye yitl docrionuybkitl pooomi SC 0y8 niokurouenuti 00 WuHY NOCMITHO20 CpyMy De3nocepeorbo, Wob 3ade3neyumu OOMIHyYY
nepesazy, wjo NOA2Ac 8 WBUOKOMY peazysanHi npu WEUOKIll 3MiHI HABAHMAXCeHHs ma nepexionux pedicumax Hasanmaxicenns. Hoeusna.
Jhicepena acusnenns (PV/FC/oamapei/SC) koopounyromucsi Ha 0CHOGI iXHbOI QUHAMIKY, WoO NIOMPUMYEAmuU HANPY2y ROCMIUHO20 CIPYMY
bina ceoeo emanonnozo sHavenHs. Ceped OCHOBHUX Yinell, OOCAZHYMUX CIPAMERICI0 HEYimKo20 YNPAaeninHa ) Yill poOomi, - 3HUNCEHH:
CNOJCUBAHHSL BOOHIO A 30LTIbUIEHHS MEPMIHY CTyacOu bamapei. Memoou. Lle pobumuvcs uwisixom kepyéartsa cmpymom FC ma cmanom 3apsady
(SOC) bamapei ma SC. [Qna nepegipxu cmpamezii newimko2o ynpaenintsa 0y10 npoeeoeHo MOOeIO8aHHA 3 MIEI0 CAMOI0 CUCEMOIO md
nopieHAHHA 31 cmpameeicto O10K-cxemu kepyeants. Ompumani pe3ynomamu NIOMeepOUnY, Wo CHONCUBAHHS BOOHIO 3HUBUIOCA 00 26,5 2, a
SOC ons 6amapei cmanosuio 6nusbko 62,2-65, wo do600ums docsenenns baxcanoi memu. biomn. 47, Tabn. 7, puc. 19.

Knrouoei cnosa: cTpaTterisi eHeproMmeHeIKMeHTY, HeUiTKe JoriuyHe ynpasJiiHHs, ri0puiHe BiTHOB/IIOBaHe [sKepeJio eHepril.

Introduction. The expansion of conventional power
networks has led to the instability of the power network
due to its inability to meet various energy requirements,
especially in rural areas with difficult terrain and very low
population density, where the decentralized supply of
energy to remote areas has become necessary. The
Renewable energy systems like a solar, wind, and
hydrogen, to name a few, contribute effectively in global
energy balance, These sources are sustainable and have
zero emission compared to systems that rely on traditional
fuels such heavy oil, natural gas, and coal [1], The system
can reach optimal efficiency by combining these sources
with energy storage elements [2, 3]. Although these
resources are primarily weather-dependent, any
significant changes in the weather can drastically affect
power generation [4]. This hasn’t stopped governments
from increasing the percentage of renewable energy in
their energy mix, which is predicted to reach 23 % by
2035 [5]. A hybrid power system (HPS) can alleviate the
problem of energy demand, especially in distant places,
when a self-contained renewable resource is unable to
offer reliable and sufficient electricity. HPS is made up of
a variety of non-renewable and renewable energy sources,
as well as converters and energy storage system devices.
It also has a number of advantages, including great

flexibility and power management capabilities [6]. In [7]
authors explained that hydrogen is the energy source of
the future; he noted that the cost of hydrogen (CH) will
decrease as its use grows and production and storage
methods improve; he also discussed the necessity of
producing hydrogen using electrical energy generated
from renewable energy sources. Hydrogen energy has the
biggest benefit over other sources of energy in that it can
be stored and delivered. Solar energy, wind turbines, and
hydroelectric power plants can all provide excess
electricity that can be stored as hydrogen energy for later
use. Energy can be continuously produced and stored in
this manner. As a result, numerous researches have been
conducted [8]. The polymer electrolyte membrane fuel
cell (PEMFC) systems, according to [9], are one of the
efficient energy conversion devices utilized for the direct
conversion of hydrogen energy received from diverse
RES into electrical energy. In [10] authors shows the
impacts of lithium-ion batteries for renewable energy
(wind and solar) storage for grid applications are assessed
through a life cycle assessment covering the batteries
supply phase, their end-of-life, and use. Results show that
the new lithium-ion battery cathode chemistry has 41.7 %
more particulate matter and 52.2 % more acidification.
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Because of the growing demand for efficient, high-power
energy storage, the development of supercapacitors (SCs)
has gotten a lot of attention in recent years. Authors in
[11] investigated how to improve the energy density of
SCs for renewable energy generation applications. This
potential was assessed by calculating the performance
(energy and power) of a series of SCs that use advanced
materials that electrochemists have been studying for the
past 10-15 years. In [12] were considered that the SC is
one of the greatest energy storage elements for hybrid
electric power systems. Many studies have looked into
HPS, which combine fuel cells (FCs) with batteries and
SCs, In [13, 14] authors improved the energy
management in hybrid FC/battery/SC for electric vehicle
applications (FC as the primary source, and battery with
the SCs as backup source). Authors provide a
combination of artificial neural network and primary
biliary cirrhosis in this article to control and manage the
energy of this multisource system, the stability of the
hybrid system while providing an acceptable solution for
transferring energy between sources. In order to get
greater dynamic performance, the system still need
several advanced control approaches. Photovoltaic (PV)
wind battery is another type of hybrid renewable energy
systems used in energy systems to assess the charging and
discharging capabilities of the system, for the energy
management of this hybrid energy sources. In [15]
displays an intelligent fractional order PID controller.
Through a DC-link voltage, PV-wind-battery is connected
to a smart grid. To extract the maximum power point
(MPP) from the wind and PV, the converters are
controlled by an intelligent fractional order PID method,
despite the fact that this research gives predictions using
the proposed technique while taking local uncertainty into
account, the impact of climate conditions on the generated
energy still standing. Authors in [16] present an optimized
energy management strategy (EMS) for PV/FC/battery
DC microgrid based on salp swarm algorithm (SSA), the
proposed SSA-based EMS is evaluated and compared to
the existing particle swarm optimization (PSO)-based
EMS. The SSA provides a more stable working
environment for the power system (FC and battery) than
the PSO, because the planned EMS is dependent on a
central controller, any failure of this controller could have
significant implications for the power system, this can be
avoided for decentralized control systems. Because of the
advantages of using a SC during a load change that is
transitory, surprising and quick. In [17] authors included
the SC to the renewable hybrid power system (REHPS),
which includes PV, PEMFC, battery, and SC. To achieve
the maximum value of state of charge (SOC) and the
lowest value of hydrogen consumption, the suggested
energy management system employs a hybrid method that
includes fuzzy logic, frequency decoupling, and state
machine control strategies. The adaptive fractional fuzzy
sliding mode control (AFFSMC) technique is provided
for power management in a PV/FC/SC/battery hybrid
system in grid-connected microgrid applications [18]. In
operating settings, the AFFSMC outperforms the
traditional PI controller, according to research. For the
proposed system, a REHPS, a PV array serves as the
major power source in this arrangement during day light

when it is available and a FC (PEMFC) as a secondary
power source during the night or in the shading time,
battery and SC as storage eclements and to provide
transient load demand.

The goal of the paper is to try to improve some of
the weaknesses and results of previous research, and that
is by connecting the SC directly to DC voltage bus in
order to ensure a speedy response during load fast change
and load transient, also, in this work, hydrogen
consumption and battery SOC were taken into account
and optimized (for cost and lifetime cycle) in addition to
combining all DC/DC converters into a single unit. This
study describes energy management strategies for a fuzzy
logic control approach for a REHPS (PV/FC/Battery/SC),
The system’s performance is simulated using the
MATLAB/Simulink software, the results were compared
to the control approach for management flowcharts, the
system was also tested on a three-phase AC variable load,
demonstrating its efficiency.

System description. REHPS investigated in this
research is designed to provide power to a specific load,
four sources make up the REHPS: a PV generator as a
renewable energy source that serves as the primary source
during daytime hours. The FC intervenes as a
supplementary source at night or during shade period. When
the load power is high, batteries serve as an energy storage
element for the FC, ultracapacitors can be used as a transient
power compensator or when changing loads quickly. To
controlling the power of each source and maintaining a
constant voltage level as much as feasible DC-DC
converters regulate all energy sources and storage systems.
Boost converter for PV and PEMFC power sources, as well
as a bidirectional converter (buck and boost) to manage the
charging and discharging of batteries, a three-phase DC-AC
converter is used to provide the load with a three-phase
regulated current source in this study. In order to expose the
system’s responsiveness under various scenarios, we
assumed the load is a random variable load (Fig. 1).

PV PV Power
Boost
Converter

3 Phase
Inverter

FC Power
—»

Boost | .

Converter
Ultra-

Capacitor

Random
Variable Load

BAT Power

4P
Buck &

a Boost |
Converter

Fig. 1. Structure of the studied REHPS

Batteries

The suggested energy management system uses the
rule based fuzzy logics strategy. In Fig. 2 the hierarchical
management and control system is illustrated as a block
diagram with its inputs and outputs. The management
method presented in this study is based on the following
key criteria: lowest hydrogen use while maintaining
maximum SOC, extended life cycle, and high overall
system efficiency.

Electrical Engineering & Electromechanics, 2023, no. 3

67



PV DATA
PEMFC DATA
AC LOAD DATA

S0C BATTERY

HYBRID ENERGY
MANAGEMENT SYSTEM

Fig. 2. Block diagram of the energy management system

Modeling and sizing of electrical system parameters.

1. PV source. A solar generator is made up of a
group of basic PV cells that are linked in series and/or
parallel to generate the necessary electrical characteristic,
where their common model is depicted in Fig. 3.

VA,

Fig 3. Single diode PV cell model

The photocurrent is /,,, and the diode current is /.
Ry, is connected to the non-ideal feature of the p-n
junction and the presence of flaws along the cell’s borders
that favor a short-circuit path around the junction. Rg
indicates the totality of the resistances confronted with the
electrons’ trajectory [19, 20].

The PV panel used in simulation in this work is
referenced by: ASMS-180M from Aavid Solar Company
(exists in MATLAB. According to our rated power (10 kW),
we have used M,-M, = 6-10= 60 — PV panels to achieve this
power value (Table 1).

Table 1
Simulation parameters of the used PV field
Pypp — MPP power value, kW (180x6x10) 10.8
Vypp — MPP voltage value, V (36x10) 360
Iy;pp — MPP current value, A (5x6) 30
Iscs — short circuit current value, A (5.5%x6) 33
Vocs — open circuit voltage value, V (45x12) 540

2. PEMFC generation system. PEMFC is a popular
renewable energy source that has been recommended as
preferred because to its benefits such as high efficiency (up
to 45 %), high energy density (up to 2 W/em®), silent
operation, low-temperature operation, quick start-up, and
system resilience [21, 22]. It was frequently used for this
purpose used in a number of applications for this reason,
including vehicle propulsion, small-dispersed generation,
and portable applications [23]. However, it has some
disadvantages, including an inconsistent output voltage, a
poor reaction to load fluctuations, and a high price [24].
Through electrochemical reactions of oxygen and
hydrogen, PEMFC generates electricity-using hydrogen as
a fuel, and because the PEMFC’s only by-product is water,
no emissions are produced. The FC’s equivalent circuit is
shown in Fig. 4 [25]. The parameters of the PEMFC used

in simulation in this work are detailed in Table 2 (exists in
MATLAB). DC/DC boost converter is attached to the
PEMFC’s output, the converter receives the reference FC
current and uses it to adjust the amount of output power it
sends to the system, the /-V curve for the FC employed in
the proposed system is shown in Fig. 5 [26].

| iFCa lem(Fuel)> lem(air)a PFuela Pain T(K)> X%> V%a a |
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74 A h'74 Y \7d
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E ; A
. Ifc
—® ,
¥ Vi
Fig. 4. FC equivalent circuit
Table 2
Parameters of the PEMFC data sheet
FC nominal parameters Stack Power Nominal 10287.5
FC nominal parameters Stack Power Maximal 12544
Nominal utilization hydrogen 98.98
Nominal utilization oxident 42.88
Nominal consumption fuel 113.2
Nominal consumption air 269.5
Temperature system, T 318
” V,V  Stack voltage vs current “ P, kW  Stack power vs current
52 12
50 -l10.2875kw) /IZ.SMKWJ
10
48
8
46
6
44
%2 4
40 2
” LA 0 1A

0 100 200 300 400 0 100 200 300 400
Fig. 5. The suggested system’s /-J curve for the FC

3. Li-ion battery. Li-ion batteries were utilized for this
research work, because, when compared to other battery
types, they have shown to offer a high energy density and
efficiency (such as lead-acid, NiCd or NiMH) [27], When
considering lithium batteries, the SOC %, remaining usable
life, and deterioration are the most significant characteristics
to consider as well as various other factors such as detection
of battery parameters, charge control, as well as battery
protection and alarm [28, 29]. The updated model of the
battery as a function of open cell ohmic resistance, cell
circuit, cell inductance, capacitance, long/short time
resistance, and the load current is represented by the
equivalent battery circuit in Fig. 6.

Table 3 displays the battery parameters, to manage the
battery’s charging and discharging procedures, the battery’s
output is coupled to a buck/boost DC/DC converter.
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Table 3
Parameters of the Li-ion battery data sheet

Voltage nominal, V 48
Capacity rated, Ah 40
Initial SOC, % 65
Capacity maximum, Ah 40
Cut-off voltage, V 36
Voltage fully charged voltage, V 55.8714
Discharge current nominal, A 17.3913

4. Ultracapacitor. An ultracapacitor (UC), also
known as an electrochemical double layer capacitor, is a
type of capacitor that has a very high capacitance, is a
low-voltage energy storage device that functions similarly
to a battery but has a very high capacitance value. High
power density, low series resistance, high efficiency, huge
charge/discharge capacity, and reduced heating losses are
all features of UCs [30]. These fast-response deep-
discharge capacitors are suited for use across a broader
temperature range. The terminal voltage of a UC, on the
other hand, declines when the SOC diminishes, and the
rate of reduction is dependent on the load current [31].
The basic UC model is given in Fig. 7.

I I
—» —»
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Fig. 7. Basic UC model

Table 4 shows the specifications of the UC that was

Table 4
UC parameters
Capacitance rated, F 15.6
Equivalent DC series resistance, mQ 150
Voltage rated voltage, V 291.6
Number of series capacitors 108

Number of parallel capacitors 1
Voltage initial, V 270

The energy management system is a computerized
software that regulates the power response of each energy
source in relation to load demand via the converters that are
connected to it. The EMS has a significant impact on system
overall performance and efficiency, fuel economy, and
distributed generation service life, as well as managing the
SOC and avoiding deep discharging, and maintaining DC
voltage stability [32]. When discharging, the energy storage
element was employed as a source of energy in this study,
because the proposed system includes many electrical power
sources such as PV and FC, an energy management
approach was required to regulate, monitor, and enhance the
system’s operation in order to achieve the system’s
maximum performance [33, 34]. With REHPSs, a wide
range of EMSs and control techniques are employed, In this
research, the fuzzy logic control (FLC) was employed as a
control strategy for calculating and setting the reference
values of FC power, as well as the PI cascaded control for
calculating and setting the reference values of battery charge
and discharge currents.

Control of the active PV generator. The controller of
the PV generator must manage PV voltage in order to adopt
a maximum power point tracking (MPPT) approach in order
to harvest the maximum power from the PV system. The PV
generator’s reference voltage is established using a basic
perturbation and observation (P&O) based MPPT algorithm.
The control unit from the duty cycle (u) to the PV voltage
(Vpy) is shown in Fig. 8, two cascaded PI controllers
complete this process, restoring Vpy to its reference [35, 36].

Table 5
Simulation parameters
PV converter
Boost converter
Two cascade PI controllers
Voltage: (0,1131, 32)

Topology converter
Technic control

Parameters control (kp, ki)

employed. Current: (14,1421, 20000)
Ipy
—» MPPT
Vev Algorithm FI PI
—>
Tpv Vv ILpy
MESURMENT
|
M | I
BOOST <

Fig. 8. CU from the duty cycle (u) to the voltage PV

Battery charging/discharging current control. For
balancing power and regulating DC bus voltage, the
battery pack is critical, the charging/discharging battery
current is controlled in this study using a PI control

method. It is determined by the difference between the
DC voltage’s real and reference values [37-41]. The PI
control technique for the battery charge/discharge
operation is shown in Fig. 9.
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Fig. 9. Battery charge/discharge control approach based on PI

Fuzzy logic controller for PEMFC system. Instead
of the usual true or false Boolean logic, the FLC is a
control technique based on the level of truth (one or zero),
fuzzification, fuzzy interface, and defuzzification are the
basic control phases in fuzzy control [42-44]. The fuzzy
IF/THEN rules are triggered to use the fuzzy interface for
mapping the fuzzy values after the fuzzification technique
changes the input values to fuzzy values, the
defuzzification technique provides output values at the
conclusion. As a control approach and in the application of
systems optimization, fuzzy logic control is employed in
hybrid power systems. The fuzzy logical control in this
study contains two input variables and one output variable,
where the input variables are excess demand power Ay and
SOC, and the output variable is the FC system reference
power Pfc_ref. The A4 is divided into four zones to provide
this fuzzy control: very small (VS), small (S), medium (M),
and big (B). Similarly, the battery SOC is divided into 3

current regulator [44-47]. Figure 12 depicts the control
structure of the PEMFC generating DC/DC converter.
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Fig. 10. a — battery SOC membership functions;
b — surplus demand power membership functions Ag;
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the FC voltage, through Fig. 11, the FC current reference 1Y |11 OC 1S L | £ By 18 D | Ui Pfc—reﬁs M
value based on the reference power. Finally, the output 11 |If50C 1S L | And Ad?s b | U s Pfcfreffs B
current of the DC/DC converter is adjusted to this value by a 12 LESOC 1L el s & llien e e 912

Ploaa Aq : Pe_ret | X
—_ Dy
FUZZY LOGIC = Current Regulator|
—»
o CONTROLLER —

-
>

S0C

Energy Management law

PEMFC Current Regulation

Fig. 11. PEMFC generéting DC/DC converter control structure

Results and discussion. Throughout the simulation, in
order to monitor and manage the operation of the proposed
system at varying load values (ranging from around 0 to
14 kW) as shown in Fig. 12 the system is intended to
provide sufficient power to a random three-phase dump
load. In MATLAB/Simulink the suggested configuration
and hybrid energy management system are developed and
simulated for a total simulation period of 300 s.
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Fig. 12. Load profile
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Figures 13-15 show the irradiation profile, PV
current, and PV power consumed, respectively. The PV is
assumed to be operating at a constant temperature of 25 °C,
and about the irradiance value is designed to indicate
meteorological conditions, solar intensity, nighttime, and
whether or not shade is present.
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Fig. 13. Irradiation profile used throughout the simulation
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Fig. 15. PV power

The irradiance value is 1000 W/m?* according to day
light at the start (at O s) of the simulation period, with
solar panels producing a maximum power of 10.8 kW,
because the temperature 7' = 25 °C is expected to be
constant, during this time, the solar panels cover the load
requirement of 11.08 kW with the aid of the FC’s low
power, and the battery maintains its initial SOC, which is
65 %. At 40 s, the PV power generated surpasses the load
requirement, since the irradiance value remained constant
at 1000 W/m® when the load power decreased, the excess
PV power production is utilized to charge the battery and
SC, in this instance, the PV power interferes in regulating
and controlling of charging/discharging of the batteries,
and also the regulation and controlling of the FC current,
at the same time, the FC’s power consumption is reduced.
At 70 s, (there is no excess power since the load demand
exceeds the PV power generated), the load power began
to rise and the solar panels continue to produce the
greatest amount of energy possible, it is insufficient to
meet the load demand of 14 kW, because of its sluggish
response of the FC and battery, the SC begins to supply
the load with the required power (for its quick response).

At 98 s, and when the irradiance value falls to
400 W/m’, the amount of power generated by the PV

panels is decreasing, in this situation, the EMS calculates
the difference between the load power and the PV power.
And then the updated values of the FC current and battery
charge/discharge current are determined. As both the PV,
FC, and battery begin to provide power to the system
based on the FC reference current and battery discharge
current, the SC power is reduced, and the load power is
provided mostly by the PV, FC, and battery, with the SC
providing a small portion of the load power. The
irradiance value drops to 0 W/m’® after 180 s (the PV
power is 0 W) and the load power began to decline once
more, because of the charge/discharge responsiveness of
the SC, the SC begins to give power to the load sooner
than the FC and battery, the SC power is reduced once
again, with the FC and battery providing the majority of
the load power. At 220 s the load continues to decrease as
the FC alone becomes sufficient to meet its demand. At
270 s, as the load continues to decrease, the FC covers the
load requirement, in this situation the extra power is used
to charge the battery once more. When this time period
comes to a close, the load power is zero, and the FC
provides power to charge the battery and the SC. Figure
16 depicts the performance of all power sources during
the course of the simulation, from 0 to 300 s.

15000 - Power, W

10000

5000

Battery UltraCap
-5000 - i I i i t,s
0 50 100 150 200 250 300

Fig. 16. Performance of all power sources

Figure 17,a depicts the battery’s SOC percentage,
which at the beginning of the simulation maintains its initial
value of 65 %, and in the 40 s, through the lack of power
demand for the load, through the lack of power demand for
the load, the battery is charged through the excess solar
panels power 65.5 %, and by raising the load’s demand
power, the battery is drained to support other power sources
through the specified strategy of supplying the load with its
required power until it reaches a value of 63.6 % at 170 s.
The load increases again and the battery is discharged until it
reaches its minimum value of 62.7 % at 280 s. At the end of
the simulation, SOC % is increased to 63.5 % with
decreasing load (300 s).

Figure 17,b depicts the battery’s output power,
battery power is represented negatively owing to the
charging mode, then it becomes positive when the load
rises and the battery begins to give power to the system.
Figure 17,c depicts the battery voltage, whereas Fig. 17,d
depicts the battery current. These 2 graphs illustrate that
at maximum battery output power and maximum
discharging current, the lowest battery voltage exists, and
when the battery’s output power and discharge current are
at their lowest, the maximum battery voltage value exists.
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Fig. 17. a — battery SOC; b — battery power;
¢ — battery voltage; d — battery current

Figure 18 depicts the FC values over 300 s (the
simulation period). Figure 18,a illustrates the hydrogen fuel
consumption, which reaches 27 g at the completion of the
simulation. The fuel flow rate is shown in Fig. 18,b. The FC
voltage and current are depicted in Fig. 18,c,d. The highest
current FC is obtained at maximum load power, lowest SOC
value, and minimal PV power (Fig. 18,e,1,).

The findings of the rule-based fuzzy logics
technique needed to be validated, for that we checked the
H2 consumption results and the battery’s ultimate SOC
from the energy management system, which is used to

govern hybrid energy sources, this is accomplished by
comparing these findings to the same results obtained in
the same scenario but with the management flowchart of
the REHPS. According to the current study, the flowchart
of management in MATLAB function was set up with
three inputs, which were Pj.;, Ppy, and battery SOC,
while the output was set to be the FC reference current.
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Figures 19,a,b depict a comparison of 2 control
techniques for SOC and hydrogen consumption. Table 7
shows the results of the comparison.

Table 7
Comparison among considered control strategies
Fuzzy logic Management
Method strategy flowchart
Hydrogen 26.5 29.1
consumption, g
SOC, % [62.2-65] [59.2-65]

30

Hydrogen consumptibn, g

251

201

Management flowchart control
strategy - Hydrogen
consumption (g)

151

101

AN

Fuzzy control strategy -
Hydrogen
consumption (g)

t,s
0 50 100 150 200 250 300

SOC, %
Fuzzy control
strategy - SOC (%)

63

621

Management flowchart control
61+ strategy - SOC (%)

60

| | | | T s
0 50 100 150 200 250 300
Fig. 19. a — comparison results H2 consumption;

b — comparison results battery SOC

59

According to this study, the management flowchart
control approach is the most hydrogen-consuming, while
the fuzzy control strategy consumes the least. The fuzzy
logic technique achieves low hydrogen consumption and
a high SOC value at the same time, as well as a long life
cycle and good overall system efficiency.

When compared to the management flowchart,
which takes longer to charge, the fuzzy control method
has a faster charge time. When it comes to discharging,
fuzzy has a favorable outcome with less discharge time.
On the other hand, management is quick to discharge.

Conclusions. It has become necessary to have an
energy management system through the use of effective
strategies to control and monitor the behavior and
dynamics of hybrid energy sources. This paper presents the
fuzzy control strategy for the power management of the
hybrid renewable energy systems (photovoltaic/fuel cell/
supercapacitor/battery), this hybrid power system is able to
solve the lone source problem in addition to providing the
load with the energy it needs with continuity and stability,
PV provides the main power to the load and in case of
shading and night, the fuel cell intervenes to meet the
power shortage, and to solve the problem of slow response
to fuel cell during the rapid change of load power we added
the battery and supercapacitor to the system, which also
maintains the stability of DC voltage at its reference value.
The proposed strategy worked to reduce hydrogen
consumption and improve the battery state of charge,
proving the feasibility of the management technique
proposed in this study, fair, and effective. Simulation
results are developed in MATLAB/Simulink environment
to demonstrate the effectiveness of the fuzzy control
strategy performance in different loading conditions; the
results prove that the fuzzy control strategy performs better
than the management flowchart control strategy under the
same operating conditions in terms of hydrogen
consumption and battery state of charge. In this work, the
values of simulation parameters were carefully selected for
future practical investigation. In order to improve the
system in future research, it is suggested to focus on
exploiting the excess energy by using it in the production of
hydrogen by connecting an electrolyzer, and there is always
room to improve energy management strategies for more
efficient performance.
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Efficient method for transformer models implementation in distribution load flow matrix

Introduction. Most distribution networks are unbalanced and therefore require a specific solution for load flow. There are many
works on the subject in the literature, but they mainly focus on simple network configurations. Among the methods dedicated to this
problem, one can refer to the load flow method based on the bus injection to branch current and branch current to bus voltage
matrices. Problem. Although this method is regarded as simple and complete, its drawback is the difficulty in supporting the
transformer model as well as its winding connection types. Nevertheless, the method requires the system per unit to derive the load
flow solution. Goal. In the present paper, our concern is the implementation of distribution transformers in the modeling and
calculation of load flow in unbalanced networks. Methodology. Unlike previous method, distribution transformer model is
introduced in the topology matrices without simplifying assumptions. Particularly, topology matrices were modified to take into
account all winding types of both primary and secondary sides of transformer that conserve the equivalent scheme of an ideal
transformer in series with an impedance. In addition, the adopted transformer models overcome the singularity problem that can be
encountered when switching from the primary to the secondary side of transformer and inversely. Practical value. The proposed
approach was applied to various distribution networks such as IEEE 4-nodes, IEEE 13-nodes and IEEE 37-nodes. The obtained
results validate the method and show its effectiveness. References 24, tables 4, figures 9.

Key words: distribution systems, unbalanced load flow, distribution transformer models, topology network matrix.

Bcmyn. binvuwicms posnoodinbuux mepesic He30aIaHCco8ati i momy nompedyions CneyiaibHo20 piuleHHs Oisi HOMOKY HABAHMANCEHHS. Y
Jimepamypi € 6azamo podim Ha Yy memy, ane NepesaxtcHo 60HU NMpucesueni npocmum mepedxcesum xougieypayiam. Cepeo memoois,
npucesuenux Yili npoonemi, MOJNCHA HA36aAMU MemOO NOMOKY HABAHMAICEHHS, 3ACHOBANUL HA BBEOEHHI WUHU 68 MAMPUYio CMpymy
si0eanyaicenns i giozanyscenns cmpymy 8 mampuyio nanpyeu wiuny. Ipoonema. Xoua yeii memoo 66adicacmuvcs Rpocmum ma nOGHUM, 1020
HeQOMKOM € CKIAOHICMb RIOMPUMKU MOOETi MPAHCHOPpMAmopa, a maxkoxc munie 3 €OHanHs 1ioco oomomok. [Ipome memoo eumacae
cucmemu Ha OOUHUYWIO ONSL OMPUMAHHA DileHHs. npo nomik naeanmadgicenna. Mema. Y yiii cmammi Hac yikagumv 3acmocy8anHs
PO3NOOIILHUX MPAHCPHOPMAMOPIE OIS MOOETIOBAHHS A POPAXYHKY NOMOKY HABAHMAXCEHHA Y He3banancosanux mepedscax. Memooonozis.
Ha 6iominy 6i0 nonepednvozo memoody, mooenv po3nooiibHO20 MPAHCHOPpMAOpa 6600UMbCS 8 MaAmpuyi Monoaoeii 0e3 chnpoujeHHs
npunywjens. 30Kpema, mampuyi mononoeii 6ynu 3mineHi, wob epaxyeamu 6ci munu 0OMOMOK 5K NEPEUHHOL, MaK i 6MOPUHHOI CMOPIH
mparcghopmamopa, sIKi 30epiearonb eKgisaneHmHy cxemy HOCIO08HO I0eabHO BKITIOYEH020 mpancghopmamopa 3 imneoancom. Kpim moeo,
NPULHAMI MOOEi MPAHCHOPMAMOPI6 OONAIONb NPOOIEMY CUHSYIAPHOCHI, 3 AKOK MONCHA SIMKHYMUCS NPU NEPeMUKAHHI 3 NEPBUHHOT Ha
8MOpuHHy 0OMOmKy mparcgopmamopa i uaenaxku. Ilpaxmuuna winnicme. Ilpononosanuii nioxio 0y8 3acmoco8anuil 00 pisHUX
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Kniouosi cnosa: po3noainbHi cucreMH, He30aJaHCOBAHUI NMOTIK HABAHTA)KEHHs, MOJeJ]i PO3NOAIIbLHUX TpaHcpopMaTopis,

MAaTPHLS TOMOJOTii Mepe:keBi.

Introduction. Electrical distribution systems are
generally unbalanced and therefore require special
attention when solving the load flow problem for
planning, operation and design studies [1, 2]. The power
flow solution method must be robust and efficient to
account for the characteristics of distribution systems, i.e.,
radial or weakly meshed configuration, unbalanced multi-
phases, large number of branches and nodes, high R/X
ratio. Such load flow method must be able to handle
different distribution components with sufficient details,
especially the distribution transformer (DT) models
whatever its winding connections. Load flow algorithms
in distribution networks can be classified into two types:
The first class of methods is based on Newton-Raphson
algorithms [3, 4]. This well-known approach uses three-
phase current injection method in rectangular coordinates
[5, 6]. In [7] the author presents a modified version of
current injection method. Other linear forms are presented
in [8, 9], However, their application is far from being
adapted in unbalanced networks and the incorporation of
distribution transformer models in nodal admittance
matrices has revealed their difficult application and
inefficiency to converge due to the singularity problem
[10]. Methods of the second type use the forward and
backward sweeping (FBS) algorithms [11, 12]. They are
based on Kirchhoff’s laws. In this class of methods,
branch numbering scheme is required for computing
currents and node voltages that makes DT modelling,
with various winding connection is difficult.

Beside the above mentioned load flow methods, other
methods may also be used, such those based on special
topological characteristics of distribution networks [13]. The
work [14] introduced a new contribution to power flow
solution, using the node incidence matrix and a complex
vector based model in of0 stationary reference frame. The
formulation of the admittance matrix in the af0 reference
and the estimation of the initial network voltage profile
complicate the calculation, especially for large networks.
The most cited algorithms were referred to in [15-18]. They
are based on three matrices namely, bus injection to branch
current matrix (BIBC), branch current to bus voltage
(BCBV) matrix and distribution load flow matrix (DLF).
However, in the latter, DT models and other distribution
components cannot be directly incorporated.

The goal. In this paper one proposes a method for
unbalanced three-phase power flow solution which can
handle DT regardless the type of its windings connection.
DT models given by [19], which overcome the singularity
problem, have been used. In the proposed load flow
method, the BIBC and BCBV network topology matrices
have been modified to incorporate DT whose equivalent
scheme is branch impedance in series with ideal
transformer taking into account the connection type of
primary and secondary windings.

The model of components. Distribution line.
Typical branch model of distribution lines is shown in
Fig. 1, where the line to ground charging capacitance is
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ignored. The self and mutual elements of the 3x3 phase-
impedance matrix are determined by Carson’s equations.
For neutral distribution line, Kron reduction is used [19].

I I
=y ™ AN
VSC Za Vf@
Fig. 1. Typical distribution line branch

From the line model given by Fig. 1, we can write:

Vie =Vie —AV; (1)
AV =z%p, @)
I,=1I, 3)

where I, = [I," 1) L] and L, = [ L.” 1.]" are
respectively the line current vectors at sending and receiving
ends; Vi = [V Vi VT and Ve = [V V" VT are
respectively the line to ground voltage vectors at sending
and receiving ends; AV = [AV™ AV?” AV]" is the line
voltages drop vector.

If there are no full phase components in the
distribution system, the elements corresponding to the
missed phases in the impedance matrix are set to zero.

Load model. In unbalanced three-phase distribution
systems, the loads are specified by the power complex
form. All the loads are assumed to be Wye or Delta
connected and can be modeled as, constant power,
constant current, constant impedance or any combination
of the above cited models. Then, for a specified power
$”¢?) and voltage V*, the equivalent load current injected
into phase ¢ can be calculated by (4):

42 *
17 = , “4)
|44

where ¢ = {@| ¢, @3} refers to phases {a b ¢} for Wye
load or {ab bc ca} for Delta load. The load currents
injected into the /™ bus are given by (5):

[
[L

IN"% =p-| 17 |. ()
17

Depending on the load connection, Wye or Delta,
the matrix D is given by (6):

I (identite matrix) for Wyeload;

1 0 -1
D= (6)
-1 1 0 for Delta load.

0 -1 1

For single phase and two phase-loads, the currents in
the missed phases are set to zero.

Distribution transformer. Three-phase transformer is
modeled by connecting three single-phase transformers, in
which the transformer magnetizing currents are neglected.
To convert the line-to-neutral voltages to phases voltages and
the line currents to phases currents, the Wye or Delta
windings connection shown in Fig. 2 [20, 21].

The branch equivalent model of a distribution
transformer is as shown in Fig. 3.

On Fig. 3: I, = [I" 1" []" and I, = [1," 1" 1] are
respectively the secondary and primary line currents;
Vo=V v v and V, = [V,0 7, V1" are respectively

I I IT I Zre > [ &
| 3 o : a | we
3 V! é = Vet Ver | 2
< Y o
£ ] 1 :
Liy| 2 | Lts o L'> Zrh » | 2 |B2
| g . s NG
[s]
% V’*"bg? Vub V(’gb §
;;’01 % a” > ng Loty Zrf > % L"'—;c
Ol = : z '
EE' Ve'g B Vs’ Ve | 8
I 1 1 L
v, N ya
Fig. 2. Three-phase transformer scheme
1,
L 1, I > I
-1 >
=[>F "z =
Vo Vo Vis Ves & Vs
T Primary winding  Secondary windingT
connection connection
Fig. 3. Transformer simplified branch model
secondary and primary line-to-neutral  voltages;
I, = [I" 1) 1,7 and V,, = [V, V) V1" are the

transformer secondary phase currents and voltages;
V= [Vi" Vi V1" are the transformer secondary phase
voltages without voltages drop; I, = [1, I, I,]" and
V, =V, V,” V1" are respectively the transformer primary
phase currents and voltages; /7 is the ideal transformer; Z is
the secondary transformer impedance matrix given by:

zZ& 0 0
Z,=| 0 Zk 0| (7
0 0 zi

Using the DT equivalent branch shown in Fig. 3 and
rearranging the accurate transformer equations given by
[19], one can write the following equations.

Current equations. For the secondary and primary
line currents, one can write the following relationships:

I1,=K1,; ®)

I,=K,I,. ©)

Substituting I, by its expression (9) into (8) leads to:
1,=K,K,I, (10)

where K; is the current transformation matrix. This matrix
also takes into account the transition from I, to 1,. It is as
given by Table 1. K is the matrix transforming the secondary
line currents into phase delta currents. It is equal to:

I (identite matrix) for Wye connection ;

1 -1 0
K L= 1 . (1 1)
3 1 2 0 for Delta connection .
-2 -1 0
Voltage equations. The relations between

secondary and primary line-to-neutral voltages can be
obtained as:
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Vy=KV,; (12)
I/t’s :I/ts _ZTSIZS; (13)
Vs :Kth's . (14)
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Table 1. K, K;, K,, K,, for some common industrial distribution transformers

Connection Coefficients
KI KL Kv Kw nr
1100 1 00 1100 1 00 J High Side
YG-yg —l0 1 0 010 —|0 1 0 010 %
nT "T V ow Jdlde
0 0 1 0 0 1] 0 0 1 0 0 1] LN
| 1 -1 0 1 0 0] | 1 0 -1 (1 0 0] J High Side
D-yg —l0 1 -1 010 —-1 1 0 010 A
nT nT V ow Jdide
-1 0 1 0 0 1] 0 -1 1 0 0 1] LN
1 0 0] 1 -1 0] (1 0 0] 2 1 0] N
1 1 1 1 y High Side
"o o 1] -2 -1 0 "o o 1] 1o 2 | Tu
1 0 0] (1 -1 0] (1 0 0] 2 1 0] N
1 1 1 1 y High Side
gY-d —0 1 0 -1 2 0 —l0 1 0 —l0 2 1 07—
ny 2 ny 2 VLowSlde
0 0 1] -2 -1 0] 0 0 1] 10 2 LL
1 0 -1 (1 -1 0] 1 -1 0 (2 0] .
1 1 1 1 VLIZlghSlde
D-d —|-1 1 0 3 1 2 0 —l0 1 -1 50 21 I
"o -1 1 2 -1 0] | "T|-1 0 1 10 2] | T

Here V,y is the rated-to-neutral voltage; V7; is the rated line-to-line voltage.

Combining (12), (13) and (14), one can write:
Vv:KvaVp_KWZTSKLIS9 (15)

where K, is the voltage transformation matrix given in Table 1.
It takes into account the primary winding connection type i.e.
transition from V), to V. K,, is the matrix which transforms
the phase delta voltages to secondary line-to-neutral voltages.
Like K;, K,, matrix is given by:
I (identite matrix) for Wye connection ;
K : 210 (16)
v 3 0 2 1 for Delta connection .
1 0 2
The relations (10) and (15) remain applicable
regardeless the transformer configuration even for those
having voltage or current zero-sequence component
interrupted like Wye-Delta and ground Wye-Delta.
Proposed method. Two basic topology matrices are
required for solving three-phase power flow problem
namely, bus injection currents to branch currents matrix By
and the matrix B, that links branch voltage drops to bus
voltages mismatch. The currents and voltages relations are as
given below:
I=B/1,,; a7
AVbus :BVAV . (18)

To update bus voltages, the following equation,
where V,,," is the no-load bus voltage vector, is used:
Vbus = Vbrliv -4 Vbus . (19)
Combining (17) and (18) with Ohm’s law given by
(20), bus voltages mismatch AV}, given by (21) is derived.

AV =71 : (20)
4 Vbuv =mDLF - Ibuv;
’ ’ (21)
mDLF = B,ZB,.

Equations (21) are similar to those given in literature
by the following equations [10, 18]:

(22)
DLF = BCBV - BIBC.

In the method given by [16], BCBV and BIBC
matrices are built based on DT equivalent scheme given in
Fig. 3. To simplify the modeling of the network and after
decoupling the phases of the DT, one substituted the
mutual impedances by injecting currents in the nodes. This
leaves, in the model, only the DTs whose equivalent
scheme is an ideal transformer in series with impedance.
The trick used to rule out the ideal transformer is the per-
unit system, which makes the ratio of the transformer equal
to 1. Then, only the series impedance remains in the DT
model. Unlike the method described above and governed
by (22), in the proposed method whose mathematical
model is given by (21), DTs are also substituted by their
equivalent scheme of Fig. 3 without any simplifications.
Matrices named B; and B,, the details of which are
developed in the following sections, are then constructed.
Thus, in (21), the mDLF matrix is the modified of version
of the DLF matrix that appears in (22).

B; and B, matrices building. The construction of B,
and B, matrices is illustrated using the one-line diagram
of the radial distribution system shown in Fig. 4 and
where V; is the substation voltage.

{A Vbus =DLF - Ibus;

Il IJ I;
L g e &
R e

Tinsz T3 bt

Fig. 4. Radial distribution network

B; matrix building. The B; matrix building begin by

calculating the bus injected currents I{2S, I£%% and

1;’5;4 using (4) and (5) and integrating them in bus
current vector I, as it is shown below:

abc J

abc
Ibus4

abc
I bus3

Iy = Tpus> (23)
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Then, the relationships between bus currents and
branch currents are determined using (3) and (10). They
are as given below:

18 = 1gle
3% = IS + 13 (24)
K% = I + K K 157
One can also write 1, in the following form:
I = Iy + K K Ty + K K Ifcy . (29)

Equations (24) can also be rewritten in the following
matrix form:

i 1 KK, KK | I85
B*l=lo 1 1 |1 (26)
e R

This matrix form brings us to the relationship given
by (17) and thereby one can deduce B; by identification:

I K;K; K/K;
B, =|0 I I 27)
0 0 I

It is worth noting that 0 and I in (27) are 3x3
matrices.

B, matrix building. To build B, matrix, one
calculates first branch voltages drops. For the considered
example (Fig. 4), the branch voltage drops are given as:

AVlabC _ Zlabcllabc;
AVzabc _ Z?Sbclézbc;
AV3abc _ Zgbclgbc’
where Z,°, Z:" are the 1% and 3™ branch impedance
matrices; Zp," is the 2™ branch impedance matrix

transformer included.
In a matrix form, the (28) becomes:

(28)

A Vlabc Zlabc 0 0 Ilabc
avibe =l 0z o 1| (29)
A V3abc 0 0 Vi élbc I 3(’zbc

The identification of the matrix form (29) to that given
by (20) allows us deducing the Z matrix. As shown in (29), it
should be pointed out that the full matrix Z is built by
gathering, on its diagonal, all branch impedance matrices.

After which, the branch to bus voltages are calculated
according to (1) and (15). One can write in this case:

pabe _yabe _ gyabe.
yibe _ g K g - AVzTr(abc);
pabe _ygbe _ gy abe.
Combining the (30) gives:
pgbe 7 10 of e
vite || K K, P -| KK, I 0|4V | (31)
vie | | K, K, K,K, I I| av{

Equation (31) can be stated in the following
contracted form:

(30)

Vius = B1,V1 — B, AV . (32)

It is useful to note that B, is the first column of B,

For the bus voltages initialization, Vb';ls is obtained by
equalizing the (32) and (19). Its equation is below given:

Vius = BV, (33)
B; and B, flowchart. For large distribution networks
with n buses and m branches the flowchart for matrices B,
and B; building is presented in Fig. 5. Branch data are
stored in four vectors, A for sending-end buses, A4, for the
receiving-end buses, 4; and A, for current and voltage
transformation coefficients k; and k, respectively if the
branches contains transformer. It can be seen that if the
branch type (h) to be added in B; matrix is a line section,
then, the column vector By(:,s) is stored directly in B(:,r).
But in the case of transformer the B(:.s) need to be
multiplied by the current transformation coefficient &; before
to be stored in By(:r). In both cases Bjh,r) is set to 1.
A similar procedure can be used for building B, but, by
changing columns to rows and taking voltage transformation
coefficient k, for branch containing transformer.

‘ Read: m,n, Ay, Ay, Ar, Ay ‘

I
[ Brfm.ny0, Byfamy0 |

s=Ayh), = A(h)

By, 1= By, )

Bw1FBi(s2)
l By(r )= kv By(s,0)

Bif .1 ki Bif -, 5)

B Blv(s,h)=1 |

oul
Eliminating the source node
from Brand By

Print ByandBy

Fig. 5. Flowchart for B; and B, building for large distribution network

The proposed algorithm can easily be extended to a
multiphase or multi-buses systems by expending the bus
index i to vector (1x3). The corresponding 1 in B; or in B,
matrices will be a 3x3 identity matrix and the
corresponding k; and k, are respectively substituted by K,
K, and K, K, matrices. If there are non-full phase
components in the distribution system, the matrix columns
and rows corresponding to missed phase will be eliminated.

Load flow algorithm. The proposed algorithm can
be summarized in the following steps:

Step 1: Check the data and component modelling.

Step 2: Form B; and B, matrices built using procedures
described in previous section.

Step 3: Assemble all branch impedance matrices in the
full matrix Z as in (29).

Step 4: Determine the mDLF = B, Z B; matrix using (21).

Step 5: Initialize bus voltages using Vb’ﬁv = By, V) given
by (33).
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Step 6: while the convergence rate is note reached. Solve
iteratively the following equations, which, at (k)" iteration,
are given by:

e Compute IZ)I'.(”Q%(]{) by (4) and (5) for a specified
load and V% at bus i:
e assemble all IL(p}%%(k) in a vector I[(jiz as in (23);

e calculate AV,,M(") =mDLF Ibus(") given by (21);

e determine V¥, “™" = V" — AV, using (19).
Step 7: End while.
Step 8: Write the results.
Step 9: End.

As convergence criterion at (k+1)" iteration, the

following inequality, where & is the convergence rate,
fixed by user, is considered:

(k+1) (k)
max(AVbus —AVbus j <eg.

Test results. The load flow program was implemented
using MATLAB. To validate the proposed method, the IEEE
test networks stated by the Distribution Test Feeders
Working Group, have been considered. Three test systems
have been used in this work, it’s about respectively the IEEE
4-bus, the IEEE 13-bus and the IEEE 37-bus networks.

The validation is first done for the IEEE 4-bus network
the results of which are given in [23]. The obtained results

(34)

have also been compared to those given by GridLAB-D for
the 4-nodes, 13-nodes and 37-nodes IEEE power systems.
GridLAB-D is a distribution software based on FBS method,
well explained in [22, 24], using line and transformer models
available in [19] and which are the same as those we had
considered.

First test network. The proposed method has first been
applied to the IEEE 4-bus test feeder shown by Fig. 6. Four
practice winding connections of a step-down transformer with
unbalanced loads were considered. Standard 30° connections
are assumed for Wye-Delta and Delta-Wye banks. The line-
to-line infinite bus-source voltages are equal to [12.47.£0°
12.47£-120°  12.47.2120°]" kV. The obtained voltages for
each phase of buses 2, 3 and 4 are as given by Table 2 and
Table 3 which show that our results are in agreement with
those given by both IEEE [23] and GridLAB-D. It is to be
noted that this version of GridLAB-D doesn’t support the
Wye-Delta and ground Wye-Delta configurations. As shown
by (19) and (33), the voltages of the various nodes are
calculated with respect to that of the ground taken as
reference. Thereby one don’t need to update the transformer
primary voltage when there is a zero-sequence components.

3 4

@ I 2500ft
Infinite bus

Fig. 6. IEEE4 bus test feeder

2
i 20001t !

Load

Table 2. IEEE 4-bus test feeder voltages comparison (IEEE results)

Connection | Node ID V' [Volt/°deg] V2 [VoltP°deg] V% [Volt/deg]
IEEE Proposed method IEEE Proposed method IEEE Proposed method
2 7164/-0.1 7163.72/-0.14 7110/-120.2 | 7110.47/-120.18 7082/119.3 7082.05/119.26
gY-gY 3 2305/-2.3 2305.53/-2.26 2255/-123.6 | 2254.71/-123.62 | 2203/114.18 2202.91/114.79
4 2175/-4.1 2175.02/-4.12 1930/-126.8 1929.82/-126.79 1833/102.8 1832.86/102.85
2 12350/29.6 12350.22/29.60 12314/-90.4 12313.83/-90.39 | 12333/149.8 12332.68/149.75
D-gY 3 2290/-32.4 2290.34/-32.39 2261/-153.8 | 2261.65/-153.81 2214/85.2 2214.05/85.18
4 2157/-34.2 2156.90/-34.24 1936/-157.0 1936.16/~157.03 1849/73.4 1849.59/73.39
2 7112/-0.2 7111.14/-0.20 7144/-1204 | 7143.62/-120.43 7112/119.5 7111.11/119.54
Y-D 3 3896/-2.8 3896.39/-2.82 3972/-123.8 3972.17/123.82 3874/115.7 3875.16/115.70
4 3425/-5.8 3425.54/-5.76 3646/—130.3 | 3646.38/-130.27 3298/108.6 3297.76/108.58
2 7113/-0.2 7111.1/-0.2 3896/-2.8 3896.4/-2.82 3425/-5.8 3425.5/-5.76
gY-D 3 7144/-120.4 7143.6/-120.4 3972/-123.8 3972.2/-123.82 3646/—130.3 3646.4/-130.28
4 7111/119.5 7111.1/119.54 3875/115.7 3875.2/115.7 3298/108.6 3297.8/108.58
2 12341/29.8 12341.02/29.81 12370/-90.5 12370.28/-90.48 12302/149.5 12301.78/149.55
D-D 3 3902/27.2 3901.86/27.20 3972/-93.9 3972.54/-93.91 3871/145.7 3871.49/145.74
4 3431/24.3 3430.79/24.28 3647/-100.4 | 3647.53/-100.36 3294/138.6 3293.82/138.62
o={p o @} ={{ag, bg, cg} or {ab, bc, ca}}; a, b, c: phases, g: ground
Table 3. IEEE 4-bus test feeder voltages comparison (GridLAB-D results)
Connection | Node ID VP [Volt/deg] V%2 [VoltP°deg] V%3 [Volt/°deg]
Proposed method GridLab-D Proposed method GridLab-D Proposed method GridLab-D
2 7163.72/-0.14 7163.7/-0.14 | 7110.47/-120.18 | 7110.5/~120.18 | 7082.05/119.26 7082/119.26
gY-gY 3 2305.53/-2.26 2305.5/-2.26 | 2254.71/-123.62 | 2254.7/-123.62 | 2202.91/114.79 | 2202.8/114.79
4 2175.02/-4.12 2175/4.12 1929.82/-126.79 | 1929.8/-126.8 1832.86/102.85 | 1832.7/102.85
2 12350.22/29.60 12350/29.6 12313.83/-90.39 12314/-90.4 12332.68/149.75 12333/149.8
D-gY 3 2290.34/-32.39 | 2290.3/-32.39 | 2261.65/-153.81 | 2261.65/-135.8 2214.05/85.18 2213.9/85.2
4 2156.90/-34.24 | 2156.9/-34.24 | 1936.16/~157.03 | 1936.1/~157.0 1849.59/73.39 1849.4/73.4
2 7111.14/-0.20 CHTC 7143.62/-120.43 CHTC 7111.11/119.54 CHTC
Y-D 3 3896.39/-2.82 CHTC 3972.17/123.82 CHTC 3875.16/115.70 CHTC
4 3425.54/-5.76 CHTC 3646.38/-130.27 CHTC 3297.76/108.58 CHTC
2 7111.1/-0.2 CHTC 3896.4/-2.82 CHTC 3425.5/-5.76 CHTC
gY-D 3 7143.6/-120.4 CHTC 3972.2/-123.82 CHTC 3646.4/-130.28 CHTC
4 7111.1/119.54 CHTC 3875.2/115.7 CHTC 3297.8/108.58 CHTC
2 12341.02/29.81 12341/29.8 12370.28/-90.48 | 12370.3/-90.5 | 12301.78/149.55 | 12301.7/149.5
D-D 3 3901.86/27.20 3901.8/27.2 3972.54/-93.91 3972.5/-93.9 3871.49/145.74 3871.5/145.7
4 3430.79/24.28 3430.7/24.3 3647.53/-100.36 | 3647.5/-100.4 3293.82/138.62 3293.8/138.6
o={p @ @} =1{{ag, bg, cg} or {ab, bc, ca}}; a, b, c: phases, g: ground; CHTC — cannot handle this configuration
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Second test network. The second network considered
is the IEEE 13-bus test system which originally contains
variety of components such as cables and lines with various
configurations and only one transformer at node 633. As
shown by Fig. 7, this test system has been modified by
excluding the regulator at substation and the distributed load
on line 632-671. A second transformer has been added to the
line 671-680. The results given by the proposed method have
been compared to those obtained using GridLAB-D
program. The results in Table 4 validate the proposed
method and demonstrate its good level of accuracy.

EGSO

646 645 632 633 % 634
611 684 671 675
652
680

Fig. 7. IEEE 13-bus test feeders

Table 4. Voltages results of IEEE 13-bus test feeder

Node ID VP [Volt/°deg] V%2 [Volt/°deg] V% [Volt/°deg]
Proposed method GridLab-D Proposed method GridLab-D Proposed method GridLab-D
650 2401.8/0.0 2401.8/0.0 2401.8/-120 2401.8/-120 2401.8/120 2401.8/120
632 2286.2/-2.06 2286.2/-2.06 2335.7/-122.09 2335.7/-122.09 2306.9/118.29 2306.9/118.29
671 2201.5/-4.98 2201.6/-4.98 2341.7/-122.68 2341.7/-122.68 2200.6/116.91 2200.6/116.91
680 256.36/-34.02 256.36/-34.02 259.07/-152.76 259.07/-152.76 262.62/86.09 262.62/86.09
633 2277.8/-2.15 2278.4/-2.14 2330.2/-122.13 2330.8/~122.14 2301.3/118.27 2300.2/118.29
634 255.67/-2.93 255.73/-2.92 263.4/-122.65 263.48/-122.67 260/117.74 259.86/117.75
645 - - 2301.3/-122.28 2301.2/-122.28 2315.2/118.18 2315.1/118.18
646 — — 2290.4/-122.35 2290.3/-122.36 2318/118.15 2317.8/118.15
675 2181.6/-5.15 2181.6/-5.15 2344.4/-122.78 2344.4/-122.78 2191.7/117.02 2191.7/117.02
684 2197.4/—4.99 2197.5/-4.99 — — 2195.7/116.8 2195.7/116.8
611 — — - — 2190.9/116.64 2190.9/116.63
652 2180.5/-4.99 2180.3/-5.01 - - - -
— missed phases

Third test network. The third test feeder is the
IEEE 37-bus network where voltage regulator and
distributed load are discarded. As shown by Fig. 8, this
network includes four down-step transformers located at
nodes 702, 703, 709 and 737.

_— T
v 724
™m

12 4707
, ® 701
2 " M 704
. ' 720
705 702

}TM

79 4TI

%%_ﬂ'm; i
T3

™

® 706

» 725
$ 730

732 708
» o9 2731

» 73 K1:]
710 § 734
T4 I'MIJ
735 n—%% & d -
BT k& i T

Fig. 8. IEEE 37-bus test feeders

Voltage profiles given by both proposed method and
GridLAB-D are shown by Fig. 9,a,b. Figure 9,a shows
voltage-profiles for nodes located at transformers
primary-sides, the line-to-line voltage magnitudes of
which is between 4.55 kV and 4.58 kV. Figure 9,b, on the
other hand, gives voltage-profiles for nodes located at
transformers secondary-sides whose line-to-line voltage
magnitudes are between 360 V and 480 V. These figures
show that the voltage profile obtained by the proposed
method agree with that given by GridLAB-D.
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Fig. 9. Proposed method and GridLAB-D voltage profiles for
IEEE 37-bus: a — voltages of nodes situated before transformers;
b —voltages of nodes situated at transformers secondary side
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Conclusions. In this paper, the well-known matrices
bus injection to branch current and branch current to bus
voltage have been modified and led to new matrices. The
latter support all practical transformer models and
configuration types. No assumptions are made using these
new matrices. One can use either real values or per-unit
system for the network parameters. Based on an elaborate
flowchart of topological matrix construction, the proposed
power flow method is validated by comparing the results
obtained with those given by the GridLAB-D program for
three IEEE test systems. It has been shown that the
proposed method is efficient, can handle different
distribution components and can be extended to large and
complex balanced and unbalanced distribution networks.
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Reactive power optimization in distribution systems considering load levels
for economic benefit maximization

Introduction. The need for electrical energy has been increased sharply due to hasty growth in industrials, social and economic
improvements. From the previous studies, it has been agreed that almost 13 % of the total power generated is wasted as heat loss at
distribution level. It has been extensively recognized that the node voltage profile along the distribution system can be enhanced under
steady state power transfer controlled by proper reactive power compensation. Capacitors have been acknowledged as reactive power
compensating device in distribution systems to achieve technical and economical benefits. Novelty of this work is the application of
Archimedes optimization algorithm for reactive power optimization in distribution systems so as to obtain an improved solution and also
a real 94-bus Portuguese network and modified 12-bus network has been taken and validated for three different load levels which are
totally new. Purpose of the proposed work is to maximize the economic benefit by reducing the power loss and capacitor purchase cost
at three different load conditions subject to satisfaction of equality and inequality constraints. Methods. The economic benefit has been
validated using Archimedes optimization algorithm for three load levels considering three distribution systems. Results. The
computational outcomes indicated the competence of the proposed methodology in comparison with the previously published works in
power loss minimization, bus voltage enhancement and more economical benefit and proved that the proposed methodology performs
well compared to other methods in the literature. References 17, tables 6, figures 6.

Key words: reactive power compensation, distribution system, power loss minimization, economic benefit, Archimedes
optimization algorithm.

Bcemyn. [lompeba 6 enexmpoenepzii pisko 3pocia uepe3 cmpimke 3pOCMAHHA NPOMUCTIOBOCI, COYIANLHUX A eKOHOMIYHUX NoainuieHs. 3
nonepeonix docniodicenb 6y0 cmanoeineno, wjo matidice 13 % yciei enexkmpoenepeii, wo uUpoOOIAEMbCS, BUMPAYAEMbCA MAPHO Y BUTAOI
empam menua Ha pieHi po3nooiny. 3a2anbHOBUIHAHO, WO NPoinL Hanpyau 8Y31a 63008 PO3NOOLILYOL cucmeMu Modce Oymu NOTNueHUl
npu nepeoaui NOMYNHCHOCMI 8 peNCUMi, WO BCMAHOBUBCS, KEPOBAHOI BIONOGIOHON KOMNEHCAYIEND PeaKmueHoOi NOMYNCHOCHII.
Konoencamopu 6ynu 6usHaHi sIK NpUCMpoi KOMREHCAYii peakmueHoi NONYI’CHOCME 8 PONOOLIbYUX CUCIEMAX OISl OOCACHEHHS MEXHIUHUX
ma exonomiunux nepesae. Hoeusna yiei pobomu nonsieae y 3acmocyeanmi aneopummy onmumizayii Apxiveoa ons onmumizayii peaxmugHoi
NOMYHCHOCTI 8 PO3NOOLNLYUUX CUCEMAX 3 MEMOI0 OMPUMAHHS NOKPAWEHO20 DIlUeHHs, d MAaKodc OYI0 63AMO ma NePesipeno peanbhy
nopmy2anscoKy mepesicy 3 94 wiunamu ma Moougikosary mepexcy 3 12 wunamu 01 mpoox pisHux pieHie HABAHMANCEHHS. SKI AOCONIOMHO
Hosi. Mema 3anponoHo8anoi pobomu noiseac 6 momy, wjod MAaKCUMI3y8amu eKOHOMIUHULL eeKm 3a PAXyHOK SHUMICEHHS 6mpanm
nomysicHocmi ma 8apmocmi Kynieii KOHOeHcamopa 3a mpboX PI3HUX PedCUMI8 HABAHMAJICEHH 3ad YMOSU OOMPUMAHH 00MediceHb
pisHocmi ma HepieHocmi. Memoou. Exonomiunuii egpexm 6y10 niomeepoiceHo 3 BUKOPUCIAHHAM aeopummy onmumizayii Apxivmeoa ons
MpbOX pIGHIE HABAHMAICEHHA 3 YPAXYBAHHAM MPbOX cucmem po3nodiny. Pesynbmamu pospaxyuxie nokazanu KomnemeHmHicmo
3aNPONOHOBAHOT MEMOOON02IT NOPIGHAHO 3 paHiuie OnyOIIKOSAHUMU POOOMAaMU @ 2auy3i MIHIMI3aYIl 6mpam NOMYHICHOCH, NIOGUUEHHS.
Hanpyau Ha wuHi ma Oinbuoi eKOHOMIYHOT 8U200U, A MAKOIIC D0BENU, WO 3ANPONOHOBAHA MEMOOON0RIs 0Ope NPAYIOE NOPIGHAHO 3 THUUMU
memoodamu 6 nimepanmypi. bion. 17, Tabn. 6, puc. 6.

Knrouosi cnosa: koMmneHcanisi peakTUHBHOI NOTY>KHOCTi, po3NoJijibua cucreMa, MiHiMi3aliss BTpaT noTy:KHOCTi, €eKOHOMiYHH
edexT, AJIrOPUTM onTHMi3anii ApximMena.

Problem definition. Now-a-days modern distribution
systems (DSs) are becoming large and difficult causing
reactive currents to raise losses result in increased ratings for
distribution components. The power loss and the reduction in
bus voltages in the DS are disturbing the whole power
system performance which can be effectively controlled by
proper position and sizing of reactive power compensating
device thereby reduction in economical loss.

It is widely recognized that installation of shunt
capacitors reduces a portion of power loss of the DS, which
in turn increase the overall efficacy of the power delivery.
The other benefits such as sub-station power factor
improvement, better power flow control; enhancement in bus
voltage profile; system stability improvement; reduction in
total kVA demand and feeder capacity release can be
possible only when the capacitors are located at optimal
locations with appropriate capacity [1]. Hence optimal
capacitor placement problem is a complex, combinatorial,
mixed integer and non-linear programming problem with a
non-differential objective function due to the fact that the
costs of the capacitor varies in discrete manner. Selection of
appropriate nodes and determination of optimal capacitor
sizing are the two main steps to obtain the best result in
capacitor allocation problem.

Related past publications. Polar bear optimization
algorithm (PBOA) as optimization method, optimal

allocation and sizing of capacitors has been presented in [2].
Application of Clonal Selection Algorithm (CSA) for
optimal capacitor placement problem has been presented in
[3]. Loss sensitivity constant based optimization of capacitor
allocation problem using analytical method has been
proposed in [4]. Water cycle algorithm (WCA) and grey
wolf optimizer (GWO) as optimization tools, optimal
capacitor placement and sizing has been analyzed in [5]. Six
test systems were considered to prove the efficacy of the
proposed method. Optimal reactive power optimization in
radial DS using Weight Factor based Improved Salp Swarm
Algorithm (ISSA-WF) has been reported in [6]. In [3-6] was
discussed reactive power optimization considering 3 load
levels. Py, reduction cost and capacitor investment cost are
taken as objective function [2-6]. Reduction in Py, Ofoss
and voltage stability maximization as objective, optimal
allocation and sizing of real and reactive power
compensation devices using CSA as optimization tool has
been performed in [7]. P, reduction, voltage stability
maximization, profit maximization as objective, allocation of
capacitors using Loss Sensitivity Factor (LSF) has been
presented in [8]. CSA has been utilized to find out the
necessary sizing. Chu and Beasley Genetic Algorithm
(CBGA) as optimization method, reduction in P, and
capacitor cost as objective, reactive power compensation
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using capacitors has been suggested in [9]. Py, reduction as
objective, optimal allocation of capacitors using Mixed-
Integer Second-Order Cone Programming (MI-SOCP) has
been done in [10]. P, minimization, voltage stability
enhancement and capacitor cost reduction as objective,
optimal location of capacitors using LSF has been done in
[11]. Appropriate sizing of capacitors are done by Modified
Teaching Learning Based Optimization (MTLBO)
algorithm. Reactive power compensation in radial DS using
Particle Swarm Optimization (PSO) and Dice Game
Optimizer has been presented in [12]. However it is to be
noted that the reactive power compensation using PSO (4
nodes) exceeds the total maximum reactive power demand
of the DS taken for evaluation.

Proposed work. In this study, Archimedes
Optimization Algorithm (AOA) which is powerful in solving
wide range of optimization problems has been engaged to
solve the objective function due to its merits such as good
convergence acceleration, lower plainly of stuck in local
optima, accelerated process in getting excellent solutions and
has higher feasibility and efficiency in producing global
optima. Capacitor sizes in discrete steps are taken for
validation. No sensitivity factor (based on loss or voltage) has
been utilized to select the most appropriate buses for reactive
power compensation. Single objective function comprising
capacitor purchase cost with cost based Py, reduction has
been evaluated under three load levels subject to maintain all
the constraints within its permissible limits. The proposed
method has been tested and evaluated with the help of the
modified 12-bus test system, standard IEEE 33 bus system
and 94-bus Portuguese DSs using MATLAB coding.

The purpose and contribution of this work is to
yield a better solution for reactive power compensation.
Taking into consideration the above published studies, the
contributions of this work include:

1. Suggestion of futuristic AOA to solve the objective
function (with decreased / increased load demand);

2. Utilizing a new modified 12-bus test system for
reactive power optimization;

3. Considering 3 load levels for capacitor allocation
and sizing for 94-bus Portuguese DS.

Problem of statement. The objective function is to
obtain maximum economic benefits by optimal placement
and sizing of shunt capacitors in the radial DS while
satisfying both system equality and inequality constraints.

Objective function is:

TCN
[Kc x ZQC(Z)J
Minimize = ( !

Kp_x(1pES ~TPAY )’

where K¢ is the cost of capacitor (discrete), $; Oc, is the
capacity of capacitor at /™ node, kVAr; TCN is the
number of capacitor nodes; Kp,; is the cost of real power
loss, $; TPy, is the total real power loss, kW; AO means
after optimization; BO means before optimization.
Subject to equality constraints:
TCN

Ous = 2.0p + 2. 0c(1) - TO/S =0, )
l

()

where Qs is the reactive power from main source, kVAr;
Op is the reactive power demand, kVAr; TQ; . is the total
reactive power loss, kVAr.

Inequality constraints are:

02 < Qo) <CEf) ®
Vér)lm <V < V(?)lax : 4)
TCN
o
ZQC(Z) = (ZQD +TQ£0SS )» (5)
/
where V; is the voltage at "™ node (p.u);
TNB
TPposs = ZPLoss(m, m+l)
m=0
and
2 2
B+ O

PLoss(m, m+1) = X R(m, m+1) s

Z
where R, is the resistance of the branch m; P, is the real
power of the branch m, kW; Q,, is the reactive power of
the branch m, kVAr; TNB is the total number of branches.

Practical capacitors are available in standard capacities
which are the multiple integer values of the smallest size

denoted as Qg . The per kVATr cost of the capacitor changes

across its sizes which are available commercially. The
available capacitor sizes are typically taken as

OF™ =4x QL. ©)

Thus for each capacitor installation node, the sizes are 4
times that of capacitor size (i.¢) { 02,200,302, ...A02},
where 4 is an integer multiplier.

In this paper, recursive function and a linked-list data
structure designed power flow [13] has been used which
have advantages of solving power balance equation for radial
nature of DS, low X/R system and also the ability to update
easily to accommodate the reconfiguration technique and
embedded generation.

Solution methodology. In [14] proposes a
population based metaheuristic optimization algorithm
called AOA inspired by the law of physics called as
Archimedes’ principle. In order to find global optimal
solutions, AOA keeps a population of solutions and
examines a huge area. Hence this work considers AOA as
optimization tool to solve capacitor allocation problem
anticipates that AOA maintains a good balance between
exploration and exploitation. Similar to other population
based algorithms, AOA begins the search procedure with
initial Solution Vectors (SVs) with random volumes,
densities, and accelerations. Also each object is set with
its arbitrary location in fluid. During the evaluation
process, AOA updates the density and volume of every
object in every iteration and based on the condition of its
collision with any other adjacent object the acceleration is
being updated. The updated new solution vectors (density,
volume, acceleration) replace the existing positions. The
mathematical model of AOA is discussed below.

Process 1. Initialize the SVs randomly using (7):

oby = BLTM 4 [mnd X (BLI;*‘X — pLin )} d=123...,(7)
where ob, is the d™ object in a SV of N objects; BL™" and
BL™ are the minimum and maximum values of the

search agent respectively; rand is the M dimensional
vector randomly generates number between 0 and 1.
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Equation (8) indicates the acceleration initialization of
d" object. Estimate the object with the best fitness value:

acy = BLE?lin + lrand x (BLZ;lax - BL;™ )J (8)
Process 2. The volume and density for each object d

for the iteration IT+1 is updated using (9). Assign x”, de”"
vo” and ac”':

deé;TJrl = deér + |rand x (degt - deér)

)
voéﬂl = voéT + |rand x (vogt - voéT)

where vo” and de” are the volume and density connected
with the best object established so far; IT is the current
iteration.

Process 3. During the commencement of process in
AOA, collision between the objects occurs and drives the
objects towards the equilibrium state after a specified
period done by a transfer operator (TO), which changes
search from exploration to exploitation as given in (10).
The value of TO increases gradually towards 1:

TO = exp{%} ,

max

(10)

where TO is transfer operator.

In the same way, density decreasing factor g also
helps AOA in achieving global to local search with
respect to time using (11):

/T4l =exp{1T_ITmax:|_{ T }’
ITmaX ITmaX

where g'""! decreases with respect to time which gives the
capability to converge in previously recognized promising
value. To achieve a good balance between the exploration
and exploitation process, appropriate control of this
variable must be confirmed.

Process 4. As already discussed, collision between
the object occurs, if the value of TO is less than or equal
to 0.5. Select a Random Material (MR) and update
object’s acceleration for iteration /7 + 1 using (12):

(11)

T+1 _ deyp +voyg X acyp
ClCd =

2
deéTH « voéTH

(12)

where de;, voy and ac,; are the density, volume, and
acceleration of object d; acygr, deyr and voyy are the
acceleration, density, and volume of MR respectively. It
is significant to state that TO is less than or equal 0.5
conforms the exploration during one third of iterations.
However, if TO value is greater than 0.5 no collision
between objects occurs and hence update the object’s
acceleration for iteration /7+1 using (13):

2T+ — deP +voP" x ac”

deéTH % voéTH

) (13)

where ac” is the acceleration of the best object.
Process 5. To calculate the percentage of change,
normalize the acceleration using (14):

IT+1 Clcér-'—1 —ACp;i

+ min

acy_por =bx +k (14)
e ACmax ~ Cpmin ,

where b and £ are the range of normalization and set to 0.9
and 0.1, respectively. The left-hand side of (14) regulates
the % step that each agent will change. The value of
acceleration is high when the object d is far away from the
global optimum, which indicates that the object will be in
the exploration phase; or else, in exploitation phase. Under

normal case, the acceleration factor starts with larger value
and moves towards the lower value with time.

Process 6. If the object d is in exploration phase, the
updation has been done using (15) and if the object d is in
exploitation phase then updation has been done using (16)

P = B rand et x g xlvyna —7 ) (19
xfi”l = xétT + F'x Py xrand x acéTj,',lor X (16)
X gx (T X Xyand ~ xéTH)

where T increases with respect to time and directly
proportional to TO and is defined as 7= P; x TO; F is the
flag to change the direction of motion. The value of F is
+1 for P is less than or equal to 0.5, otherwise —1.
The value of P is calculated as:
P =2 Xrand — P,.
Below is the pseudo code for AOA [14].

Set the population size (N), total number of iterations (Itmax)
Fix the value for P;, P,,P; and Pyas 2, 6, 2 and 0.5 as
mentioned in [13 ].

Initialize the population, random positions, densities,
acceleration and volumes using (7) and (8)

Evaluate the initial population and select the one with the best
fitness function value

Set the iteration count IT=1

while (IT < IT,,,,) do

for each search agent ‘d’ do

Update density and volume of each object using (9)

Update TO and ‘g’ using eqn. (10) and (11) respectively

if TO <0.5 then (Exploration phase)

update the acceleration using (12) and normalize acceleration
using (14)

update the position using (15)

else (Exploitation phase)

update acceleration using (13) and normalize acceleration using
(14)

update direction flag ‘F’ using (17)

update the position using (16)

end if

end for

evaluate each object and select the one with the best fitness
function value

set IT =IT+1

end while

return object with the best fitness value

end of procedure

0]

Test parameters, results and discussions. To prove
the usefulness of the proposed optimization algorithm
(AOA), in minimizing the P, with enhancement in bus
voltage and maximizing the economic benefit, 3 radial
power DSs such as modified 12-bus, IEEE 33-bus and
Portuguese 94-bus DS have been considered in this work.
The single-line diagrams of all the test systems before
optimization (BO) are shown in Fig. 1-3.

Power
Flow 1 2 3 4 5 6 7 8 9 10 11 12
R

F T T Trrrrrorid

Slack Bus
Fig. 1. Indian 11 kV, 12-bus system (BO)

For all the test cases, bus number 1 has been
considered as substation bus/slack bus whose bus voltage is
fixed as 1 p.u. The remaining buses are considered as load
buses and capacitor will be installed in any of the potential
load nodes that require compensation.
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Fig. 3. Real 94-bus Portugal test system (BO)

In this work, maximum number of nodes for capacitor
installation is limited to 3 for all the test systems. The
algorithm parameters details such as agent size and number
of iterations are selected as 800 and 100 respectively. The
variables used to calculate the net savings per annum are
power loss cost $168/kW/year and the cost data pertaining
to commercially available capacitor sizes ($/kVAr) used in
this work has been taken from [9]. Table 1 reveals the
parameter results pertaining to BO.

Modified 12-bus test system. First radial test system
is a modified 12-bus single feeder Indian DS which has 12
nodes and 11 branches. Further details of this DS can be
found in [15, 16]. However, similar to [17], the loads on
each bus are multiplied by five (both active and reactive
power). The base kV and base MVA are 11 kV and 100
MVA respectively.

Table 2 reveals the results obtained by the proposed
method under 3 load levels After Optimization (AO).
Verifying Table 1 and 2, it is obvious that the power loss has
reduced between 47.5 % and 61.5 % by injecting 86.4087 %,
93.5 % and 854276 % of the total (Op + Orosso)
respectively. The minimum bus voltage has enhanced by
5.1522 %, 11.832 % and 32.273 % respectively at bus
number 12. Considering the cost factor, the change in power
loss cost (APp,;) cost is $12561.2424, $37174.77 and
$112947.93 respectively. Thus the total economical benefit
is found to be between 47 % and 61 % compared to BO.

Table 1

Parameter details of test systems under 3 different load levels — BO

Load level|Load demand, kVA| Pross T ] Orosss K<VA |Bus voltage, p.u.|Cost of Pp e, $

Modified 12-bus DS

50 % 1087.5 +j 1012.5 | 153.0848 +j 59.2462 0.8443 (12) 25718.2464

75 % 1631.2 +j 1518.8 | 420.1375 +j 161.9583 | 0.7387 (12) 70583.1

100 % 2175+ 2025 1090.7 +j 416.8654 0.5689 (12) 183237.6

IEEE 33-bus test DS

50 % 1857.5+j 1150 48.7903 + 33.0487 0.9540 (18) 8196.7704

100 % 3715 +j 2300 211 +j143.135 0.9038 (18) 35448

160 % 5944 +j 3680 |603.4843 +j410.2165| 0.8360 (18) 101385.362

Real 94-bus Portuguese DS

50 % [2398.5+j1161.95| 79.6036 +j 110.9393 0.9299 (33) 13373.405

100 % 4797 +j2323.9 [361.67636 +j 503.7688| 0.85413 (33) 60761.63

160 % |7675.2+j3718.24 1155.5+j1595.2 0.7242 (33) 194124

Table 2
Performance of AOA — modified 12 bus system — all the 3 load levels
Parameter details 50 % load levels | 75 % load levels | 100 % load levels
P (AO), kKW 78.3155 198.8591 418.3909
P, reduction, % 48.842 52.6681 61.64
300 (4) 450 (4) 900 (5)
Capacitor nodes, kVAr 300 (7) 600 (7) 600 (8)
300 (10) 450 (10) 450 (10)

Vigins P-U 0.8878 0.8261 0.7525
Py, cost (AO), $/year 13157.004 33408.3288 70289.6712
Cost of capacitor, $/(kVAr-year) 315 359.7 410.55
Net savings, $ 12246.242 36815.0712 112537.3788
Economic benefit, % 47.61694 52.1585 61.4161

Figure 4 shows the graph of the bus voltages before
and after optimization. From Fig. 4, it is visible that
drastic fall in voltages are evidenced from bus number 1
to 5 and 7 to 9 compared to other buses both BO and AO.

Two ways of comparison (IEEE 33-bus) have been
given from Tables 3 to 5 — one based on P, reduction
and the other based on economic benefits.

IEEE 33-bus test system. The next DS is a renowned
system which has 33 nodes, 32 main branches and 5 looping
branches as shown in the Fig. 2. The details pertaining to
IEEE 33-bus can be taken from [10]. The base kV and base
MVA of this test system are 12.66 kV and 100 MVA
respectively. For this DS the comparison have been shown in
2 ways. First one based on Py, reduction alone and second
one based on P, as well as economic benefit.
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Fig. 4. Bus voltage — modified 12 bus — all load levels

From Tables 3 to 5, it is obvious that the P;,, has
reduced by around 32.1 %, 34.4 % and 36.945 % respectively
after optimal reactive power support of 77.543 %, 83.03 %

ok OO ON =

BUS NUMBER

6 7 8

and 86.174 % of the total (Op + Oposu0), at 3 optimal
nodes considering 3 load levels. The bus voltage has
enhanced by 1.4465 %, 3 % and 6.746 % respectively.
The change in the P, cost is found to be $2630.93,
$12194.112 and $37456.858 and the net annual financial
benefits are between 28 % and 36.5 %.

Tables 3-5 discuss the comparison between AOA and
other methods in the literature for 50 %, 100 % and 160 %
load levels individually [2-10]. Considering 50 % load level
and from Table 3, AOA achieves better performance
compared to [2-5] in terms of Pp, reduction and economic
benefit. Taken into consideration the cost factor, AOA
achieves more than 1 % compared to [5]. However, AOA
equals ISSA-WF. Considering 100 % load level and from

12 Table 4, AOA achieves better performance in terms of Py
reduction and net economic benefit compared to [2, 6-10].
From Table 4, it is witnessed that the difference in Py,

reduction and economic benefit are minuscule compared to
[6, 9, 10]. Finally, under 160 % load level and from Table 5,
the performance of AOA is better than [3-6].

Table 3
Performance of AOA — IEEE 33 bus — 50 % load — Py, and economic based comparison
Parameter details PBOA [2] CSA [3] Analytical [4] GWO [5] | WCA [5] | ISSA-WF [6] AOA
P (AO)/ 48.7868 / 32.0895/ 33.04/ 3242/ 3243/ 33.13/ 33.13/
P, (BO), kW 35.03134 47.0709 47 47.07 47.07 48.7903 48.7903
P, reduction, % 28.195 31.8273 29.8 31.12 31.1 32.097 32.097
. . 125 (13) 150 (12) 300 (14) 300 (5) 300 (5) 300 (6) 300 (6)
Cﬁ{’,"j:;}ﬁf);‘:: 72 (28) 100(24) 250 (30) 150 (12) | 150 (12) 150 (14) 150 (14)
162 (29) 600 (30) 170 (32) 300 (29) | 300 (29) 450 (30) 450 (30)
V i P-U 0.966 0.9678 (18) 0.9734 (18) 0.9694 (18) | 0.9687(18) | 0.9678 (18) [0.9678 (18)
P, cost (AO), $ — - — 5446.56 5448.24 5565.84 5565.84
Cost of capacitor,
$/(kV Ar-year) - - - 285 285 293.85 293.85
Net savings, $ — - - 2176.2 2174.52 2337.08 2337.08
Economic benefit, % - - - 27.52 27.49856 28.5122 28.5122
Table 4
Performance of AOA — IEEE 33 bus — 100 % load — P, and economic based comparison
Parameter details PBOA [2] CSA [7] CSA[8] | CBGA [9] |ISSA-WF[6]| MI-SOCP [10] | AOA
Pross (AO) / 135.1018 / 138.54/ 138.65/ 138.416/ 138.511/ 138.416/ 138.416 /
P, (BO), kKW 202.6774 210.99 210.99 211 211 210.987 211
P, s reduction, % 33.33 34.338 34.286 344 34.355 34.395 34.4
Capacitor size, 318 (6) 495(11) 450 (11) 450 (12) | 450 (12) 450 (12) 450 (12)
oV Ar/odes 294 (13) 500(24) 400 (24) 450 (24) | 600 (24) 450 (24) 450 (24)
709 (29) 946(30) 950 (30) 1050 (30) 1050 (30) 1050 (30) 1050 (30)
V i P-U 0.9365 (18) 0.9321 (18) | 0.9321 (13) 0.93 (18) ]0.93093 (18) - 0.9309 (18)
Py, cost (AO), $ — — — 23253.888 | 23269.9 23253.888 | 23253.888
Cost of capacitor,
$/(kV Ar-year) - - - 467.10 485.25 467.10 467.10
Net savings, $ — - - 11727.012 11692.9 11692.9 11727.012
Economic benefit, % — — — 33.0823 32.9861 32.98607 33.0823
Table 5
Performance of AOA — IEEE 33 bus — 160 % load — P, and economic based comparison
Parameter details CSA [3] Analytical [4] GWO [5] WCA [5] ISSA-WF [6] AOA
Pross (AO) / 393.2709 / 384/ 364.82/ 368.56 / 381.1067 / 380.5268 /
P, (BO), KW 575.3682 575.36 575.36 575.36 603.4843 603.4843
P, reduction, % 31.64883 33.21 36.5927 35.943 36.849 36.945
. . 550 (12) 840 (14) 1200 (5) 1050 (5) 600 (13) 600 (12)
Cﬁ{’,fgﬁf);‘:: 100 (24) 650 (30) 450 (13) 600 (12) 1050 (24) 1050 (24)
1050 (30) 520 (32) 1200 (29) 1050 (29) 1650 (30) 1650 (30)
V in> P-U 0.8528 (18) 0.9 0.8982 (18) 0.8982 (18) 0.8924 (18) 0.8921 (18)
P, cost (AO), $ - — 61289.76 61918.08 64025.926 63928.5024
Cost of capacitor,
$/(kV Ar-year) - - 521.85 610.8 689.85 689.85
Net savings, $ — — 34848.87 34131.6 36669.5844 36767
Economic benefit, % — — 36.0529 35.3108 36.16852 36.2646
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Figure 5 reveals the bus voltage profiles of IEEE 33
bus test system under three different load levels. From
Fig. 5 it is evident that bus voltage has improved well in
all the load buses.

IEEE 33 BUS SYSTEM

o
w©
S

——50% LOAD (BO)
——50% LOAD (AO)
——100% LOAD (BO)
——100% LOAD (AO)

BUS VOLTAGE PROFILE (p.u.)
o
=

Portuguese 94-bus test system. Final test system
taken for evaluation is a real 94-bus Portuguese DS which
has 94 nodes, 93 branches and 22 laterals. The base kV and
base MVA of this test system are 15 kV and 100 MVA
respectively. The line and load data for this real test system
can be viewed in [11].

From Table 6 it is observable that the P;,, has
reduced between 21 % to 34 % after reactive power
injection of above 95 % of the total (Op + Qpross40)), at 3
optimal nodes considering 3 load levels. The difference in
bus voltage enhancement is found to be between 3 % and
16.75 %. The change in power loss cost (APp,) after
reactive power compensation is $2854.488, $15871.296
and $65333.352 respectively considering 3 load levels.
Thus the net annual economic benefit is found to be
between 19 % and 33.3 %. By comparing the Pp,0)

os4r —123'-2 tg:g 5333 ] with [11], AOA achieves better performance.
0.82 _— Figure 6 shows the graph of the bus voltages before
1 4 7 10 13 16 19 22 25 28 31 33 . . .
BUS NUMBER and after compensation. From Fig. 6, it is observable that
Fig. 5. Bus voltage — IEEE 33-bus — all load levels enhancement of bus voltage is better in all the buses.
Table 6
Performance of AOA — Portugal 94-bus — all load levels — P;,,, based comparison
. AOA
Parameter details | GA [11]| PSO [11]| TLBO [11]) MTLBO [11] o505 an 0 571609, Toad levels | 160% load levels
P (AO)/ 279.1/ | 301.5/ 27898/ 269.91/ 62.613/ 268.386 / 766.611/
P, (BO), kKW 362.858 | 362.858 362.858 362.858 79.6036 362.8578 1155.5
P, reduction, % 23 16.91 23.1 25.63 21.3444 26.035 33.6555
450 (65) | 650 (58) | 800 (39) 850 (58)
Capacitor size, | 450 (73) | 450 (73) | 450 (72) | 400 (72) ‘1‘28 823 ;gg 88; 1920000((1250))
kVAr/nodes 600 (84) | 450 (84) | 500 (83) 500 (84) 450 (57) 900 (58) 1500 (57
250 (87) | 300 (90) | 300 (90) 250 (89)
Viins P-U 0.9094 | 0.9124 0.9039 0.9065 0.9584 0.9065 0.8454
P, cost (AO), $ 46888.8 | 50652 46868.64 45344.88 10518.984 45088.848 128790.648
Cost of capacitor,
SV Areycan) - - - - 302.7 578.7 670.2
Net savings, $ — — — — 2551.788 15292.596 64663.152
Economic benefit, % — - — — 19.08106 25.16818 33.31023

1 T T T T T T T T T
095F
3
=
4 oor
'S
[s]
&
w 0-85[
Q
<
=
-}
O 08 4
>
a 1 50% LOAD (BO) 5
g 2|——>50% LOAD (AO)
075 3|=——100% LOAD (BO) i
4 100% LOAD (AO)
5 160% LOAD (BO)
6|——160% LOAD (AQ)
0.7 L ! 1 1 1 1 1 1 .
10 20 30 40 50 60 70 80 90
BUS NUMBER

Fig. 6. Bus voltage — Portugal 94-bus — all load levels

Conclusions. In this paper, a new powerful swarm
intelligence algorithm has been utilized to solve the cost
based objective function which is the combination of
power loss P, cost with capacitor investment cost so as
to get more economic benefits under 3 different load
levels. The merits of adopting Archimedes optimization
algorithm for this problem have already been discussed.
The proposed method has been successfully applied to a

new modified 12-bus, standard IEEE 33-bus test system
and a real 94-bus Portuguese test systems. Following are
the key points which are worth noted:

1. No sensitivity factor based optimal node selection for
reactive power compensation has been adopted in this paper.

2. Considering modified 12-bus system, an overall P,
reduction (under 3 load levels) of around 49 % to 62 % with
economical benefit of 47.6 %, 52 % and 61.4 % have been
observed. Regarding standard IEEE 33 bus system, the
overall P, reduction is found to be between 32 % and 37 %
with economical benefit of 28.5 % to 36.246 % have been
witnessed. Finally, considering practical 94-bus test system,
the P, reduction under 3 load levels are seemed to be
between 21 % to 34 % with economical benefit of 19 % to
33.3 % are evidenced.

3. Considering the standard IEEE 33-bus system and
94-bus real Portuguese system, the performance has been
analyzed and compared to the recent methods presented in
the literature. It is obvious that the difference in Py
reduction and economic benefit achieved by the proposed
method are found to be better and significant. Hence
Archimedes optimization algorithm has been recommended
to be another strong and efficient method to solve capacitor
allocation problem in terms of Pj,, reduction, bus voltage
enrichment and economic benefit.
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