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Dynamic measurement of magnetic characteristics of switched reluctance motor

Introduction. Switched reluctance motor (SRM) is a type of electric motor featuring nonlinear magnetic characteristics. The flux
linkage or inductance profile of SRM is usually required for the purpose of high control performance, and can be normally obtained
through conventional static test by using DC or AC method when the rotor is locked. Problem. However, it is not practical to use the
conventional method of measurement when the specific apparatus for locking the rotor is unavailable. Besides, due to the magnetic
nonlinearity of SRM, the saturation effect makes it difficult to obtain the saturated magnetic characteristics, and the conventional
static AC test fails to address this problem. Novelty. In this paper, a dynamic measurement method of the magnetization curves of
SRM is proposed which allows the measurement take place while the motor is running with load. Methodology. Based on the
conventional static AC test, the proposed measurement handles the saturation problem successfully by introducing a DC offset in the
high frequency AC voltage. Phase inductance with different rotor positions and currents can be obtained by analyzing simple
equivalent circuit. Practical value. Simulation is conducted in MATLAB/Simulink environment and the results have verified that the
proposed dynamic measurement can effectively obtain the magnetic characteristics of SRM. References 16, table 1, figures 6.

Key words: magnetic characteristics, saturation, switched reluctance motor.

Bcemyn. Benmunvnuil peakmuenuti 0sueyn (BPI]) € munom enexmpoosueyna 3 HeliHitiHuMU MAeHIMHUMU xapakmepucmuxamu. TIpoghine
nomoxozuenients abo indykmuenocmi BPJ] 3azeuuail nompionuil 05 3a6e3neuenis GUCOKoi e(peKmueHOCmI YRpaeiinms i 3a36udati Mooice
Oymu OmpUMaHuil 3a OONOMO20I0 36UHAIHUX CIAMUYHUX BUNPOOYBAHb 3 BUKOPUCAHHAM NOCMITIHO20 ADO 3MIHHO20 CIPYMY, KO POWIOP
sabnoxosanuil. Ilpoonema. OOHax HeOOYITbHO GUKOPUCMOBY8AMU MPAOUYILIHULL MEMOO SUMIPIOBAHHS, KOAU GIOCYMHILl CneyianbHull
npucmpii ons 6rokyeanns pomopa. Kpim moeo, uepes macnimmy neninitinicmo BP/] epexm HacuueHHs YCKIAOHIOE OMPUMAHHS HACUYEHUX
MASHIMHUX XAPAKMEPUCUK, | 36utaline cmamuite UnpoOyeants 3MiHHUM CMpyMom He supiuiye yio npobnemy. Hoeusna. Y yiti pobomi
NPONOHYEMBCS MEMOO OUHAMINHO20 BUMIPIOBAHHS KDUBUX HAMAZHIWY8aHHs BPM, skutl 00360/151€ npoeooumu GUMIpIO8aHHs nio uac pobomu
ogueyna 3 Hasammadxicennam. Memoodonozis IIpononosanuii 6uMip, 3aCHOBAMUL HA 36UYALIHOMY CHAMUYHOMY GUNPOOYBAHHI 3MIHHUM
CMPYMOM, YCNIWHO SUDIULYE NPOONeMYy HACUYEHHS 3d PAXYHOK 66e0eHHs 3MIWjeHHs NOCMIIHO20 CHPYMY V' 6UCOKOYACMIOMHY 3MIHHY
nanpyey. Dasmna HOYKMUBHICb NPU PISHUX NONOHCEHHAX POMOpA Ma CMpPYMi6 Modxce Oymu OmpuMand WIAXOM AaHAMi3y Npocmoi
exeieanenmuoi cxemu. Ilpaxmuuna uinnicms. Mooenosanns nposoounocsi y MATLAB/Simulink, i pesymomamu niomeepounu, wo
NPONOHOBAHUM OUHAMIYHUM BUMIPIOBAHHAM MONMCTUBO eheKMUEHO ompumamu mazHimui xapakmepucmuxu BP/]. bioin. 16, Tadn. 1, puc. 6.

Kniouogi cnosa: MarHiTHi XapakTepHCTHKH, HACHYeHHS, BEHTUJIbHHI peaKTHBHUI ABUTYH.

Introduction. There is an increasing popularity of
the adoption of the switched reluctance motor (SRM) in
areas such as industrial and home applications in recent
years [1-8]. SRM is also considered as a strong
competitor in electric vehicles due to its simple structure,
high efficiency and low cost [9, 10].

However, the doubly salient structure of SRM makes
the magnetic circuit highly non-linear, i.e., the flux linkage
or inductance of SRM not only varies with rotor position but
also level of current [11]. In order to achieve high
performance control such as position sensorless control and
instantaneous torque control, magnetic characteristics of
SRM should be obtained in advance [12, 13].

There are various ways of obtaining the magnetic
characteristics of an SRM, such as performing finite
element analysis in computer simulation program, and
carrying out measurement in hardware platform. The
widely used method of inductance measurement is the
locked rotor test. By locking the rotor using a heavy
clamping device and applying a short voltage pulse in the
phase winding, and monitoring the phase voltage and
phase current waveform using oscilloscope, flux linkage
can be calculated via integration and inductance can then
be obtained [14, 15]. The static measurement method is
simple yet tedious and requires special clamping device
which might not be available. Thus, dynamic
measurement is recommended in [16], in which the
inductance profile can be measured while the motor is
running. The principle of the dynamic method resembles
that of the static method, there is no need to lock the rotor
in the former method however. An alternative method of
inductance measurement is by using static AC test

proposed in [14], the phase winding becomes a sinusoidal
circuit and the inductance can be simply estimated by
using the RMS value of phase voltage and phase current.
However, the static AC test method has two major
drawbacks, one is that the rotor still needs to be locked to
exclude the effect of the rotor position on the variation of
the inductance, another is that saturation is ignored thus
the inductance obtained is only linear inductance, while
SRM is normally working under deep saturated condition,
the nonlinear magnetic characteristics is not yet present.
In this paper, dynamic inductance measurement for
SRM is proposed. By using high-frequency and small AC
signal with a DC offset, the slope of flux linkage curve
can be obtained from the proposed method. The
utilization of the DC offset can cover the region where the
motor is even magnetically saturated. Compared with the
static measurement method where the rotor of SRM is
required to be locked by a clamp, the proposed dynamic
method can be applied when the rotor is rotating, which is
more practical when the special clamping device is not
available. Simulation results are given to prove the
effectiveness of the proposed measurement method.
Conventional static AC measurement. In static AC
measurement method, the shaft of SRM is locked by a
clamp, the rotor is thus not moving due to friction even when
current is flowing in the phase winding. By applying AC
voltage of which the amplitude is small such that the
generated current is lower than the saturated current, the
phase winding can be considered as a simple RL circuit in
which the inductance is constant. Then the inductance of the
phase winding can be obtained from voltage vs current test.

©J. Fan, Y. Lee
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The voltage equation of a phase can be written as:

u=R-i+ dv s (1
dt
where u is the phase voltage; i is the phase current; R is the
phase resistance; y/is the phase flux linkage; ¢ is the time.
Considering the aforementioned condition, (1) can
be rewritten as:
u:R-i+L'2, )
dt
where L is the unvaried phase inductance. It should be noted
that magnetic saturation is not consider in this equation.
The inductance can then be calculated as:

2
L, - U__R2 , 3)
=0 2-r-f 12

where @ is the rotor position; 6, is the rotor position where
the rotor is locked; U is the RMS value of the applied AC
voltage; I is the RMS value of the phase current; f'is the
frequency of the AC voltage.

By changing the clamped rotor position manually
and repeating the above process, the linear inductance at
different rotor position can be obtained.

However, the static AC test not only is tedious but also
requires the clamping apparatus to lock the rotor which
might not be available. Besides, the method is only capable
of obtaining the unsaturated inductance, while the saturation
is not yet present due to the nonlinearity, i.e., the inductance
is no long constant when the current goes above the
saturation point. The drawbacks of the static AC test method
hamper the wide application of this method and make it less
appealing compared with the static DC test.

Proposed dynamic AC measurement. In order to
overcome the disadvantages in the static AC test, a
dynamic AC test method is proposed in this paper. The
test setup is shown in Fig. 1. Sensors are used for sensing
phase voltage and phase current to be used in the
calculation of the magnetic characteristics. Incremental
encoder is adopted to obtain the rotor position. A DC
offset is adding to the AC voltage source to encounter the
unsolved saturated condition in the static AC test. The
adoption of DC voltage has two main functions, one is to
freely move the equilibrium point beyond saturated
current, the other is to rotate the rotor.

Uae (P YN

voltage J K

sensor

Fig. 1. Setup for magnetic characteristics measurement

Considering a short time of which the period is far
longer than the cycle of the AC voltage, and during which
the rotor barely rotates. In this condition, the rotor
position can be considered constant. Assuming the current
is reaching steady state and it will swing back and forth

around the equilibrium point 7, due to the existence of the
AC component. By observing the flux linkage vs current
curve of the particular rotor position in the vicinity of the
equilibrium point, if the variation of the current is small
enough, local linearization can be applied and the
segment of the curve can be replaced by a linear line
segment, as shown in Fig. 2.
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Fig. 2. Local linearization of flux linkage curve

The locally linearized curve can be expressed as:
v=m-i+n, 4
where m and n are the coefficients of the linear line
segment; m is the slope of the curve at the equilibrium
point, which can be written as:

m=4 (5)
di |, I
By substituting (5) into (1), the voltage equation can
be rewritten as:

u:R-i+m~i, ©)
dt

The coefficient m is also known as the dynamic
inductance. Thus, the equivalent circuit of (6) can be
constructed with a real resistor and an imaginary inductor
in series connection as shown in Fig. 3,a. In the circuit
shown in Fig. 3,a, superposition theorem is applicable.
The circuit can be divided into two sub-circuits as shown
in Fig. 3,b and Fig. 3,c, where only one voltage source is
present in each sub-circuit. The current of the equilibrium
point is determined by the DC voltage source, while the
imaginary inductance can be obtained from the sub-circuit
with the AC voltage source.

D" o
<)+ m C)u_‘“ m C

a b c
Fig. 3. a — equivalent circuit at equilibrium point; b — sub-circuit
with DC voltage source; ¢ — sub-circuit with AC voltage source

u(l(‘

The current in the AC circuit can be obtained from
performing Fast Fourier Transform (FFT) on the phase
current and the slope of the flux linkage curve can still be
calculated by (3). Once the slope is obtained for all the
current, flux linkage can be calculated by performing
integration. Then dividing the flux linkage by current can
yield the inductance. By changing the DC voltage, the
equilibrium current /,. can be adjusted. Repeating the

4
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above process at different equilibrium point, inductance
profiles can be obtained.

It should be noted that the speed of the motor should
be kept low enough to ensure that the current can reach
the desired level and the circuit can reach steady state
quickly. Thus, load torque should be properly tuned.

Simulation results and discussion. Simulation of
the proposed dynamic measurement using an outer rotor
SRM is carried out in MATLAB/Simulink environment.
The parameters of the motor are listed in Table 1.

Table 1
Parameters of the outer rotor SRM
Parameter Value
Number of phases 3
Pole combination 6/4
Stator outer radius 51 mm
Stator inner radius 20 mm
Stator yoke 15 mm
Stator pole arc 28°
Rotor outer radius 95 mm
Rotor inner radius 52 mm
Rotor yoke 15 mm
Rotor pole arc 32°
Stack length 50 mm
Turn number per pole 150

Two voltage sources in series connection supply power
to the phase winding to run the motor. The AC voltage is
kept at 1 V (magnitude) and 10 kHz, while the DC voltage is
manually changed based on the need of equilibrium point. In
order to know the magnetic characteristics under different
current conditions, a 3 A linear step length is used. The
required DC voltage u,. is given by:

lec ZR'idc, (7)
where i;.=3A,6A,...,30 A; R=2.56 Q.

In order to verify the accuracy of the proposed
dynamic measurement, finite element method (FEM) is
adopted beforehand to obtain accurate flux linkage
characteristics, and used to compare with the proposed
method in simulation. The dynamic inductance calculated
by FEM is represented by solid lines, while the one
estimated from the proposed method is denoted by stars,
as shown in Fig. 4.

dyddi, H

% dynamic ac test
—FEM

aligned position

unaligned position

- -
¥ ¥

L . I . Current, A

0 5 10 15 20 25 30 35
Fig. 4. Slope of flux linkage vs current curve at aligned and
unaligned position obtained from the proposed dynamic AC
measurement and FEM

Two typical positions, namely aligned position and
unaligned position are presented in the figure. The
characteristics at other rotor positions can also be

obtained through the same process. The magnetic
saturation point is at around 6 A. It can be found that the
results given by the proposed method are in good
agreement with that of FEM, no matter whether magnetic
circuit is unsaturated or saturated, and no matter what the
rotor position is. It should be noted that the large dynamic
inductance change found in Fig. 4 is due to the outer rotor
structure, which is uncommon in a conventional motor
with an external stator.

In Fig. 5, the waveforms of phase voltage, phase
current and rotor position are shown. The DC voltage is
chosen as 61.4 V, thus the equilibrium current is 24 A, and it
is well beyond the saturated current. The FFT result at
aligned position is shown in Fig. 6, it can be found that the
magnitude of the AC current caused by the AC voltage is
3.63 mA. By using (3), the estimated slope m of flux linkage
curve is 4.40 mH, while the result obtained from FEM is
4.42 mH, of which the difference is less than 1 %. The
simulation results show good accuracy when using the
proposed measurement in both unsaturated region and

saturated region.
100 Voltage, V
50 1
0 L L t’ S
0 0.5 1 1.5 2 25
40 Current, A
20 L
0 | | | ts
0 05 1 15 2 25
100 Rotor posmoq,
50
o ‘ [ ts
0 0.5 1 1.5 2 25
Fig. 5. Simulation waveforms when the current at equilibrium

point is 24 A
«107% Single-Sided Amplitude Spectrum of X(t)

[P1(H)l

O»L f,Hz

0 5000 10000 15000
Fig. 6. FFT result at aligned position when the current at
equilibrium point is 24 A

Conclusions. This paper proposes a dynamic
measurement method of magnetic characteristics for SRM
under both unsaturated and saturated conditions. The
conventional lock-rotor test is not practical to implement
if the specific apparatus used to lock the rotor is not
available. Besides, the saturation effect is falsely ignored
in the static AC test. The proposed method handles the
nonlinear characteristics of SRM by introducing a DC
offset in the high frequency AC voltage, and equivalent

Electrical Engineering & Electromechanics, 2023, no. 2
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circuit at equilibrium point is given by performing local
linearization. By simply changing the DC offset, the
proposed method can cover regions from magnetic
unsaturation to saturation. The superposition theorem in
electrical circuits is used to obtain the slope of flux
linkage curves. Compared with the conventional static AC
measurement, the proposed method does not require to
lock the rotor. Besides, saturation effect is properly
addressed. Simulation results show that the proposed
dynamic measurement is effective in obtaining the
magnetic characteristics of SRM.
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Slot opening displacement technique for cogging torque reduction
of axial flux brushless DC motor for electric two-wheeler application

Introduction. Reduction of cogging torque is the crucial design consideration of axial flux brushless DC (BLDC) motor, particularly
Jfor low-speed applications. Aim. The slot opening displacement technique is presented in this article to reduce cogging torque in
axial flux BLDC motors suitable for electric two-wheeler applications. Methods. Double rotor single stator configuration of axial
flux BLDC motor is the most suitable for such vehicular applications. Initially double rotor single stator 250 W, 150 rpm axial flux
BLDC motor is designed with stator slot opening in middle position and considered as reference motor for further analysis. To
evaluate the cogging torque profile of the reference motor 3D finite element modeling and analysis are performed. The design is
enhanced by dividing all stator teeth into groups and displacing the slot openings of each group in opposite direction with respect to
the adjacent group. Results. The influence of slot opening displacement on cogging torque is evaluated with finite element modeling
and analysis. As cogging torque is reduced from 1.23 N-m to 0.63 N-m, the slot opening displacement technique is found to be
effective in reducing cogging torque of axial flux BLDC motor. References 26, table 2, figures 13.

Key words: axial flux brushless DC motor, cogging torque, slot opening displacement, design improvement, finite element analysis.

Bemyn. 3menwenns 3y0uacmozo  06epmainyo20 MOMEHMY € BaAlCIUBUM (DAKMOpoM Npu NPOEKMy6aHHi Oe3uwimKosux O6USyHie
nocmitinoco cmpymy (BLLJTIC) 3 ocbosum nomokom, 0cobmueo 015 HULKOWEUOKICHUX 3acmocyeéanv. Mema. YV yiii cmammi
npeocmasieHuti Memoo 3MileHHs: Omeopy WinuHu 015 smeHueHHs 3youacmozo momenmy 6 BLLJIIIC 3 ocbogum nomoxom, npuoamHux
0N 3aCMOCYBAHHA 8 eNIeKMPUYHUX OBOKOMICHUX mpanchopmuux 3acobax. Memoou. Kougieypayis oeucyna nocmiinozo cmpymy 3
0CbOBUM NOMOKOM 3 080MA POMOPAMU MA OOHUM CIAMOPOM € HAOLIbW NIOX00AWOI0 011 MAKUX MPAHCNOPMHUX 3ac00i8. [louamkoso
cnpoexmosanuti 0éopomopruii 0suzyn BILJITIC 3 o0num cmamopom nomyaicnicmio 250 Bm, 150 06/x6 3 0cb08uM nomokom 3 omeopom
6 CIamopHoOMy Nazy 8 CepeoOHbOMY NOAOCEHHI B68ANCAEMbC eMANOHHUM OBUSYHOM OA nodanvuiozo ananizy. s oyinku npoginio
3y0uacmo20  0bepmart020 MOMeHNy emanoHHO20 O08u2yHa BUKOHYyEmbCst 3D-molentosanns ma ananiz mMemooom CKiHYeHHUX
enemenmie. Koncmpykyisi 600CKOHANEHA 3a PAXYHOK NOOLTY 6Cix 3y0i6 CIMamopa Ha 2pynu ma YCYHEHHs NA306UX OMeopie KONCHOL epynu
Y NPOMUNEHCHOMY HANPAMKY NO GIOHOWIeHHIO 00 CyCiOHboi epynu. Pesynemamu. Bnaue smiwenns omeopy nasa Ha 3y6uacmui
o0bepmarouuti MOMeHm OYiHIOEMbCA 34 OONOMO20I0 MOOENIO8AHHA A AHANIZY MEeMOOOM CKiHueHHUx enemenmis. OcKinbku 3youacmuil
obepmarouuti momenm 3merutyemocs 3 1,23 Hm 0o 0,63 H:m, memoo 3miwennss iOKpumms wiluHu UsSUSCs epexmueHum Ois
SHUdNCEHHA 3y6uacmozo 0bepmarouozo momenmy oguzyna BIITIC 3 ocbosum nomoxkom. biom. 26, Tabmn. 2, puc. 13.

Kniouosi cnosa: 6e31iTKOBUI ABUI'YH MOCTIHHOIO CTPYMY 3 OCHOBHM NOTOKOM, 3y0uacTuii 00epTaloyuii MOMEHT, 3MillleHHs

O0TBOPY 1233, YIOCKOHAJIEHHS] KOHCTPYKi, aHAJIi3 MeTOI0M CKiHUeHHHUX eJleMeHTiB.

Introduction. Permanent magnet (PM) brushless
motors are extensively used in various applications as it
has attractive features like high efficiency, compactness,
wide speed range, and fast dynamic response. The
development in high energy PM materials and
semiconductor switching devices has been the key factor
in volume applications of PM brushless motors [1, 2]. PM
brushless motors are generally categorized according to
magnetic flux path as permanent radial flux magnet
motors and permanent axial flux magnet motors [3]. The
magnetic flux sets in radial direction and exciting current
flows in axial direction in radial flux PM motors while
magnetic flux sets in axial direction and exciting current
flows in radial direction in axial flux PM motors. The
better performance of axial flux PM motors over radial
flux PM motors has attracted a lot of attention. Axial flux
PM motors offer superior performance in terms of high
efficiency, high power density, better utilization of
copper, adjustable air-gap, and flat shape [4]. Due to these
noteworthy merits axial flux PM motors are popularly
used in typical applications like electric vehicles,
elevators, robotics, servo drives, aerospace equipments,
torpedo, and etc. [5]. In torque quality sensitive
applications, torque ripple is one of the most significant
performance characteristics. Vibration and noise are
exacerbated by high torque ripple. It is important to note
that the effects of high torque ripple are more
objectionable in low speed range. Performance
enhancement with torque ripple reduction of axial flux
PM motors is highly indispensable particularly in low
speed applications like electric vehicles.

Cogging torque and commutating torque due to
distorted current and back electromotive force (EMF)
waveforms are two components of torque ripple. The
former is derived from variation of field energy due to slot
reluctance variation and the later is derived due to
harmonics in current and back EMF [6]. Cogging torque
has greater effect on vibration, noise and start up
performance. PM motors have inherent cogging torque due
to the presence of PMs and a slotted stator structure.
Because of the interaction between slot reluctance variation
and the magneto motive force of PMs, cogging torque is
inevitable. To improve the overall performance of axial
flux brushless DC (BLDC) motors, it is critical to reduce
cogging torque. Cogging torque can be lowered through
PM motor design changes, whereas commutation torque
can be reduced through control technique changes. It is
always preferable to reduce cogging torque with design
improvement since any reform in control technique will
lead to compromise in efficiency. As a result, the focus of
this research is on cogging torque reduction in axial flux
BLDC motors through design reform.

Several techniques have been introduced to reduce
cogging torque of radial flux PM motors like skewing of
stator slots, skewing of magnets, dual skewing,
displacement of pole, shaping of magnet pole, shaping
and/or notching of stator tooth, notching of magnets,
variation of pole arc, stepped slot opening shift, and etc.
[7-16]. Genetic algorithms based optimization is done by
changing the rotor design in terms of the magnet
thickness, pole span and shape of the magnets for cogging
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torque reduction of permanent magnet synchronous motor
[17]. Among them only few techniques are directly
applicable to axial flux permanent motors.
Implementation cost and manufacturability are important
factors that decide the applicability of design reforms for
cogging torque reduction of PM axial flux motors. In
radial flux PM motors, skewing the stator slot is more
practicable than in axial flux PM motors. With the twin
notched design of a radial flux surface mounted PM
motor, cogging torque is minimized by using less PM
material [18]. An effective technique for cogging torque
reduction in axial flux PM motors is magnet skewing
[19]. It is important to note that axial thrust increases
along with reduction in cogging torque due to magnet
skewing [20]. Variation of magnet pole arc reduces
cogging torque with compromise in average torque and
quality of back EMF waveform. Dual skew magnet
technique is better option for cogging torque reduction of
yoke less and segmented armature (YASA) axial flux PM
motors [21]. Slot opening variation reduced cogging
torque by 52 % of flat shape axial flux PM motor with
main dimensions of 180 mm and 27 mm [22]. PMs with a
relative displacement reduce cogging torque. As magnets
are moved from a symmetrical to an unsymmetrical
position, flux leakage increases [5]. In comparison to
sector magnets and cylindrical magnets, sinusoidally
shaped magnets perform better. With stator side
adjustments such as slot opening shape variation and
skewed slot opening, the cogging torque of an axial flux
machine can be lowered [23]. Cogging torque of axial
flux BLDC motor can be reduced with magnet notching
technique. Magnet notching results in to increased unit
cost of PM pole and reduced mechanical strength
particularly when thickness of magnet is less [24].

This work focuses on reducing the cogging torque of
axial flux brushless motor, as it is an important factor to be
considered during design. The techniques pertaining to
cogging torque reduction of radial flux PM motors are not
directly applicable to axial flux PM motors in majority.
Manufacturability and cost of implementation govern the
real applicability of these techniques. Manufacturable and
low-cost techniques are highly desirable in this context.
Skewing of rotor and/or stator is effective method for
cogging torque reduction of axial flux PM motors. However,
axial force generation and manufacturing difficulties are the
limitations of stator skewing of axial flux PM motors. In
order to preclude abovementioned limitations, this paper
proposes the slot opening displacement technique for
cogging torque reduction of axial flux BLDC motors. There
is no deterioration of back EMF waveform with
displacement of slot as center lines of slots remain
unchanged in the proposed technique. This technique is
practically implementable and does not incur any extra cost.

Cogging torque. Cogging torque is caused by
interaction of PMs and stator teeth hence it is the inherent
characteristic of PM motors. PMs are the source of
magnetic flux and stator teeth are source of reluctance
variation. Air-gap reluctance variation is periodic hence
cogging torque is also periodic in nature. Cogging torque
is present even if stator winding is unexcited hence it is
also named as no current torque. Equation (1) expresses
the cogging torque in fundamental form [25]:

1 dR
Tcog(¢pm’9r):_5¢§m a0 > M
),

where @,,, R, 6. are the air-gap flux, air-gap reluctance
and rotor angle, respectively.

Due to the periodicity cogging torque may be
represented by Fourier series. Summation of interaction of
each edge of PM with slot opening is the cogging torque.
Following equation expresses the cogging torque
produced without skewing in BLDC motors. Saturation
and magnetic leakage are assumed to be negligible:

0
Tuog = D Ty gsinlV jkar), )
k=1
where £ is the order of harmonics; N, is the number of cycles
of cogging torque in a rotor revolution. It is given by least
common multiplier of number of slots »,, and number of
poles p; a is the relative displacement between stator teeth
and rotor; Ty, is the coefficient produced due to Fast Fourier
Transform (FFT) of the profile.

Above mentioned equation (2) is applied to each
teeth obtain cogging torque. The total cogging torque is
the sum of cogging torque caused by every stator teeth.
Npyk in (2) must be integer times pole numbers p.
Expressing ratio of N,k to p as i, for an arbitrary teeth
given by, its cogging torque becomes:

0
Tvcj :znci sin pi(a+¢j)» (3)
i=1

where T, is the Fourier coefficient; ¢; is the relative
placement of the teeth j with reference teeth (teeth no. 1).

Hence, as per (3), total cogging torque can be
calculated by adding all cogging torque components of all
the N, stator teeth:

Ny o

2 . 27 .

ng :Z ZTsci smp{a+—N (]—1)}. 4)
j=1 i=l s

From (4), when p/N; is an integer number, then

irrespective of teeth number Js

. 2 . .

sin pi[a +N—”(j—l)J =sin pi . This shows that
N

individual cogging torque developed by every stator teeth

and the total cogging torque are cophasel. Hence, total

cogging torque becomes N, times the individual cogging

torque and can be expressed as

o0
Tog =Ny Ty sin pic ®)
i=1

cogging torque caused by different teeth is not in phase if
P/N; is not an integer. Then, it is difficult to simplify (4).
Formation of a group of certain number of adjacent slots
is required for solution. The groups are chosen on the
basis that the cogging torque developed by various groups
is cophasel. Therefore, the total cogging torque may be
explicitly linked with the cogging torque of individual
group directly.

Take A adjacent slots (teeth) as one group then
A = N,/p. From this, the number of groups will be #,
where n = Np/N,,. For a certain teeth j, the cogging torque
is given by (3). Equation (3) can be rewritten as

- [ 2m.
Tscg/« :szci s Pl(a‘f‘N_(] _1) : (6)
i=1

N
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The cogging torque generated by a particular group
having A teeth is the summation of the cogging torques
developed by each teeth of this group and is given by:

A o

. 27 (.

Tcogg = z ZTsci Slnlipl[a +_(] _l)j:| -

— = N
j=1 i=1 s

The simplification of (6) is as:

. pAm
i SN Ari pri
TCOgg = ZTSCi .—p;sm{pla +T —N—J . (8)
i=1 sin-—— $ s

s
As pAi/N; in (8) is an integer number the sin(pAzwi/N;)
is 0. Hence, for certain harmonic index i only the cogging
torque component will exist. Equation (8) can be
simplified to these i values as

o0
Tcogg =ZTSCl~Asinpia. )
i=1
Total cogging torque can be calculated by

multiplying the cogging torque of single group given by
(9) with number of groups (n) as:
0
Toog =1 TyiAsin picr . (10)
i=1
Axial flux BLDC motor. 3D view of double rotor
single stator axial flux motor considered in present work
is shown in Fig. 1. Motor rating of 250 W, 150 rpm
determined for electric two-wheeler application based on
application needs and system dynamics. Application

requirements include a laden vehicle weight of 150 kg,
top speed of 25 km/h and acceleration of 0-25 km/h in 9 s.

Stator
Core

Fig. 1. Axial flux BLDC motor

Axial flux dual rotor single stator BLDC motor is
designed with 48 stator slots and 16 rotor poles. Stator
core is made of siliceous material of high relative
permeability and laminated in order to reduce eddy
current losses. Stator consists back to back ring type
winding. Back-to-back ring type winding results in to
short over hang. Rotor comprises rotor core and surface
mount PMs. Rotor core is made of high relative
permeability soft iron material. High energy NdFeB grade
50 type PM material is selected to obtain high power
density and better overall performance of motor.

Design of motor is carried out based on various
design variables like magnetic and electric loadings,
current density, conductor packing factor, diametric ratio,
number of slots/pole/phase, magnet fraction, permissible
flux density in core section, and etc. Diametric ratio is

assumed to be /3 to obtain optimum power density [26].
None of the cogging torque reduction technique is applied to
the initially designed motor. Initially designed motor has slot
openings in middle of slot and all stator teeth are
symmetrically placed over the stator periphery. Initially
designed motor is considered to be the reference motor for
further analysis and performance comparison. Table 1
displays the important design parameters of reference motor.

Table 1

Design parameters of reference motor

Motor parameters Value
Outer diameter, D, 182 mm
Inner diameter, D; 104 mm
Number of slots, N, 48
Number of pole pair, p 16
Magnet length, L, 2.7 mm
Length of air-gap, L, 0.5 mm
Type of PM NdFeB, Grade 50
PM remanence, B, 12T
Core material type M19

According to the polarity of opposite PMs, a double
rotor sandwiched stator axial flux motor can be classified as
NN or NS. In a NN type motor, two opposite magnets have
the same polarity, whereas two opposite magnets have
opposite polarities in NS topology as shown in Fig. 2,a,b
respectively.

PoLb o

S

g

1 — rotor core; 2 — stator core; 3 — PM
Fig. 2. Flux path: (a) — NN topology; () — NS topology

This research work is focused on NN type axial flux
PM motor. As shown in Fig. 2,a magnetic flux emanates
from a PM, traverses the air-gap, travels through the
stator core, and closes the circuit to the opposite polarity
PM. Axial flux PM motors consist a disc type motor
stator having a roll stacked structure including teeth, slots,
and a back iron section. The tooth and the slot are formed
to be apart from each other on both sides of a spiral
wound ring-shaped laminated core along a circumference
direction and the windings are inserted into the slots.
Slots are created on spiral wound core with CNC laser
cutting machines as per design calculation.

Figure 3 shows a rotor disc with 8 poles of PM
material of the NdFeB type and Fig. 4 shows stator core
of initially designed reference motor with slot openings in
middle position and its close up view.

Electrical Engineering & Electromechanics, 2023, no. 2



Rotor Core

Spacer

Permanent
Magnets ]
Fig. 3. Rotor disc of reference motor

Slot opening
in middle

Fig. 4. Stator core of reference motor

3D modelling and simulation is required for
accurate electromagnetic analysis of axial flux BLDC
motor. 3D Finite Element Analysis (FEA) gives precise
results considering geometric details and magnetic non-
linearity. Complexity in modelling and considerable time
for simulation are limitations of 3D modelling and
simulation. Modelling and simulation is carried out with
finite element software MagNet7.1 that is commercially
available. According to the design outcome, a 3D model
is created and appropriate materials are assigned.
Tetrahedral elements are used to form the mesh, and
boundary constraints are assigned. At different rotor
position cogging torque is obtained with FEA. This
technique is repeated until the final rotor position is
obtained through incremental rotor position.

The cogging torque profile is plotted using the
results of the cogging torque at different rotor positions.
Variation of cogging torque with respect to rotor position
is periodic in nature because of symmetrical structure of
motor. Figure 5 illustrates the flow chart for the exercise
to obtain cogging torque profile.

Start

I Modelling of PM Motor ]

v

| Assign Matenial in Respective Section |

[ Meshing & Parameter Setting l

‘ Simulation & Analysis l jFveem———]
v Rotor Position
f

‘ Plot Cogging Torque Profile I

Is this
Final Rotor Position?

Fig. 5. Flow chart to obtain
cogging torque profile

It is analysed that reference axial flux BLDC motor has
2.46 N-m peak to peak cogging torque as illustrated in Fig. 6.
15 Tcogs N-m

1

05 Rotor angle,

o mech. degree

5 10 5 20 25 0
-0.5

-1

-15
Fig. 6. Cogging torque profile of initially designed motor

Slot displacement technique. Various design
strategies for cogging torque reduction of radial flux
brushless motors can be found in archival literature. This
section discusses techniques of axial flux BLDC motors’
cogging torque reduction. Undesirable axial force is
generated due to skewing of stator and/or rotor. The quality
of back EMF gets deteriorated in conventional skewing
because of decentralizing in winding function. Variation of
pole arc adversely affect quality of back EMF waveform and
average torque. Because of the interaction between air-gap
flux and air-gap reluctance variation, cogging torque is
produced in axial flux BLDC motors. By reducing air-gap
reluctance variation, cogging torque can be reduced. This
section presents modified structure based on displacement of
stator slot openings. As there is no skewing or pole arc
variation, the related demerits of those techniques are
removed. Other performance parameters of proposed
topology are in line with skewed motor. The displacement of
slot openings results in smoothing air-gap reluctance
variation. Because the slot openings are the main source of
air-gap reluctance variation, it is important to displace only
slot openings so as to obtain trapezoidal back EMF and less
cogging torque. It is important to note that only slot openings
are displaced keeping slot center lines fixed. Stator slots are
grouped and slot openings are displaced in anti-clockwise
and clockwise respectively in group as illustrated in Fig. 7,b.
Figure 7,a represents reference design.

i b

(L

_
1 — rotor core; 2 — stator core; 3 — PM

Fig. 7. (a) — reference design of slot; (b) — improved slots
with displaced openings

QEUDDD%ﬂ
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Figures 8,a,b illustrate modified stator core and its
close up view with slot openings displaced by 0.75° in anti-
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clockwise and clockwise respectively in group. It is
important to note that only slot openings have been displaced
keeping all other dimensions i.e. stator outer diameter, stator
inner diameter, slot area, slot width, slot depth, and etc. same
as initially designed reference motor.

Displaced slot
opening

i AL,
(a)

(b)
Fig. 8. (a) — improved stator core with shifted slot openings;
(b) — improved stator core with shifted slot openings

Simulation and results. The slot opening
displacement technique described in previous section is
applied to reference axial flux PM motor having design
details as per Table 1. The motor considered in present
work has total 48 stator slots and number of slots on each
side of rotor are 24. Each stator side has 8 groups of slots
having 3 slots in each group. Slot openings of one group
are displaced in clockwise direction while slot openings
of adjacent group are displaced in anti-clockwise
direction. Cogging torque developed by each group can
be determined from (10). Due to displacement of stator
slot openings in opposite direction, the cogging torque
developed by adjacent group is not co-phasal hence
combined cogging torque of two groups is reduced which
leads to reduction of overall cogging torque. Axial flux
permanent BLDC motors possess non-linear characteristic
in addition to the leakage flux, fringing, manufacturing
tolerances, and etc. Since FEA offer accurate and realistic
results considering above-mentioned typical motor
characteristics, to present effectiveness of proposed slot
opening displacement technique 3D FEA has been
performed. Cogging torque profile of reference motor and
improved motor are displayed in Fig. 9.

T o Nom 1—initial 2— Slot opening displaced
5
VA VA
1
0.5 /A& //\2\\‘\ Rotor angle,
. [/ \3‘ /// y mech. degree
- L N /1 I iR
5 0\ 10 /A5 20 \\ 25 /B0
0.5 AN AN
\ N \ N
M M S
1 \ / N/
\/ \/

_1'5 A4
Fig. 9. Comparison between cogging torque profiles

As mentioned in Table 2 the reference axial flux
BLDC motor has peak to peak cogging torque of 2.46 N-m.
while improved motor with slot opening displacement has
peak to peak cogging toque of 1.26 N-m. Peak to peak
cogging torque is reduced from 2.46 N-m to 1.26 N-m with
marginal compromise in average torque.

Table 2
Comparison of the reference and upgraded axial flux motor designs

Sr. no. Parameters Initial Upgraded d.e s1gn .Wlth
slot opening shift
1 Cogging torque, N-m | 2.46 1.26
2 Average torque, N-m | 15.85 14.65

The FFT analysis of the profile of cogging torque is
shown in Fig. 10. Cogging torque fundamental and even
order components are reduced significantly, as indicated.

M Initial design
12y Tcaga N'm K
1 OSlot opening displacement

0.8
0.6
0.4

0.2 Harmonic
order

0 = n =
1 2 3 4 5 6 7 8
Fig. 10. FFT analysis of cogging torque profile

It’s necessary to compare the back EMF waveforms of
the reference and upgraded motors [26]. Comparison of back
EMF waveforms before and after application of slot
displacement technique is depicted in Fig. 11. Back EMF
waveform is improved with slot opening displacement
technique in comparison to the initially designed reference
motor.

60 “Tcags N-m

1-——Initial
1 \
a0 /\/ %, 2-—— Slot opening displaced
2 \.
20 Y Rotor angle,
elect. degree
0 N
60 120
-20
-40
60 ¥

Fig. 11.Back EMF wave forms of reference design and
improved design

The FFT analysis of back EMF profile is shown on
Fig. 12. It is observed that fundamental component is
slightly reduced from 48 V to 45.9 V and total harmonic
distortion is reduced form 13.73 % to 12.41 %.

€0 4 Back EMF, V

50 C Slot opening displacement

W Initial design

40
30

20

10 Harmonic order
0 = .j - = o

1 2 3 4 5 6 7 8
Fig. 12. FFT analysis of back EMF waveforms

Electromagnetic field analysis is performed to evaluate
flux densities in various motor sections and to validate
reference and improved designs. Maxwell’s equations are
fundamental equations governing interaction of electric and
magnetic fields within an electrical machine.

Finite element method is used to solve this equation
for flux density calculation. Assessing the flux density in
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different motor parts is very important because it is one of
the key design variables. Iron losses and overall
performance of motor are influenced by flux density. Flux
density is assumed based on expected performance and
properties of magnetic material. If actual flux density
surpasses maximum permissible flux density of respective
material, motor operates in the region of saturation with
reduced efficiency. Opposite to that if actual flux density
is below the assumed flux density than derating of motor
and poor utilization of material is observed.

Figure 13 shows flux density distribution in improved
stator with displaced slot openings. It is examined that there
is close agreement between actual flux densities and
assumed flux densities in various sections. Analytical design
of magnetic sections is validated on account of closeness
between assumed and real flux densities.

Shaded Plot
|B| smoothed

Conclusion. Reduction of the cogging torque of
axial flux brushless DC motors designed for low speed
vehicular applications is highly desirable. This paper
presents slot opening displacement technique for cogging
torque reduction of double rotor sandwiched stator
surface permanent magnet axial flux brushless DC motor.
The motor that was initially designed is used as a
reference motor, and its electromagnetic analysis is done
using 3D finite element analysis. Slot opening
displacement is performed to 48 slot 16 pole double rotor
sandwiched stator axial flux brushless DC motor with an
objective of cogging torque reduction. It is analysed that
peak to peak cogging torque is reduced by 48.78 % with
marginal reduction in average torque. Back electromotive
force wave form of improved motor remains symmetrical.
Slot opening displacement technique is effective in
reduction of cogging torque of double rotor sandwiched
stator axial flux brushless DC motor and can be applied to
other topologies of permanent magnet motors as well.
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Tilt-fractional order proportional integral derivative control for DC motor
using particle swarm optimization

Introduction. Recently, the most desired goal in DC motor control is to achieve a good robustness and tracking dynamic of the set-
point reference speed of the feedback control system. Problem. The used model should be as general as possible and consistently
represent systems heterogeneous (which may contain electrical, mechanical, thermal, magnetic and so on). Goal. In this paper, the
robust tilt-fractional order proportional integral derivative control is proposed. The objective is to optimize the controller
parameters from solving the criterion integral time absolute error by particle swarm optimization. The control strategy is applied on
DC motor to validate the efficiency of the proposed idea. Methods. The proposed control technique is applied on DC motor where its
dynamic behavior is modeled by external disturbances and measurement noises. Novelty. The proposed control strategy, the
synthesized robust tilt-fractional order proportional integral derivative speed controller is applied on the DC motor. Their
performance and robustness are compared to those provided by a proportional integral derivative and fractional order proportional
integral derivative controllers. Results. This comparison reveals superiority of the proposed robust tilt-fractional order proportional
integral derivative speed controller over the remaining controllers in terms of robustness and tracking dynamic of the set-point
reference speed with reduced control energy. References 21, table 1, figures 14.

Key words: DC motor, speed control, fractional order proportional integral derivative, particle swarm optimization.

Bcemyn. Ocmanniv wacom HailOinbus 6axicanoio Memor KepysanHs 08USYHOM HOCHIIHO20 CIPYMY € OOCACHEHHS. 2apHOT HAOitiHOCmi ma
OUHAMINHO20 GI0Cmedicels 3a0aH0i ONOPHOI WEUOKOCMI cucmemu Kepysanus 3i 360pomuum 36 saskom. Ilpoonema. Buxopucmogyeana
MoOenb Mae Oymu KoM02a 3a2aibHIUION | HECYNepeyuIuso npeocmasiamu PisHOPIOHI cucmemu (AKI MOXCYMb MICMUMU eleKmpuyHi,
MexaHiuni, meniogi, maeximui mowjo). Mema. Y yiti cmammi npononyemocs podacmue ynpaeiins NOXioHO NPONOPYIIHO20 iHmespana
0p0606020 nopsaoKky Haxuny. Mema nonacac 6 momy, wjob Oonmumizyeamu NaApamempu KOHMpONepd WIAXOM GUPIUEHHS Kpumepiio
iHmMezpanbHOi abCOMOMHOT MUMYACOB0T NOMWIKU WIAXOM onmumizayii poro yacmunox. Cmpamezisi YNpaeniHHA 3aCMOCO8YEMbCA 00
08USYHA NOCMILIHO2O0 CMpyMy Ol nepesipku  epexmushocmi 3anpononosanoi ioei. Memoou. [Ipononosanuii memoo ynpaguinhs
3acmoco8yemvcs 00 08USYHA NOCMINIHO20 CIPYMY, OUHAMIYHA NOBEOIHKA K020 MOOETIOEMbCA 306HIUHIMU NEPEUKOOaMUu ma wymamu
sumipise. Hoeusna. [lpononosana cmpamesia ynpasniHHs, CUHME308aAHULl podACMHULL NPONOPYIIHO-IHMEZPATbHO-OUpepeHyianbHUll
pe2yIamop WeUOKoChi Haxuy Opobo6ozo NOPAOKY 3aCmOCO8YEMbCs 00 0BUYHA NOCMITiHO20 cmpyMmy. IX npodykmusHicmbs ma naditinicme
TIOPIBHIOIOMBCA 3 NOKAZHUKAMU, WO 3a0e3neuyombCs KOHMPOnepamu nponopyiiiHoi inmezpanbhoi noXionoi ma nponopyiiHoi inmezpanbHoi
noxionoi 0poboso2o nopsoky. Pesynsmamu. Lle nopienanns nokasye nepesazy 3anponoHo8an020 podacmHuo2o nponopyitiHo-inmezpanbo-
oupeperyianvroco pesyiamopa weuoKocmi Haxumy Opobo8020 NOPSAOKY HAO [HWUMU pe2yismopamu 3 noenady pobacmuocmi ma
OUHAMIMHO20 8I0CMEdICeH sl 3a0an0i ONOPHOT WEUOKOCI 3i 3MeHWeHoIo enepeicio ynpaegninns. biom. 21, tabn. 1, puc. 14.

Knrouoei crosa: NBUTYH NOCTIHOrO CTPyMy, pPeryJiOBaHHSA HIBHIKOCTi, MponopuiiiHa iHTerpajsHa moxiaHa apo6oBoro

NOPSIAKY, ONTHMI3allisl POI0 YACTHHOK.

Introduction. The growing interest in electric motors is
justified by the need for industrial variable speed processes.
This solution makes it possible to control a process or a system
with minimal expenditure of energy and raw materials.

DC motor, by its very nature, has a high torque vs.
speed characteristic, enabling it to deal with high resistive
torques and absorb sudden rises in load effortlessly; the
motor speed adapts to the load. In addition, DC motors are
an ideal way of achieving the miniaturization that is so
desirable to designers, since they offer a high efficiency as
compared with other technologies.

The most desired goal in DC motor control is to achieve
a good robustness and tracking dynamic of the set-point
reference speed of the feedback control system. To achieve
this goal, the used model should be as general as possible and
consistently represent systems heterogeneous (which may
contain electrical, mechanical, thermal, magnetic and so on),
and all proposed DC motor models unavoidably incorporate
uncertainties and external disturbances.

Controllers based on fractional order calculus are
gaining more and more interests from the control
community. This type of controllers may involve fractional
operators and/or fractional systems in their structure or
implementation. They have been introduced in the control
applications in a continuous effort to enhance the system
control quality performances and robustness.

Actually, a success among researchers is the fractional
order proportional integral derivative (FOPID) [1]. In fact,
since the development of the first control approach using the
fractional proportional integral derivative (PID) controller,
different design approaches were proposed [2-4]. On the other

hand, in recent years it is remarkable the increasing number
of studies related to the application of fractional controllers in
science and engineering areas [5, 6], more concretely a
fractional sliding mode control [7]. In literature, fractional
PID controller is frequently used to control a first order plus
dead time system [8]. But, only few design methods are
considered for second order plus dead time system [9]. The
robust control strategies have been proposed to determine the
parameters of a robust controller. The majority of them use
appropriate optimization tools to solve the weighted mixed
sensitivity problem such as: H,, control through solution of
Riccati equations and linear matrix inequality approach
[10, 11]. Among them, proposed a new robust tilt-PID
controller based upon an automatic selection of adjustable
fractional weights for permanent magnet synchronous motor
drive control, the min-max optimization algorithm to solve
the weighted-mixed sensitivity problem [12].

Goal. In this paper, DC motor is controlled by a
proposed tilt-fractional order proportional integral derivative
(T-FOPID) speed control. The parameters of the proposed
controller are optimally learned by using particle swarm
optimization (PSO), and the optimization performance target
is chosen as the integral time absolute error (ITAE). The
performance and robustness of the T-FOPID controller are
compared in time domain by the FOPID and classical PID
controllers. This comparison reveals the superiority of the
proposed T-FOPID controller over the remaining controllers
in terms of ensuring good tracking accuracy and the ability
for rejecting the internal and external influences and
minimization of the measurement noise.

© T. Amieur, D. Taibi, S. Kahla, M. Bechouat, M. Sedraoui
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The mathematical model of DC motor. Torque of a
DC motor is proportional to its armature current and current
field. The winding field of a DC motor gets excited from a
separate power supply, which is independent of its armature
current. To achieve a linear variation of torque, one current
(either field or armature) is kept constant while varying the
other and it is possible in a DC motor because its current
armature and field are independent of each other. Therefore,
DC motors can be divided into two types depending up on
how its torque is being controlled, namely armature-
controlled DC motors and field-controlled DC motors.

As the discussion about the field-controlled DC
motor is out of scope of this paper, we shall continue our
discussion with armature-controlled DC motors.

In an armature-controlled DC motor which is shown in
Fig. 1, the excitation for the winding field is kept constant and
the torque is varied by varying the supply voltage connected
to the armature. In some cases, a permanent magnet is used
instead of winding field to produce the magnetic flux which is
again independent of the armature current. Such motors are
called permanent magnet DC motors [3].

xVe
B

Fig. 1.Schematic diagram of the armature-controlled DC motor

R

A well-known linear model of DC motor for the
speed control system is shown in Fig. 2.

Tu(s)
Vo(s) 1 1(s) LN o 1 s)
¢ 4 Las + R, _’ X Js+B

ep(s)

K.
|

Fig. 2. Block diagram of armature-controlled DC motor

The transfer function relating the armature voltage
V.(s) and angular velocity Q(s) with T;(s) =0:

Q(s) _ K, 1
V,(s) LJs’+(LB+RJ)s+RB+KK,

The transfer function relating the load torque 7;(s)
and angular velocity Q(s) with V,(s) = 0:

Q(s) L,s+R,

T,(s) L,Js’+(L,B+RJ)s+RB+KK,

The nominal values of DC motor are summarized in
Table 1 [13].

)

Table 1
DC motor parameters
Motor parameters Value
Moment of inertia J, kg-m?/s> 0.0988
Viscous friction coefficient B, N-m-s/rad | 0.000587
Torque constant K,, N-m/A 0.67609
Armature resistance R,, Q 1.5
Armature inductance L, H 0.2
Voltage constant K,, V/(rad/s) 0.67609

Tilt-fractional order proportional integral derivative
(T-FOPID). The general structure of the proposed T-FOPID
controller is shown in Fig. 3.

FOPID

E(s)

+ l U(s)

[ |

1|

>E|—'
—{]

Tilt

Fig. 3. Block diagram of proposed T-FOPID controller

The transfer function of the proposed T-FOPID
controller is given by:

K(s,X)=£{+(Kp+%+Kd~s”j. 3)
SN

The tilt component has a fractional order transfer
function represented by (s '), where adjustable
parameter N is preferably chosen between 2 and 3. Here,
X=(K, N, K,, Ki, Ky, 4, )" is the design vector to be
optimized by an adequate optimization algorithm. The
search space limiting the optimal components of the
proposed T-PID controller is defined by:

K, <K <K,
2<N<K3;
<K,<K

Pmax’

>
max

Kpmin
K, <K<K

Imi
Kdmin
0<A<l;
O<pu<l.

Tuning of T-FOPID by PSO algorithm. Many
intelligence algorithms are proposed for tuning the T-FOPID
parameters. Tuning T-FOPID parameters by the optimal
algorithms such as the genetic algorithm and PSO algorithm.
However, it is slow to search the best solution [14, 15].

The PSO concept consists of changing the velocity (or
acceleration) of each particle toward its pp.,; and the g
position at each time step. Each particle tries to modify its
current position and velocity according to the distance
between its current position and py., and the distance
between its current position and g, as shown in the
following. At each step n, by using the individual best
position, p,., and global best position, g, a new velocity

for the i" particle is updated by [16]:
Vin)=wVi(n=1)+ 1 (ppess, = pi(n=1))+
+eor) (gbest,. - piln- 1)}
where w is the constriction factor; p; is the position
vector; r; and r, are the random numbers between [0; 1];
c; and ¢, are the positive constant learning rates, called
self-confidence and swarm confidence respectively.
Each of the three terms of the velocity update
equation has different roles in the PSO algorithm [17].
The first term w¥V(n) is the inertia component, which is
responsible for keeping the particle moving in the same
direction as it was originally heading. The value of the
inertial coefficient w is typically between 0.8 and 1.2, which
can either dampen the particle’s inertia or accelerate the

“

b}
max

SKdSKd 5

b
max

®)
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particle in its original direction. Generally, lower values of
the inertial coefficient speed up the convergence of the
swarm to optima, and higher values of the inertial coefficient
encourage exploration of the entire search space [18].

The second term ci7(Ppess — pi(n — 1)), called the
cognitive component, which acts as the particle’s
memory, causing it to tend to return to the regions of the
search space in which it has experienced high individual
fitness. The cognitive coefficient ¢, is usually close to 2,
and affects the size of the step that the particle takes
toward its individual best candidate solution pjeq.

The third term c75(gpess — pAn — 1)), called the social
component, causes the particle to move to the best region
that the swarm has found so far. The social coefficient ¢,
is typically close to 2, and represents the size of the step
that the particle takes toward the global best candidate
solution gy, the swarm has found up until that point.

The random values r; in the cognitive component
and r, in the social component which causes these
components to have a stochastic influence on the velocity
update. This stochastic nature causes each particle to
move in a semi-random manner heavily influenced in the
directions of the individual best solution of the particle
and global best solution of the swarm.

In order to keep the particles from moving too far
beyond the search space, we use a technique called velocity
clamping to limit the maximum velocity of each particle. For
a search space bounded by the range [pmin, Pmax), Velocity
clamping limits the velocity to the range [Vim, Vinaxls
where Viax = k(Pmax — Pmin)/2. The value represents a user-
supplied velocity clamping factor, 0.1 <k < 1.

Based on the updated velocity, each particle changes
its position as follows [19]:

pin)=pi(n=1)+¥(n). ©)

The position is confined within the range of [pmin, Pmax]-
If the position violates these limits, it is forced to its proper
values. Changing position by this way enables the i particle
to search around its local best position, py., and global best
position, gy

Pmin i Pi < Pmaxs
Pi =\ Pi if Pmin < Pi < Pmax> )
Pmax  if Pi> Pmax;

The PSO is an algorithm with population. It starts
with a random initialization of the swarm in the space of
research. With each iteration of the algorithm, each
particle is moved according to the equations of motion
which are given by (5), (6).

Objective function. As already mentioned, the
fitness function to be minimized is the ITAE performance
criterion [20, 21]. The integral of the absolute magnitude
of error (ITAE) criterion is defined as

T
ITAE = j tlefe)dr . (8)

0
The ITAE performance criterion index has the
advantages of producing smaller overshoots and
oscillations than the IAE (integral of the absolute error) or
the ISE (integral square error) performance indices. In
addition, it is the most sensitive of the three, i.e., it has the
best selectivity. The ITSE (integral time-square error)

index is somewhat less sensitive and is not comfortable
computationally. Since it is not practicable to integrate up
to infinity, the convention is to choose a value of T
sufficiently large so that e(¢) for ¢ > T is negligible.

Tuning parameters of T-FOPID by PSO algorithm.
Optimization by PSO consists of designing the optimization
goal, ie., the fitness function and then encoding the
parameters to be searched. The PSO algorithm runs until the
stop condition is satisfied. The best particle’s position gives
the optimized parameters.

The parameters of the T-FOPID controller (Fig. 4) to
be optimized has seven unknown parameters to be tuned
X=(K, N, K,, K;, Ky, 1, y)T . Hence the present problem
of controller tuning can be solved by an application of the
PSO algorithm for optimization on a seven-dimensional
solution space, each particle has a seven-dimensional
position and velocity vector.

DC Motor

1 s [ 1 )
{ ? Les+R, Js+B

¥
Ke K @
T+ Kp+ 3+ Kas
SN

T-FOPID controller

Fig. 4. Feedback T-FOPID control of DC motor

The optimization process based on the PSO is
summarized by the flowchart, depicted in Fig. 5.

Initialize 50
{Ke, N, K, Kiy K, A, 1}

3

Calculate ITAE for 50
{Ke, N, Kp, Kiy Kgy A, 1}

Is current
{Kt,N,Kp,K‘,Kd,A,u} fitness
value better then pp,,, fitness

Assign current
[Kr. N, Kp; K. Kq, /1-11}

a5 NEW Pest

[ |
¥

Assign best
{Ke. N Ky, Ki K, A, 1Y's

Doest value to Gpest

Keep previous ppes

Calculate velocity for each
{Ke, N, Kp, Ki, Ka, A, 11}

!

Update
{Ke, N, Ky, K;, Kg, A, u}

Is Fitness value <0.1 Or
iteration =15?

Fig. 5. The flowchart providing the robust T-FOPID speed
controller tuning by PSO algorithm

Simulation results and discussion. The nominal values
of DC motor are summarized in Table 1, the nominal voltage
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V,=120 V. The transfer function relating the armature voltage
V.(s) and angular velocity £Xs) with 7;(s) =0:
Qs) 0.67609
V(s)  0.01976-5 +0.14832-5+0.45798
The transfer function relating the load torque 7;(s)
and angular velocity (Xs) with V,(s) = 0:
Qs) 02-s+1.5

Ty(s)  0.01976-5% +0.14832 -5 +0.45798
The corresponding optimization problem contains

seven unknown variables. It is expressed as follows:
0<K,<3;
2<N<3;
0<K PES 50;
0<K; <50;
0<K;<5;
0<A<l,;
O<u<l.

This problem is solved by the PSO, in which the

following tuning parameters are used (Fig. 6):

e SwarmSize = 50;

e OFun = @FFtfopidfunction;
MaxIter = 15;
MinFit=0.1.
The provided optimal solution X by the PSO allows
determining the following T-FOPID, FOPID and PID
controllers [15]:

X' cx-=

0.501 30
1<T_F0P,D(s):T +16.6384 + — e +2.2729. 54004
S S
50
S0‘985

K ropip(s)=12.1348 + +2.4856-59979;

36.8206 180.2349

K pip(s)=15.3326+ +2.029-

1+180.2349- (lj

fitness value

number of iterations
s

Fig. 6. The best provided minimization using the PSO
of the fitness value

The above mentioned three controllers are connected
with the linear nominal DC model and the obtained
feedback control system is then excited by the three
exogenous inputs: mechanical speed reference,
disturbance and sensor noise signals. The load torque
input 77 = 20 N-m, applied at the starting time t =4 s. The
random signal of zero mean and Gaussian distribution
with a variance equal to 10~ with the star-time 7 = 7 s.
Therefore, Fig. 7, 11, 12, 14 compare the mechanical
speeds provided by the three PID, FOPID and T-FOPID

speed controllers. Otherwise, where their control signals
are compared in Fig. 14.

Tracking echelon signal reference speed. The
nominal reference speed of this motor is 157 rad/s (120 V
is the supply voltage).

speed, rad/s
160 : : ‘ :
"
Reference
140 PID
FOPID
T-FOPID
120
100
80|
60 -
40
20
o | ‘ . | ‘ . ‘ | ]
o 1 2 3 4 5 6 7 8 9 10
Fig. 7. The given speed with torque load and measurement noise
presence
speed. rz‘ld/s

160

155 Reference | |
PID
FOPID
T-FOPID

150 |

145 4

140 ‘ ‘ ‘ ‘ ‘ ) . ‘ L ts
0 0.2 0.4 0.6 0.8 1 12 14 16 18 2

Fig. 8. Zoom of the given speed parts of transient-state

Torque load rejection. The presence of the load
torque input 7; = 20 N-m, which is applied at the starting
time ¢ =4 s. From the Fig. 7, we conclude that the T-FOPID
controller allows tracking the reference speed with high
accuracy. Figure 8, the zoom parts given speed of transient-
state and Fig. 9, the zoom parts given speed of the presence
load torque input 7, = 20 N-m, applied at the starting time
t=4s. In Fig. 10, the zoom parts give speed of the presence
measurement noise random signal of zero mean and
Gaussian distribution with a variance equal to 10~ with the
star-time £ =7 s.

speed, rad/s

160 T T
Reference | |

155 |- .
PID

150 - FOPID
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145 |

140 L : L
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Fig. 9. Zoom of the given speed parts of torque load
speed, ra‘d/s

Reference
PID
FOPID
T-FOPID

L i L L
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Fig. 10. Zoom of the given speed parts of measurement noise

Tracking rectangular signal reference speed.
Used to excite the feedback control system. The input is
assumed by:

157 rad/s
(0} "=
712157 rad/s

0<t<2s and 6s<t<10s;
2s<t<6s.
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Fig. 11. a — the given speed for reference speed rectangular
signal by the three controllers PID, FOPID and T-FOPID;
b, ¢ — the zoom parts

Tracking sinusoidal signal reference speed. The
reference speed input is assumed to be a sinusoidal signal
based sample type. It is given with the amplitude 4 = 157,
where 100 samples per period 7= 3.14 s.

200 speed‘ rad/s s

Reference
PID

150 1
FOPID
T-FOPID

100

50

-100 [

-150 [

1, 8]

. -2000 1. 2 3 4 . 5 6 7 8 9 10
Fig. 12. Mechanical speeds given by the three controllers PID,
FOPID and T-FOPID

control signals
e =2
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400

300
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100
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-100 [

ts

Mo 2 s 4 5 6 71 8 8 0
Fig. 13. Control signals by the three PID, FOPID and T-FOPID
speed controllers

Therefore, the output signals given with T-FOPID,
FOPID and PID controllers are compared in Fig. 12,

where in their control signals are compared in Fig. 13
with reference speed input is a sinusoidal signal.
Tracking triangular signal reference speed. The
second reference speed input is assumed to be a triangular
signal with the amplitude 4 = 157 and the period =2 s.

200 spccd,‘rad/s i

Reference

150 PID
FOPID /
T-FOPID

100

50

0r

-50 [

-100

L 1 l 1 . | L s
0 1 2 3 4 5 6 7 8 9 10

Fig. 14. Mechanical speeds given by the three controllers PID,
FOPID and T-FOPID

Despite changing the speed to several forms
(rectangular signal Fig. 11, sinusoidal signal Fig. 12 and
triangular signal Fig. 14), we note that the T-FOPID
controller tracks it with high accuracy.

Conclusions. In this paper we have proposed the new
robust tilt-fractional order proportional integral derivative
controller, for the optimization of parameters in this controller
we used the particle swarm optimization algorithm. It is a
very simple and efficient algorithm which gave optimal
parameters of proposed controller, based on the integral time
absolute error criterion. The speed of a DC motor in a closed
loop with tilt-fractional order proportional integral derivative
controller. First, we subjected the dc motor to different speeds
(constant signal, rectangular signal, sinusoidal signal and
triangular signal), we noticed the ability of the proposed
controller to change the dc motor speed to follow these
speeds with high accuracy in a short time. Secondly, we
studied the efficiency of the proposed controller in rejecting
the external influences (torque load) and minimization of the
measurement noise. Finally, we compared the performance of
the proportional integral derivative and fractional order
proportional integral derivative controllers to confirm the
superiority and efficiency of the tilt-fractional order
proportional integral derivative controller in tracking
accuracy and the ability to reject the internal and external
influences. Based on these results, it can be said that the
proposed controller is very effective and reliable in
controlling the speed of the DC motor.
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Optimal performance assessment of intelligent controllers used in solar-powered electric vehicle

Introduction. Increasing vehicle numbers, coupled with their increased consumption of fossil fuels, have drawn great concern about
their detrimental environmental impacts. Alternative energy sources have been the subject of extensive research and development.
Due to its high energy density, zero emissions, and use of sustainable fuels, the battery is widely considered one of the most
promising solutions for automobile applications. A major obstacle to its commercialization is the battery's high cost and low power
density. Purpose. Implementing a control system is the primary objective of this work, which is employed to change the energy
sources in hybrid energy storage system about the load applied to the drive. Novelty. To meet the control objective, a speed
condition-based controller is designed by considering four separate math functions and is programmed based on different speed
ranges. On the other hand, the conventional/intelligent controller is also considered to develop the switching signals related to the
DC-DC converter’s output and applied the actual value. Methods. According to the proposed control strategy, the adopted speed
condition based controller is a combined conventional/intelligent controller to meet the control object. Practical value. In this work,
three different hybrid controllers adopted speed condition based controller with artificial neural network controller, adopted speed
condition based controller with fuzzy logic controller, and adopted speed condition based controller with proportional-integral
derivative controller are designed and applied separately and obtain the results at different load conditions in MATLAB/Simulink
environment. Three hybrid controller’s execution is assessed based on time-domain specifications. References 19, table 2, figures 40.
Key words: solar power, proportional-integral derivative controller, artificial neural network controller, fuzzy logic controller.

Bemyn. 36invuenns xinbkocmi mpascnopmuux 3aco6ie y NOEOHAHHI i3 30LIbUEHHAM CHONCUBAHHS HUMU BUKONHO20 NANUEA BUKTUKATIO
cepiio3Hy 3aKI0NOMAHICMb 3 NPUBOOY IX 32YOHO20 BNAUEY HA HABKOTUUIHE cepedosuuje. AnbmepramusHi ddicepena enepeii 6ynu npeomemom
iHmMeHCUBHUX 00CTIOHCEHb MA PO3POOOK. 3a6805KU BUCOKIIL WITbHOCTI eHepeii, HYTbOBUM SUKUOAM MA GUKOPUCIAHHIO eKONOIYHO YUCIUX
6UOI68 NANUBA AKYMYIIAMOP WUPOKO 6BAANCAEMBCS OOHUM i3 HAUINepCneKmuHiuux piutens o 3acmocysans y asmomobinax. OcrnoeHoio
nepeuikoooio 0isl 1020 Komepyianizayii € eucoxka eapmicme bamapei ma Huzbka numoma nomydicnicmes. Mema. Bnposaddicenns cucmemu
YIPABNiHHA, AKA GUKOPUCIMOBYEMbCA 0Nl 3MIHU Odicepell eHepeii 6 cucmemi 2iOpuUOHOi HAKONUYeHHs eHepeii 6 3anexicHocmi 6i0
HABAHMAIICEHHS, NPUKIAOEHO20 00 NPUBOIY, € 0CHOBHOI0 Memoro yici pobomu. Hosusna. [[na docsaenenns memu ynpasninis KOHmponep Ha
OCHOBI YMO8 WBUOKOCI PO3POOIEHO 3 YPAXYBAHHAM YOMUPLOX OKPEMUX MATNEMAMUYHUX YHKYIL Ma 3anpospamo8ano Ha OCHOGI PI3HUX
dianazonié wisuokocmeii. 3 iHU020 OOKY, 86ANCACMBCS, WO 36UUALHUL/IHMENEKMYATbHULL KOHMPOAED SUPOOTISAE CUSHANU NEePEMUKAHHSI,
noe’sI3ani 3 GUXIONUM CUCHATIOM Nepemsoplosaia NOCMItiHo20 CIMPYMY, ma 3acmocosye gaxmuune 3navenns. Memoou. Bionogiono oo
3anpononoeanoi  cmpamecii  ynpaguinHa — APUUHAMUL  KOHMpOAep — HA — OCHOBI  YMO8  WEUOKOCMI €  KOMOIHOBAHUM
MPAOUYITIHUM/IHMENeKNY ATIbHUM KOHMPOIEPOM OISl 3a0060JeHH s 00'ckma ynpaeninns. Ilpakmuuna yinnicme. Y yiii pobomi mpu pisnux
2IOpUOHUX KOHMPONEPU, WO BUKOPUCHIOBYIOMb KOHMPONEP HA OCHOBI YMO8 WGUOKOCMI 3 KOHMPONEPOM WIMYYHOI HelpoHHOI Mepedici,
KOHMpONep Ha OCHOBI A0ANMOBAHUX YMO8 WIBUOKOCI 3 KOHMPOIEPOM 3 HEeYimKOIO 02IKOI0 Ma KOHMPOep HA OCHOBI NPUUHAMUX YMO8
WBUOKOCI 3 NPONOPYINHO-IHMESPATbHO-OUDEPEHYIANLHUM KOHIMPONEPOM, PO3POOIEH] MA 3ACMOCO8YIOMbCS OKPEMO Md OMPUMYIOMb
pe3yrvmamu 3a pisHux ymos Haganmadxcenus y cepedosuui MATLAB/Simulink. Po6oma mpbox 2iOpuoHux KOHMponepie oyiHioemvcs 3
ypaxyeannam cheyugbikayii y vacogii oonracmi. bion. 19, Tabmn. 2, puc. 40.

Kniouogi cnosa: coHsiYHA eHepris, NponopuiiiHo-iHTerpajJbHUIl INOXIAHWI KOHTpPOJIEP, KOHTpOJep IUTY4YHOI HelpoHHOI
Mepe:Ki, KOHTpoJIep HeYiTKOl JIOTiKHU.

Introduction. Most of the greenhouse content is
produced from a conventional transportation system,
which is harmful to the entire universe. To save the
atmosphere from destructive gases released by the
Internal Combustion (IC) engine-based vehicles, battery-
based vehicles are introduced. Thereafter solar power-
based vehicles are also designed to increase the
environmentally friendly probability. Single energy
source powered electric vehicles have taken some draws
back like driving range and peak power production during
transient state conditions. Multiple sources powered
electric vehicles are again designed to drawbacks present
in single-power electric vehicles. The main problem
associated with multiple power source vehicles is the
switching of energy sources related to the dynamics of the
vehicle. In this, a different control scheme is intended to
achieve the accurate transition of energy sources.

A system is designed especially for solar power-
based electric vehicles. With the designed system,
separate space is created for vehicles for charging the
main sources [l]. The separate power system is
constructed only with solar power, which is used to share
the power from the conventional grid because the
designed conventional power system is supplying power
to general purposes like lighting, industries, and utilities.
To meet the electric vehicles, load by dismissing, the
burden on conventional power systems a solar power
system is constructed which is exclusively for electric

vehicle charging [2, 3]. A predictive controller is designed
based on various nonlinearities, which are present in
vehicles. Moreover, the designed controller is used for
changing the energy source of solar power electric
vehicles that may battery to supercapacitor vice versa [4].
The control strategy is designed with two separate
controllers for an easy-shifting of energy sources of
Hybrid Energy Storage System (HESS), battery, and Ultra
Capacitor (UC). The designed control strategy is useful
during changing energy sources precisely [5, 6]. An
adaptive supervisory management control strategy is
proposed for multiple energy sources powered by electric
vehicles and the proposed strategy is useful to share the
power between different sources present in HESS [7, 8].
Various power electronic devices are proposed to charge
the battery present in plug-in electric or hybrid vehicles,
in that some of the devices will take more time and some
will take less time for continuous ON and OFF conditions
used to control the voltage levels of converters [9, 10].
Separate fuel cell, electric and hybrid electric vehicle
architectures are presented and compared to the
drawbacks and advantages of those systems. Moreover, it
is used to select the type of vehicle for a particular
application [11].

Research focuses on the development of an echelon
battery. It is possible to use echelon-use batteries in battery
energy storage systems (BESS) in the power grid, but the
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energy management strategy should differ from that of a
traditional battery [12]. The main purpose of this system is to
provide sufficient energy to different loads and minimize the
energy deficit and the loss of power supply probability
(LPSP) [13]. For energy storage to provide multiple grid
services effectively and safely, Energy Management Systems
(EMSs) and optimization methods are essential [14]. With
five parameters, the fractional-order controller is more
flexible and robust for microgrid perturbations than the
classical Proportional-Integral derivative (PID) controller. A
new optimization technique called Krill Herd is used to
optimize the parameters of the fractional order PID controller.
Compared with other optimization methods like Particle
Swarm Optimization (PSO), this is a suitable optimization
method [15, 16]. For reducing the effects of PV power
intermittency on the stability of the electric grid, a novel
algorithm for EMS is proposed, which is combined with a
storage system. EMS controls power flow from the PV
generator to the grid based on the predetermined PV power
level in the simulation model. The PV system and energy
storage system are connected to the same DC bus [17].

Description of Photovoltaic Array (PVA). Figure 1
illustrates [18] the PVA model which is obtained from
several PVA modules. The PVA includes series R,,, shunt
Ry, and load R, resistance. In the same way, the photon 7,
the diode /y, and load I, currents are represented by their
flowing direction.

AN~

I“l e le
©

o
> R
Ra
E= 2
Fig. 1. Representation of PVA including source, diode, and load

The current from the input of the circuit is
characterized by 1,

]Ph = [Iscr +1K .(T—298)]~/I/1000 ’ (1)

where Ik is the short-circuit current of cell at 25 °C and
1000 W/m?; T is the junction temperature, K; A is the
solar irradiation, W/m?’.
The reverse saturation current of the module is given by
I = scr/[exp(q'Voc/NS'k'A'T)_l]' ()
Module saturation current is represented with /, and
is given as

3
T 9-Ego |1 1
Iy=1,|— — . 3
0 r5|:Tr:| eXp|: Bk {T, T}:l ()

The total current of the PVA module is given as

q'(va""[pvRs)
I, =Np-Iy| expi—LL P S/L_1| 4
pv P 0{ p{ Ny Ak-T “)

where L, L Voo, Voo L Rs are the reverse saturation
current, short circuit current, open circuit voltage, cell
voltage, cell current, and resistance of the circuit; & is the
Boltzmann’s constant; g is the electron charge; T, is the
nominal temperature (298.15 K); Ey is the band gap energy
of the semiconductor; N,, N, are the number of cells
connected in series and in parallel, respectively; A, B are the
ideality factors.

System model with proposed control configuration.
The main block diagram with different sources and the solar
panel is represented in Fig. 2 [5]. The major source battery is
rechargeable and gets charged from the solar panel during

the daytime. Here battery can discharge the energy to the
load during sunlight is unavailable time. The two controller’s
output signal is compared at the circuit breaker block, to
produce controlled switching pulses. The electric drive is
connected across the DC bus, which is a combination of two
DC-DC converters’ outputs. The control switches shown in
the block diagram are used to control the flow from the PVA
to the battery and unidirectional converter (UDC). Here
bidirectional converter (BDC) is used to do the two-
directional operations.

Battery discharging

-~
\ S .
€Qntr0lleh—

easurement

Circuit
Breaker

<
h Ultra

=~ \ Capacitor

Foeused Area

(2]

Motor Speed M

Fig. 2. Representation of the proposed scheme with a block diagram

Figure 3 [6] is representing the proposed model with
DC-DC converters with three switches S;, S,, and Sj.
Here switches S; and S; are used for boost operation
whereas switch S, is used to perform the buck operation.
The ON and OFF condition of the converts is always
decided by the vehicle load condition which is again
related to motor speed. The UC is associated with the
BDC side, in the same way, the battery is linked at the
UDC end. The main source always sends energy to load
except for starting and heavy load. On the other hand, UC
can send power to load during transient state conditions
and gets charged from the battery during no-load periods.

TO BDC FROM SOLAR 1 N
] i it t
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© —

Fig. 3. Circuit representation with converters and source

About controllers used in recommended method.
In this work total, four controllers were used based on the
proposed control strategy. Those are Speed condition-
based (SCB), Artificial Neural Network (ANN), Fuzzy
Logic Controller (FLC), and PID controllers. In this
section description of all controllers is given.

SCB controller is the main controller utilized in the
projected control approach. This controller design is always
related to the motor’s speed. This will develop 4-outputs Uy,
U,, U;, and U, by taking input value as speed. Depending
upon the speed ranges, the particular output of SCB is in the
active state, which again will decide the regulated signals to
the switch existing in the BDC and UDC.

ANN controller. The general architecture of the ANN
controller for obtaining the output signal is represented in
Fig. 4 [19]. Here the required output of the controller always
depends upon the delayed output and delayed inputs of the
ANN controller. Here back propagation method is adopted to
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obtain the desired output from the applied converters. The
z-inverse model is utilized here to send the signals from the
output to the input of the network.

X1

Delayed
inputs

yik+1)

Xn
Uk-np) an L —>
vy LRy
Xnp-2,
Delayed yk-1) I/' X
outputs 7

Xnp-nq

Z-1
Time delay

Fig. 4. The ANN controller diagrammatic representation

PID controller. The mathematical equation related
to the PID controller (Fig. 5) has been represented with
the below equation

e )+ el + 2] ©

dt

()=, -elt)+ k; [ ele)dt +kg dz—(;) ; (6)

where k,, k;, ky, e(t) represent the proportional, integral,
derivative gains and error value.

Kp

u() Ki praT |—0

Kd

PID CONTROLLER

Fig. 5. PID block diagram model with three gain values

Fuzzy Logic Controller (FLC). Figure 6 [9]
illustrates how FLCs are typically structured. For the
output of the fuzzy logic controller to be rectified,
separate mathematical modeling need not be performed.
The type of membership function selected depends on the
requirements of the system. Most commonly, triangular,
or trapezoidal shapes are used. Afterward, the inference
was performed using a rule base. Here, the output
variables were managed using a rule base. The fuzzy logic
controller considered each rule base to determine the
result. This FLC system measures error (E) and change in
error (CE) as inputs, which means FLC output is the

result of error and change in error.
pical FLC

FulzificationH Fuzzy inference H Defuzzification |2

|Rule basel

Actual value

Errqr calculation Converter model

Ref value
Fig. 6. General model representation of an FLC network

Main circuit with proposed technique. The main
circuit operation is divided into four modes based on a
load applied. In mode one, the total power demanded by

the motor is supplied from the UC due to a heavy load, in
mode two of operation battery, and UC combined to meet
the load requirement. During mode three, the battery only
supplies the load requirement, in the fourth mode of
operation battery can supply power to UC as well as load.
Figures 7-10 are corresponding to different modes of
operation of electric motor [15].
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Fig. 10. Mode FOUR related circuit model with BDC and UDC

Presentation of proposed control strategy technique.
Figure 11 is representing how the measured signals are
generated related to the motor’s speed in four modes of
operation.

The SCB generates the four different output pulses
as per the speed range of an electric motor as follows

1. If the N<4800 rpm then math function U; only is in
an active state and remaining all math functions are
disabled.
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2. The speed range is 4600 < N < 4800 rpm then math
functions U,, and U, are in the active state and the
remaining two-math function disabled state.

3. If speed is 4801 < N <4930 rpm then math function
Us is in the active state and remains all are disabled.

4. The N > 4931 rpm the math function Uy, is in the
active state and remain math functions are disabled.

Read all Mster purs meters
Ry Lp Ro Ly
Defl we awnth Fumctions
Lty
Chieek live speed of inotor

1

!
yd ".:::..'g:" S s J S oty /.

Fig. 11. Three converter pulse signal production of flow chart model

Figures 12-14 demonstrate the development of the
regulated pulses to the switches S;, S,, and S; and which are
obtained as per the outputs of the SCB as follows. If the
output sign of the SCB is whichever U,, or Us, or U, then the
regulated pulse is produced to the switch S;. When the
output of the SCB is only U, the regulated pulses are
developed to S,. If the output of the SCB is whichever U, or
U, then the regulated pulses are offered to S;.
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Fig. 12. Switch-1 normalized signals representation
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Fig. 13. Switch-2 normalized signals representation
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Fig. 14. Switch-3 normalized signals representation

Simulation outcomes and considerations. The
outcomes after successful simulation are presented in this
section. The SCB with ANN controller’s speed, current,
and switching signals generation plots are shown in
Figures continuously 15, 21, 27, 33 and 18, 24, 30, 36.
Similarly, SCB with PID output responses of a motor is
represented in Figures 16, 22, 28, 34 on the other hand,
Figures 19, 25, 31, 37 are indicating the switching signal
delivered to a particular switch existing in BDC and
UDC. Finally, SCB with fuzzy logic controller’s output
responses is shown in Figures 17, 23, 29 and 35 similarly.
Figures 20, 26, 32, and 38 are the switching signals
formed to BDC and UDC.

Mode-I results.
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Fig. 15. Output responses of the electric drive related to Mode-I
(SCB+ANN)
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Fig. 16. Output responses of the electric drive related to Mode-I
(SCB+PID)
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Fig. 17. Output responses of the electric drive related to Mode-I
(SCB+FLC)
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Battery parameters. Figure 39 represents the battery
parameters which include state of charge (SOC), voltage, and
current corresponding to charge and discharge. Here the
positive sign of the current shows the battery charge period
and a negative sign is corresponding to the discharge.
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Fig. 39. Different parameters of the battery

About PVA parameters. Different inputs are provided
to the solar panel to generate power at different voltage
levels. Here the main input parameter of the solar panel is
temperature and irradiance, based on the maximum power
tracking algorithm a duty cycle is generated to the DC-DC
converter of the solar panel. The provided duty cycle of the
solar panel converter is always decided on the constant
output voltage level corresponding to different input
\éariations of a solar panel.
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Fig. 40. Various parameters of the PVA module

Table 1 reveals the steady-state reaching for different
controllers during four modes of operation. Among all the
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controllers SCB with ANN, FLC, and PID, responses are not
reached the steady state under any load conditions.

Table 1
The controllers’ performance representation based on steady-
state time
Time taken by the individual controller based on
Controller the load applied, s
Mode-I | Mode-II | Mode-III Mode-1V
SCB+ANN| 0.75 0.25 0.10 Load free
SCB+FLC 0.25 0.15 0.11 Load free
SCB+PID — 0.40 0.20 Load free

Table 2 shows the 3 controller’s performance analyses.
Among all the controllers SCB+ANN provides better results
in all the aspects except maximum peak overshoot.

Table 2
Representation of three controller’s performance related to
time-domain specification

Delay | Rise | Peak | Settling | Maximum peak
Controller | . . . .

time, s [time, s|time, S| time, S overshoot, %
MFB+ANN| 0,05 0,08 0,1 0,6 12
MFB+FLC| 0,09 0,15 | 0,18 0,55 8
MFB+PID | 0,15 1,55 1,6 1,65 7

Conclusions. Three different hybrid controllers are
designed according to the proposed control approach. The
considered speed condition based controller regulated
switching signals generated by the artificial neural
network/fuzzy  logic/proportional  integral  derivative
controllers, which is used to control the output voltage level
of bidirectional converter and unidirectional converter related
to the motor’s speed. Among all the controllers used in this
paper, speed condition based controller played a vital role and
salted it as a common controller. Three hybrid controllers,
speed condition based controller with artificial neural
network, speed condition based controller with fuzzy logic,
and speed condition based controller with proportional
integral derivative are implemented individually to the main
circuit in 4-different modes corresponding to the load applied
and attain satisfactory results. Performance and comparative
analysis are done among the three-hybrid controller by
considering distinct time-domain measurements.
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The method of multi-objective parametric design of magnetic field active canceling robust
system for residential multy-story buildings closed to double-circuit overhead power lines

Aim. Development the method of multi-objective parametric design for robust system of active canceling of magnetic field based on binary
preference relations of local objective for multi-objective minimax optimization problem. Methodology. Spatial location coordinates of the
compensating winding and the current in the shielding winding were determined during the preference-based multi-objective parametric
design of systems of active canceling based on solution of the vector minimax optimization, in whith the vector objective function calculated
based on Biot-Savart's law. The solution of this vector minimax optimization problem calculated based on nonlinear Archimedes algorithm.
Components of Jacobi matrix and Hesse matrix calculated based on multi-swarm multi-agent optimization. Results. Theoretically and
experimentally confirmed the effectiveness of reducing the level of the magnetic field in residential multy-storey old building of a double-
circuit overhead power transmission lines with a barrel-type arrangement of wires by means of active shielding with two compensation
winding. Oviginality. The method of multi-objective parametric design for robust system of active canceling of magnetic field based on
binary preference relations of local objective for multi-objective minimax optimization problem is developed. Practical value. It is shown the
possibility to reduce the level of magnetic field in residential multy-storey old building closed to double-circuit overhead power transmission
lines with a barrel-type arrangement of wires by means of system of active canceling with two canceling winding to a level safe for the
population with an induction of 0.5 uT. References 52, figures 8.

Key words: double-circuit overhead power transmission line, barrel-type arrangement of wires, magnetic field, system of
active canceling, multi-objective parametric design, computer simulation, experimental research.

Mema. Pospobka memody 6azamoxpumepiaibHO20 NApaMempuyHo20 NPOEKMYBAHHS CUCMEMU AKIMUGHO20 eKPaHy8aHHs HA OCHOBI
OiHapHUX GIOHOCUH nepesazu JIOKAIbHUX Kpumepiie 6ekmopHoi minimaxcnoi onmumizayii. Memooonozin. TIpocmoposi rkoopounamu
DO3MAULYBAHHS KOMUEHCAYITIHUX OOMOMOK MAa CMPYMU 6 Yux OOMOMKAX USHAYANU NIO YaAC 6a2amOKPUMepIanbHO20 NApamMempuiHo2o
NPOEKMYBAHHA CUCEMU AKMUBHO20 eKPAMYBAHHA HA OCHOGI DIHAPHUX GIOHOCUH Nepeazu 6eKMOPHOI MIHIMAKCHOI onmumizayii, 6 AKill
6EKMOPHA YiNbosa GyHKyis pospaxoeana Ha ochosi 3axona bio-Casapa. Piwenns yiei 3a0auu 6exmophoi MiHiMakchoi onmumizayii
PO3paxoeano Ha ocHO8i HeniHiliHo2o areopummy Apximeoa. Enemenmu mampuys Axobi ma I'ecce pospaxoeano na ochosi 6azamopotinoi
bazamoazenmnoi onmumizayii. Pezynemamu. Teopemuuno ma excnepumeHmanbHo niomeepodlceHa epeKmueHiCb 3HUIICEHHS PI6HS
MACHIMHO20 NOIA 8 JCUMINOBUX OALAMONOBEPX0BUX NPUMILEHHAX CMAapoi 3a0y008U 0BONAHYIO2068UX NOGIMPAHUX NiHill eneKkmponepeoayi 3
00UKONOOIOHUM ~ PO3MAULYBAHHAM NPOBOOIE 3 OONOMO20I0 AKMUBHO2O0 eKPAMYBAHHS 3 O0B0MA KOMNEHCAYIUHUMU OOMOMKAMU.
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Introduction. According to the experts of the World
Health Organization [1] and European Parliament [2],
electromagnetic pollution of the environment at the end of
the 20th century reached a level typical of pollution by
harmful chemical substances. Therefore, the reduction of
the techno genic electromagnetic field in the residential
and natural environment has now become one of the
primary global environmental problems that determine the
quality and life expectancy of people, the preservation
and reproduction of biotic and landscape diversity.

High-voltage power lines are one of the most
dangerous sources of electromagnetic fields for people. They
create in the surrounding space an intense magnetic field of
power frequency, which covers large populated areas.
Experts of the World Health Organization [1], European
Parliament [2] and Global Cancer Statistics: GLOBOCAN
[3] discovered the carcinogenic properties of the magnetic
field of power lines with its weak but long-term effect on
people, which poses a threat to the health of hundreds of
thousands of people living near power lines.

Therefore, over the past 15 years, sanitary standards
constantly strengthened around the world from the maximum
permissible level of magnetic field (MF) induction of power
frequency and intensive research is being conducted to
develop methods for normalizing the magnetic field [4-23].

In Ukraine, near one-story residential old buildings a
single-circuit power lines with a triangular arrangement of
wires most often pass, and near multi-storey residential
old buildings double-circuit power lines with an
arrangement of barrel-type wires most often pass [4-7].
As an example, such a line is shown in Fig. 1.

Fig. 1. Multi-storey residential old building closed to double-
circuit power lines with an arrangement of barrel-type wires

System of active canceling (SAC) is an automatic
control system that includes a control object — plant,
amplifiers, measuring devices and the automatic control
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device itself. The system of active canceling is designed to
cancelate for the induction of the initial magnetic field, i.e.
the system of active canceling is designed to maintain the
level of induction of the resulting magnetic field at a zero
level. Consequently, according to the International
Federation Automatic Control (IFAC) terminology [24, 25],
according to the algorithm of the functioning of the system
of active canceling, it is a stabilization system, and the initial
magnetic field is a disturbing influence.

According to the IFAC terminology [24, 25], the
control algorithm is a system with two degrees of freedom
[26-29]. To implement the open-loop control algorithm,
the SAC uses magnetic field sensors located outside the
canceling zone. With the help of these sensors, the
induction of the initial magnetic field is actually cut off
and the open-loop control algorithm for the disturbing
effect is implemented in the SAC.

To form currents in canceling windings according to the
closed-loop control algorithm, the SAC uses magnetic field
sensors located at points in the canceling space. Moreover,
during the design of the SAC, it is necessary to determine not
only the structures and parameters of the regulator of such a
system with two degrees of freedom, but also to determine
the number, as well as the spatial arrangement and spatial
orientation of these magnetic field sensors.

Unlike the design of classical automatic control
system, when the actuators are given [30-33], the main
task of the SAC design is also to determine the number, as
well as the spatial location and spatial orientation of
canceling windings, with the help of which a canceling
magnetic field is generated. These windings are
essentially magnetic actuators of the SAC. At the same
time, during the design of the SAC, it is also necessary to
determine the number of ampere-turns in the canceling
windings, which, along with the geometric opening of
these windings, will make it possible to determine the
parameters of the SAC power amplifiers [17-23].

A feature of the design of the SAC, in contrast to the
design of classical automatic control system, is the need
to implement a given algorithm of operation in stabilizing
the resulting magnetic field at a zero level of induction
not at one point in the canceling space, but at a plurality
of points in the canceling space. Therefore, even with one
cancelate winding, the output of such a single-circuit
system of active canceling is the magnetic field induction
vector at the considered points of the canceling space. In
general, this vector is infinite—dimensional, since the
canceling space under consideration contains an infinite
number of points.

Therefore, the problem of system design is a multi-
criteria optimization problem.The parameters of the initial
magnetic field model are known inaccurately and change
in time, and, therefore, the designed system must be
robust. Therefore, the problem of designing such a robust
system is a multi-criteria minimax optimization problem.
In addition when designing sush system it is presence of
conflict situations. Minimization of the level of induction
at one point in space leads to an increase the level of
induction at another point in space due to undercanceling
or overcanceling of the initial magnetic field.

The purpose of this work is development the
method of multi-objective parametric design for robust

system of active canceling of magnetic field based on
binary preference relations of local objective for multi-
objective minimax optimization problem.

Statement of the problem of multi-objective
parametric design of system of active canceling.
Consider the design of robust SAC of magnetic field. Let
us first consider the mathematical model of the induction
of the initial magnetic field. Note that the effectiveness of
the compensation of the initial magnetic field is
determined by the ratio of the effective values of the
inductions of the initial and resulting magnetic field.
However, the SAC as a classical automatic control system
is a dynamic system and operates in real time [18].
Therefore, for the synthesis of the SAC, a mathematical
model of the instantaneous value of the induction vector
of the initial magnetic field is required.

Let’s set the instantaneous values of the currents /(¢)
in the wires of the power transmission line. Then, the
instantaneous value of the elementary induction vector
dB(P;, t) of the initial MF at the considered point of the
space point P; at the time ¢ calculated based on Biot—
Savart law [4, 5]

Hol(t) dL; x R;

dB(Pi’t): Ar |Ri|3 ’

1)
where R; is the vector from the differential current
element generic field in point P;, dL; is the elementary
length vector of the current element, g4 is the vacuum
magnetic permeability. Based on (1) one can calculate
instantaneous value of the initial magnetic field induction
vector Bp(P;, f) at time ¢ at points P; generated by all wires
of all transmission lines.

Let us introduce the vector X of the desired
parameters of the SAC, the components of which are
number and geometrical parameters and coordinates of
compensating windings, the number of ampere-turns and
the phase shift of the open-loop control current of each
compensating winding, gain coefficients of closed current
regulators of each compensating winding, number and
location coordinates and spatial orientation angles of
magnetic field sensors.

Let us introduce the vector 6 of the parameters of the
uncertainty of the control object of the SAC, the components
of which are the parameters of the uncertainty of the
mathematical model of the initial magnetic field and
canceling windings [34-38].

Then for the specified values of the vectors X of the
desired parameters of the SAC and the vector J of the
parameters of the uncertainty of the control object of the
SAC, the instantaneous value of the induction vector
By(X, 6, P, f) magnetic field can be calculated, generated
by all canceling windings at the considered point P; in
space at the time ¢ by integrating the instantaneous value
of the differential of the elementary induction vector of
the magnetic field generated by the elementary sections of
all compensating windings.

Then the vector Br(X, o, P;, t) of the instantaneous
value of the induction of the resulting magnetic field can be
calculated as the sum of the vector Bp(P, f) of the
instantaneous value of the induction of the initial agnetic
field generated by the transmission line and the vector
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By(X, o, P, f) of the instantaneous value of the magnetic
field induction generated by the all compensation windings

Br(X,8,P,t) = Bp(P,t)+ By (X,5,P.1). )

Based on the vector Br(X, o6, P, f) of the
instantaneous value of the induction of the resulting
magnetic field, integrating over time over the interval of
the period of change in the induction of the magnetic
field, the effective value of the induction Br(X, o6, P;) of
the resulting magnetic field at the considered point P; in
the screening space can be calculated. Then the design
problem of system of active canceling can be formulated
as the following minimax optimization problem

Br(X",5%) = minmax max Br(X,5,P;). (3)
X o P

As a result of solving this minimax optimization
problem, it is necessary to find the minimum over the
vector X, the maximum over the vector & from the
maximum value of the induction vector over the entire set
of considered points P; in the screening space. Note that
in this minimax optimization problem, the desired vectors
X and ¢ are the vectors of real values, the points P; of the
screening space under consideration are integer variables.

Although this minimax problem 1is a scalar
optimization problem, the difficulties in solving this
problem are primarily due to the fact that among the
optimized variables there are both integer and real
variables. To simplify the solution of this original scalar
optimization problem, we reduce it to the solution of the
vector optimization problem

Br(X™,5%) = minmax By (X,0). 4)
X s

In this problem, a vector objective function is
introduced

BR(X.,8)=(BR(X.5.R)). 5).

The components Br(X, o, P;) of which are the
effective values of the induction of the resulting magnetic
field at all considered points of the screening space.
Despite the fact that the original minimax scalar
optimization problem of (3) is reduced to solving the
minimax vector optimization problem (4), the solution of
this vector optimization problem is simpler, since its
variables are real numbers.

In this minimax optimization problem it is necessary
to find the minimum of the vector objective function by
the vector X, but the maximum of the same vector
objective function by the vector &.

The method for solving a minimax vector
optimization problem based on binary preference
relations. If only one vector objective function is given,
then the solution of the problem is the set of
unimprovable solutions — the Pareto set of optimal
solutions [39, 40]. From the point of view of practical
application, such a statement of the optimization problem
is an ill-posed problem, since the solution in the form of a
Pareto optimal set of unimprovable solutions is devoid of
engineering sense [41-43].

A feature of solving the design problem of the
system of active canceling is the presence of conflict
situations. An attempt to minimize the level of disease in

one space while indicating the level of disease in other
points in space using a canceling windings system.

The simplest approach to solving a vector
optimization problem is to reduce a vector optimization
problem to a scalar optimization problem by folding the
vector criterion into a scalar criterion using the accepted
trade-off scheme.

To comply with sanitary standards, it is necessary
that the level of induction at all points of the considered
shielding space does not exceed the maximum allowable
level specified by sanitary standards, which makes it
possible to normalize individual criteria of the vector
criterion [42, 43]. Therefore, we normalize the real values
Br(X, 6, P;) of the induction of the resulting magnetic field
at a point P; relative to the maximum allowable level B,
of induction, specified in sanitary standards as follows

By (X,6,5)= B(X,8,P;)/ By -

In this case, the normalized particular criteria
BpX, O, P;) are in the range 0<BppMX, o, P)<I.
Approximation of the normalized value i a particular
criterion for one corresponds to a tense situation. If the
value of the normalized value of the particular criterion
approaches zero, then this corresponds to a calm situation.

To solve this minimax multicriteria optimization
problem, the simplest nonlinear trade-off scheme is used,
in which the original multicriteria problem was reduced to
two one-criterion problems

J

X :argminZai[l—BRN(X,é,PI)]_l;

e (©)

5 = argmaxZai [1 - BRN(X,5,P])]_1,

i=1

where ¢; is the weighting coefficients characterizing the
importance of particular criteria and determining the
preference for certain criteria by the decision-maker.
Naturally, such a formalization of the solution of the
multicriteria optimization problem by reducing it to a
single-criterion problem allows one to reasonably choose
one single point from the area of compromises — the
Pareto area. However, this «single» point can be further
tested in order to further improve the trade-off scheme
from the point of view of the decision-maker.

Note that such a nonlinear trade-off scheme (6)
actually corresponds to the method of penalty functions
with an interior point, since when approaching i criterion
Brv(X, O, P;) to one, i.e. in a tense situation, scalar
optimization is actually performed only according to this
tense particular criterion, and the remaining criteria with a
calm situation are practically not taken into account
during optimization. However, at the beginning of
optimization, it is necessary to make sure that all
particular criteria are in the admissible regions, i.e., that
the conditions 0<Bxp(X, 6, P;)<1 for all normalized partial
criteria. Otherwise, particular criteria for which these
conditions are not met are translated into direct restrictions.

This non-linear trade-off scheme allows criteria to be
selected according to the intensity of the situation. If any
criterion is close to its limiting value, then its normalized
value approaches unity. Then this nonlinear compromise
scheme, in fact, using a scalar criterion, reduces the
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problem of minimizing the sum of criteria to minimizing
this criterion alone, according to which there is a tense
situation. If, according to other criteria, the situation is calm
and their relative values are far from unity, then such a
nonlinear trade-off scheme acts similarly to a simple linear
trade-off scheme. Thus, with the help of this nonlinear
compromise scheme, in fact, the tension of the situation
according to individual criteria is a priori introduced into
the scalar criterion. It can be shown that this nonlinear
trade-off scheme satisfies the Pareto optimality condition,
i.e. using this scheme, it is possible to determine a point
from the region of unimprovable solutions.

The considered nonlinear trade-off scheme corresponds
to the method of penalty functions with an interior point. This
assumes that the starting point is valid. When synthesizing
dynamical systems, there is usually a situation where the
starting point is invalid. Moreover, as a result of multicriteria
synthesis, some local criteria may not be met at all.

However, in fact, such an approach replaces one
problem of an infinite set of Pareto optimal solutions with
another, as a rule, even more difficult problem of an
infinite set of optimal solutions for an infinite set of trade-
off schemes of pleasant folding of a vector criterion into a
scalar one. At the same time, both the original vector
optimization problem is ill-posed, and the problem of
determining the compromise scheme is also all-posed.

To correctly determine one single solution from the
set of Pareto nonimprovable optimal solutions, it is
necessary to supplement the initial formulation of the
vector optimization problem in the form of a vector
objective function with some additional conditions.

When calculating the both solutions (6) constraints
on the geometric dimensions and coordinates of the
spatial arrangement of the compensating windings ,
constraints on currents in the windings X, as well as
constraints on the vector 6 of the uncertainty parameters
of the models and magnetic field active cancelling system
in the form of vector constraints

Gg(X.5)<Gg . (7)

Taking into account restrictions on the required
variables and values of the components of the vector
objective function usually leads to some narrowing of the
initial set of Pareto optimal solutions, however, as a rule,
the set is the solution to such a problem.

However, in order to narrow this set to one point, in
addition to the original vector objective function and
restrictions, additional conditions for preferring individual
solutions from the set of non-improvable Pareto optimal
solutions are required. One of the correct approaches to
solving the problem of vector optimization is the use of
binary preference relations, which allow choosing the
most preferable one from two unimprovable solutions.

To select one single solution from the Pareto optimal
solutions, use binary preference relations.

A feature of the considered problem of the design of
the system of active canceling is the possibility of setting
such binary preference relations.

Of the two solutions presented for comparison of their
Pareto optimal solutions, the more preferable solution is the
one for which the maximum value of induction, chosen
from the set of all considered points in the screening space,

has the smallest value. The use of such a binary preference
relation makes it possible to correctly choose from the
entire Pareto set of unimprovable solutions such a solution
that provides the minimum value of the maximum value of
the induction on the entire set of considered points in the
screening space.

To narrow these sets, we use binary preference
relations in the form

maxmaxBR(E,X;,§;)< maxmaxB(P,-,...XZ,é,f). ®)
i=llm o i=lm o

Based on these relationships and (8), the Xj* and é;*
solutions are more preferable than the X, and &
solutions.

Consistent application of binary preference relations
in solving a vector optimization problem allows one to
correctly choose from the entire set of non-Pareto-
improvable optimal solutions one — the only solution that
is the most preferable from the entire set from the point of
view of binary preference relations.

The Archimedes optimization algorithm for
solving a minimax vector optimization problem. The
feature of the considered problem of minimax vector
optimization problem (5) is that calculation of the values
of vector objective function, even for one value of the
desired parameters, requires significant computational
resources. First, to calculate the instantaneous values of
the induction vectors of the resulting magnetic field at the
considered points of the shielding space, it is necessary to
integrate the expressions of the Biot—Savart law over the
lengths of all wires of the power transmission line and
compensating windings. Then, to calculate the effective
values of the induction vectors at the considered points of
the screening space, it is necessary to integrate the
calculated instantaneous values of the induction vectors of
the resulting magnetic in time over the interval of the
magnetic field oscillation period.

Another feature of the considered problem of
minimax vector optimization problem (5) is the presence
of several local minima, due to the formation of the
induction of the resulting magnetic field with the help of
several wires of power transmission lines — three, six,
nine, twelve, etc.; and several wires of compensation
windings — one, two, three, six, twelve, twenty-four, etc.
Moreover, these local extrema have very steep surfaces,
which causes zigzag motions of getting stuck when
searching for an extremum using first-order methods.
Therefore, to find a globally optimal solution from a set
of local criteria, it is necessary to apply special
algorithms. Therefore, in order to find the optimal
solution to this problem, it is necessary to carefully
choose an algorithm that allows minimizing the number
of calculations of the vector objective function.

Currently, the most widely used are multi-agent
stochastic optimization methods that use only the speed of
particles. To find the solution of minimax vector
optimization problem (5) from Pareto-optimal decisions
[39, 40] taking into account the preference relations, we
used special nonlinear algorithms of stochastic multi-
agent optimization [44, 45]. To calculate the components
X;(t) optimal values of the vector X of the desired
parameters using the following steps
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X+ =X;@0)+V;(t+1),
Vi (t+1) =W Wy (0+ Cy R (0.
*H(By ()= Eyy ) [E (0= 9)
X;0) |+ Co Ry J(OH(By (1) -
~ By 0 - X, 0)

where X;(f) and V() are the posmon and velocity of i
particle of j swarm; Y;(#) and Y — the best-local and
global positions of the i partlcle found respectively by
only one i particle and all the particles of j swarm;
random numbers R;(?), E;(f) and constants C;, P;, W, are
tuning parameters; H is the Heaviside function.

To calculate the optimal values of the vector Jusing
the similarly steps.

In fact, these algorithms are a first-order random search
algorithm, since only the particle velocity is used in the
search — the first-order derivative of the scalar objective
function or the gradient of the vector objective function.
When finding derivatives in deterministic search methods,
this algorithm is usually referred to as gradient descent and
the matrix of first derivatives is called as Jacobian.

In random search, the motion of the particle is
carried out in the direction of the maximum growth of the
component of the objective function, found in the process
of random search. In general, this direction serves as an
estimate of the direction of the gradient in a random
search. Naturally, such an increment of the objective
function serves as an analogue of the first derivative — the
rate of change of the objective function.

First-order methods have good convergence in the
region far from the local optimum, when the first
derivative has significant values. The main disadvantage
of first-order search methods, which use only the first
derivative — the speed of particles, is their low efficiency
of the search and the possibility of getting stuck in the
search near the local minimum, where the value of the
rate of change of the objective function tends to zero. At
the same time, in the region of the local optimum, the
second derivative, the acceleration of the movement of
particles, on the contrary, has a large value and its use
allows, theoretically, in one step, to get to the point of the
local optimum without the occurrence of zigzag jamming
movements when using the first-order search [39, 40].

Note that with deterministic search methods, along
with first-order algorithms, second-order algorithms are also
widely used. These are the algorithms in particular, the
algorithms of Newton, Newton—Gaus, Newton—Raphson.

The update rule X(z+1) in the Newton—Raphson
algorithm is as follows

5 1
X@+D:X@>(9£z2£@(q -
6X

 OBR(X,0)
ox

-1
wﬂkwﬂﬁﬁﬂzng
65

o OBRr(X,0)
00

®);
(10)

(0,

where the Hessians elements are denoted as

[a BR(X 9, )J [6ZBR(X,5) (t)]
852

ax?
and the Jacobians are denoted as
OBpr(X,6 OBp(X,6
R(X.0) ) BRX.D)
oX 00

of vector objective function B(X, o), respectively, for the
desired vectors X and ¢.

The solution of equation (10) requires an explicit
inversion of the Hesse matrix. This process can be
computationally intensive.

To date, the most widely used algorithms are
Levenberg—Maquard [40]. The idea of these methods is to
replace the Hesse matrix with some matrix, which is
iteratively calculated.

The Jacobian components are the first derivatives of
the vector objective function — gradient vectors, the
components of which are the velocity of the corresponding
components of the vector objective function with respect to
the corresponding variables. The Hessian components are the
second derivatives of the vector objective function, the
components of which are the accelerations of the
corresponding components of the vector objective function
with respect to the corresponding variables.

The Hessian components A4;(#) — accelerations of i
particle of j swarm calculated similarly (9) using the
following expressions

Ayt +1) =Wy A1)+ C3 1Ry (1) % ..
x H(Py (1) Bz (0)[Z ()
V(O Ca Ry j(OH (P () ..
By 2070

where A,J(t) the accelerations of i particle of j swarm; Z;(f)
and Z are the best—local and global velocity of the i
partlcle found respectively by only one i particle and all
the particles of j swarm. Similarly (9) random numbers
Rj(), Eft) and constants Cy(¥), Py(t), W, are tuning
parameters, H is the Heaviside function.

To calculate the optimal values of the vector Jusing
the similarly steps (11).

The advantage of second-order algorithms is the
ability to determine not only the direction of movement,
but also the size of the movement step to the optimum, so
that with a quadratic approximation of the objective
function, the optimum is found in one iteration. When
solving real non-linear programming problems, the use of
second-order methods can significantly reduce the
number of iterations to find the optimum. In particular,
this is how the sequential quadratic programming or
successive quadratic programming method works.

The price for this is more complex calculations that
must be performed first to calculate the matrix of second
derivatives — the Hessian matrix, and then to determine the
direction of movement and the size of the step towards the
optimum. Therefore, despite the decrease in the number of
iterations, the total time to find the optimum using second-
order algorithms may differ slightly from first-order methods.

To take these constraints (7) into account when
searching for solutions, we used special particle swarm
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optimization method for constrained optimization problems
[44-49]. To take these binary preference relations (8) into
account when searching for solutions, we used special
evolutionary algorithms for multiobjective optimizations
[50-52].

The use of the Archimedes algorithm for calculating
minimax vector optimization problem (5) solutions with
vector constraints (7) and binary preference relations (8) it
possible to significantly reduce the calculating time [39, 40].

Multi-objective parametric design of system of
active canceling. Based on the developed method the
parametric design of two-loops systems of active
canceling of the magnetic field generated by 110 kV two-
circuits overhead power lines with a «Barrel» type
arrangement of wires in mujty-storey old building has
been performed. As result of parametric design, the
coordinates of the location of two canceling windings was
calculated, as well as the currents and phases in two
canceling windings.

In Fig. 2 are shown two-circuit power transmission
line with the arrangement of wires of the «Barrel» type,
two canceling windings and mujty-storey old building.
Arrangement of active elements

i Bty Sh LRl SRR s PSS Tegesssassegecee.

5 0
5 1ox,m 15 20 2

Fig. 2. Two-circuit power transmission line with the
arrangement of wires of the «Barrel» type and two canceling
windings

The system of active canceling contains two
canceling windings. On Fig. 3 are shown the dependences
of the calculated induction of the initial and resulting
magnetic field.
|B|, uT Field before (1) and after (2) compensation, on level Z=11 m
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Fig. 3. Dependencies of the calculated induction of the initial
and resulting magnetic field

The initial magnetic field induction is in the range
from 5.75 puT to 1.8 pT. The resulting magnetic field
induction does not exceed 0.2 uT in the entire range under
consideration. The canceling factor more than 20 units.

The design of model of system of active canceling.
To conduct experimental studies, a model of a two-circuit
power transmission line with the arrangement of wires of
the «Barrel» type in scale 7.5 was developed. On Fig. 4 is
shown a photo of this model.

Fig. 4. Model of a two-circuit power transmission line with the
arrangement of wires of the «Barrel» type

For this model, the system of active canceling was
design. On Fig. 5 are shown a photo of the both canceling

windings of the model of system of active canceling.
— /

Fig. 5. Model of both canceling widings

Consider now spatiotemporal characteristic system of
active canceling. In Fig. 6,0 shows the spatiotemporal
characteristic of the initial magnetic field, the resulting
magnetic field and the spatiotemporal characteristic of the
magnetic field generated only by both canceling windings.

As can be seen from Fig. 6,a, the spatiotemporal
characteristic of the initial magnetic field and the
magnetic field generated by two canceling windings
practically coincide, and the spatiotemporal characteristic
of the resulting magnetic field occupies a rather small
area compared to the area of the spatiotemporal
characteristic of the initial magnetic field, which causes a
rather high value of the canceling factor — about ten units.

Let us now consider spatiotemporal characteristic of
magnetic field when only single first canceling winding is
in operation.
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Fig. 6. The spatiotemporal characteristics of the initial magnetic
field (1), the magnetic field generated only by compensation
windings (2) and the resulting magnetic field (3)

Figures 6,b and Fig. 6,c show the spatiotemporal
characteristic during the operation of only one first and
only single second canceling windings. Note that when
only one first or only one second canceling windings is
working, there is a clear overcompensation of the initial
magnetic field. At the same time, the efficiency of
canceling of the initial magnetic field when only one first
winding is operating is only 1.1 units, and when only one
second winding is operating, the induction of the resulting
magnetic field generally exceeds the induction of the
original magnetic field by 1.5 times, so that the canceling
factor ramen is less than unity and is 0.66 units.

The adjustment of model of system of active
canceling. In the course of adjustment of model of system of
active canceling it is necessary to experimentally determine
the values of two phase shifts and two amplitudes of currents

of open regulators and two gain factors of closed current
regulators of both canceling windings.

First we consider spatiotemporal characteristic the
resulting magnetic field generated by the power
transmission line and only the first canceling winding.
First, the magnitude of the phase shift and the amplitude of
the current of the open-loop controller of the first winding
were experimentally adjusting so that the spatiotemporal
characteristic of the resulting magnetic field was parallel to
the spatiotemporal characteristic generated only by the
second winding, which is shown in Fig. 6,c. Such
adjustment is necessary so that when the second winding is
connected, it is possible to effectively compensate for the
resulting magnetic field during the operation of the power
transmission line and only the first winding.

On Fig. 7,a is shown the spatiotemporal characteristic
of the resulting magnetic field during the operation of the
power transmission line and only the first winding as a result
of adjusting the open current regulators of the first winding.

a
CHT 200mY  CHZ 200mY AY Mod

b
CH1 200mY  CHZ 200mY #r Mod

c
CH1 200mY  CHZ 200mY BY Modi

Fig. 7. Experimentally measured spatiotemporal characteristic
of the model of the system of active canceling
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Then, for the attachment of an open current regulator of
the second winding, we turn off the first winding. Now, the
phase shift value and the amplitude of the current of the
open-loop controller of the second winding are
experimentally adjusted in such a way that the
spatiotemporal characteristic of the resulting magnetic field
is parallel to the spatiotemporal characteristic generated only
by the first winding, which is shown in Fig. 7,b. Such
adjustment is necessary so that when the first winding is
connected, it is possible to effectively compensate for the
resulting magnetic field during the operation of the power
transmission line and only the second winding. On Fig. 7.6 is
shown the spatiotemporal characteristic of the resulting
magnetic field during the operation of the power
transmission line and only the second winding as a result of
adjusting the open current regulators of the second winding.

Now, with the power transmission line turned on, we
simultaneously turn on both windings and additionally
adjust the open current regulators of the first and second
windings so that the spatiotemporal characteristic of the
resulting magnetic field has a minimum area. On Fig. 7,c is
shown spatiotemporal characteristic of magnetic field
generated by simultaneously operating the first and second
windings. This spatiotemporal characteristic practically
coincides with the spatiotemporal characteristic of the
initial magnetic field generated only by the model of power
transmission line and is shown in Fig. 7,c.

Results of experimental studies. Consider the
effectiveness of canceling of initial magnetic field by model
of the system of active canceling with the parameters of the
controllers tuned when the model was adjustment. In Fig. 8
are shown experimentally measured ) induction of the
initial and resulting magnetic field and b) canceling factor,

which experimentally measured on the model of SAC.
Distribution of the magnetic field induction |B,,| of the HPVL+SAS

14

|Beal, T ga”

X, m 3 0.5
Distribution of the K, for | B,,| of the HPVL+SAS

X, m 3 0.5
Fig. 8. Experimentally measured a) induction of the initial and
resulting magnetic field and b) canceling factor of the model of SAC

As can be seen from this Fig. 8,b, the experimentally
measured on the model of SAC canceling factor in a small
area of space is 25 units.

Conclusions.

1. The method of multi-objective parametric design for
robust system of active canceling of magnetic field based on
binary preference relations of local objective for multi-
objective minimax optimization problem was development.

2. The parametric design of robust system of active
canceling according to the developed method reduced to
computing the solution of vector minimax optimization
problem based on binary preference relations. This
solution calculated based on stochastic nonlinear
Archimedes algorithms. Components of Jacobi matrix and
Hesse matrix calculated based on multi-swarm multi-
agent optimization. The vector of objective function of
minimax optimization problem and constraints calculation
based on Bio—Savart's law.

3. Using the developed method the parametric design
of two-loops systems of active canceling of the magnetic
field generated by 110 kV two-circuits overhead power
lines with a «Barrel» type arrangement of wires in mujty-
storey old building has been performed. As result of
parametric design, the coordinates of the location of two
canceling windings was calculated, as well as the currents
and phases in two canceling windings.

4. Based on theoretical and experimental research on
physical scale model of a double-circuit power
transmission line it is shown the possibility to reduce the
level of magnetic field in multy-storey old building from
power transmission line with a «Barrel» type arrangement
of wires by means of active canceling with two canceling
winding with initial induction of 5.7 uT to a safe level for
the population with an induction of 0.5 uT.
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Implementation of a new flux rotor based on model reference adaptive system
for sensorless direct torque control modified for induction motor

Introduction. In order to realize an efficient speed control of induction motor, speed sensors, such as encoder, resolver or tachometer may
be utilized. However, some problems appear such as, need of shaft extension, which decreases the mechanical robustness of the drive,
reduce the reliability, and increase in cost. Purpose. In order to eliminate of speed sensors without losing. Several solutions to solve this
problem have been suggested. Based on the motor fundamental excitation model, high frequency signal injection methods. The necessity of
external hardware for signal injection and the adverse influence of injecting signal on the motor performance do not constitute an advantage
for this technique. Fundamental model-based strategies method using instantaneous values of stator voltages and currents to estimate the
rotor speed has been investigate. Several other methods have been proposed, such as model reference adaptive system, sliding mode
observers, Luenberger observer and Kalman filter. The novelty of the proposed work consists in presenting a model reference adaptive
system based speed estimator for sensorless direct torque control modified for induction motor drive. The model reference adaptive system is
formed with flux rotor and the estimated stator current vector. Methods. The reference model utilizes measured current vector. On the other
hand, the adjustable model uses the estimated stator current vector. The current is estimated through the solution of machine state equations.
Practical value. The merits of the proposed estimator are demonstrated experimentally through a test-rig realized via the dSPACE DS1104
card in various operating conditions. The experimental results show the efficiency of the proposed speed estimation technique. Experimental
results show the effectiveness of the proposed speed estimation method at nominal speed regions and speed reversal, and good results with
respect to measurement speed estimation errors obtained. References 20, table 1, figures 9.

Key words: induction motor, model reference adaptive system, sensorless speed, direct torque control.

Bcemyn. [1ob peanizyeamu epexmughe KepyBanHs WEUOKICHIIO ACUHXPOHHO20 OBUSYHA, MOJICHA BUKOPUCIIOBYBAMU OaMYUKU WBUOKOCHII,
maki sIK enkooep, pe3onveep abo maxomemp. OOHAK UHUKAIOMb OesiKi npoOIeMU, MAKI AK HEOOXIOHICHb NOOOBIHCEHHS BATLY, WO ZHUICYE
MeXaHiuHy MiyHicmb nPuoody, SHUXCYE HAOIHICML ma 36inbuye sapmicms. Mema. /[na ycynenna damuuxis weuoxocmi 6e3 eémpamu. byno
3anponoHo6aHo Kinvka piuwens Ha upiwenus yici npobremu. Ha ocnosi mooeni ocHO8HO20 NOpyueHHs O8USYHA BUKOPUCTOBYIOMbCS
Memoou nooaui 8UCOKOHACMOMHO20 cueHany. Heobxionicme 306HiuHb020 00IAOHAHHA ONsL NOOAYI CUCHATY MA HECHPUSMIUGULL 6NIUE
nooaui cusHany Ha pobomy O08USYHA He € Nepeazold ybo2o mMemoody. JlocniodxceHo memood cmpameziti HA OCHOSI hYHOAMEHMANLHUX
MoOenell 3 BUKOPUCIIAHHAM MUMMEBUX 3HAYEHb HANpye ma CMpyMie cmamopa Ona OyiHku wieuokocmi obepmanns pomopa. byno
3aNPONOHOBAHO KiNbKa THUUX MemOo0i8, MAKUX K eMaloHHA A0ANMUBHA CUCMeMa MO0, Chocmepiayi pedcumy Ko83anHs, cnocmepieay
Jhoenbepeepa i ¢inemp Kammana. Hoeusna sanpononosanoi pobomu nonseac y nooaHHi MoOOebHoi emanoHHol aoanmusHoi cucmemu
OYIHKU WBUOKOCI NPAMO20 0e30amyuK08020 YRPAGIIHHA MOMEHMOM, MOOUPDIKOBAHOT 0Nl ACUHXPOHHO20 eneKmponpusody. Emanonna
aoanmuena cucmema Mooei QopMyemvcs 3 MASHIMHUM NOMOKOM pOmopa ma OYiHeHuM GeKmopom cmpymy cmamopa. Memoou.
Emanonna moodenv euxopucmogye eumipioganuii 6exmop cmpymy. 3 iHwo2o 00Ky, MoOenb, W0 pe2ynocmuCs, SUKOPUCHIOBYE
nepeobauyeanuii éekmop cmpymy cmamopa. Cmpym oyiHIOEMbCA WAAXOM GUpilUeHHs pigHanb cmany mawuny. Ilpakmuyuna yinnicmeo.
Tlepesacu 3anpononoganozo oyin08a1a NPOOEMOHCIMPOBAHT eKCNEPUMEHMATLHO HA MeCMmOsill ycmanosyi, peanizosaniii na niami dSPACE
DS1104 y pisnux ymosax excniyamayii. Exkcnepumenmansii pezynvmamu ceiouanms npo eqpekmueHicnb 3anponoHO08aHoi MemoouKy OYiHKu
weuokocmi. Excnepumenmansii pe3ynomamu noxasyioms eQekmusHicmb 3anponoHo8aHoc0 Memooy OYiHKU WeUoKocmi 8 obracmsax
HOMIHALHUX WBUOKOCMENl MA PeBEPCUBHUX WBUOKOCHIEN, A MAKOIC XOPOULl pe3yIbmamu Wooo OmpUManux NOXUOOK OYiHKU WUEUOKOCHI
sumipiosanns. bion. 20, Tadm. 1, puc. 9.

Kniouosi cnoea: acHHXPOHHMIl JBHIYH, eTaJO0HHA aJaNTHBHA cHCTeMa, 0e3JaTYMKOBA IIBMAKICTH, NMpsMe YNpaBJIiHHA
KPYTHHM MOMEHTOM.

Introduction. Speed information is mandatory for
the operation of a modified direct torque control (DTC)
for induction motor (IM) based on amplitude and angle
control of stator flux.

The rotor speed can be measured through a sensor or
may be estimated using voltage, current signals and the
information of machine parameters. Use of speed sensor is
associated with problems, such as, reduction of mechanical
robustness of the drive, need of shaft extension, reduced
reliability in hazardous environment, and increased cost.
Therefore, a speed sensorless drive has a clear edge over the
traditional vector controlled drive [1].

The motor speed for sensorless control can be estimated
by different methods [2-5]. The simplest technique is based
on the rotor flux vector coordinates obtained using the
induction motor model, based on the slip calculation and
angular velocity of rotor flux vector. This technique is very
popular and quite simple to implement, but the obtained
precision is very bad due to a great sensitiveness to motor
parameter uncertainties. The other techniques are based on
the extended Kalman filters or extended Luenberger
observers [3, 5], which are very robust to the induction motor

parameter variations or identification errors, but are very
more complex and difficult in technical realization. The other
solution for speed estimation is based on the model reference
adaptive system (MRAS) principle, in which an error vector
is created from the outputs of two models, both dependent on
different motor parameters. The error is driven to zero
through adjustment of a parameter that affects one of models.

The MRAS approach has the characteristic in the
simplicity and easy of used models, which are simulators of
chosen electromagnetic state variables of the induction
machine, in comparison with extended state observers or
Kalman filters or nonlinear. Thus they are easy in and simple
implementation and have direct physical interpretation.

The basic structure of the MRAS is shown in Fig. 1.
The error signal may be formulated with flux [6-10],
back-EMF, reactive power and active power [11-16]. The
flux-based MRAS (F-MRAYS) is first introduced in [6].

The goal of the work is to develop a model reference
adaptive system with flux rotor for speed estimation of
sensorless control of induction motor drive. The reference
model utilizes measured current vector. On the other

© R. Saifi
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hand, the adjustable model uses the estimated stator
current vector. The current is estimated through the
solution of machine state equations. Current, being a
vector quantity, is configured in terms of flux rotor.

Reference Model

U — yi

v [ v = filu,v)

Adjustable del
v, = ff6.)
Fig. 1. Basic structure of MRAS

Adaptation
Mechanism

Proposed speed estimator. The structure of the
proposed MRAS (F-MRAS) is shown in Fig. 2, which
utilizes (1) in the reference model and (2) in the
adjustable model. Note that both the models are in
stationary reference frame. Measured current is used in
the reference model, whereas estimated current is
considered for the adjustable model.

Reference Model

i
tion (1) 2
Equation T
v, . Adaptation mechanism
ke, + k
Adjustable Model » g
N R gy
" . 1
[ Equation (2) —1
' -
' 1
| . |
| Ls |
' , 1 @y
I i=Ax +Bu i
' 1
! Machine Model |
L e - - 1

Fig. 2. Structure of the proposed MRAS

The current is estimated through the solution of
machine state equations. The state space representation of
induction motor in stationary reference frame is expressed
in (3) and (4). The complete sensorless DTC for induction
motor drives based on amplitude and angle control of
stator flux is shown in Fig. 3.
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Fig. 3. Sensorless Direct Torque Control based on Amphtude and Angle control of Stator flux (DTC- AAS) with proposed speed estimator
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where

R, Ly, R,, L, are the resistances and cyclic inductances of stator
and rotor respectively; v, i,, ¥, are the voltage, current
vectors of stator and flux vector of rotor; L,,, @. are the mutual
inductance and electric motor speed (or rotor frequency);
o=1-L,% L[, is the motor dispersion coefficient.

PI design of MRAS-based speed estimator. It is
important to design the adaptation mechanism of the
MRAS according to the hyper-stability concept. This will
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result in a stable and quick response system where the
convergence of the estimated value to the actual value can
be assured with suitable dynamic characteristics. The
induction machine model in the synchronously rotating
(@,) reference frame can be expressed as:

Isd —a) Wy ap B0, | lsd
i isq — Oy T4 Ta30,  dy isq +
dt|¥ra ag 0 —as @y |V
174 0 a -, —as |V
rq 4 sl 5 rq (5)
1 0
110 1] Vs
+— 5
olg |0 0] v
0 0
Isq
i 1 0 0 Of¢
.sd _ sq ' (6)
lsq 01 0 0jjvu
l//rq

Let us assume that

X = [isd isq erd erq]r s u= [Vsd Vsq]T’ y= [i.vd isq]T 5

where vy, Vi, ia, I are the d-g components of stator
voltage and currents respectively; ¥, ¥, are the d-g
components of rotor flux.
Therefore, in the state space form, (5) and (6)
become,
x=Ax+Bu ; @)
y=Cx+Du. (8)
The small signal representation of the above state
space equations, described by (7) and (8) are:
A% = AAx + Adxyy ; )
Ay =CAx, (10)
or
Ay = C(SI— A)™ Adx (11)
where x) = [ist isq0  ¥rao 'Prqo]T represents the
operating point. The expression of A4 is:
0 o 0 a3

0 0 -a3 0

A4 = Aw, (12)
614 O O . |
0 ay 1 0
and
1 000
C= . (13)
01 00

From (11), using (12) and (13), the expression of Ay
becomes:

|| _[10 0 0) o
= = — X
YT, |Tlo 1 00

0 0 0 a3 isq0

(14)
0o 0 - 0| ¢
X 3 540 Aow,.
ag 0 0 —1¥uo
0 ay 1 0 |wg0

Using (14), the transfer functions of Ai/Aw, and
Ay, /Ao, can be expressed as:

Aigg _ (Cra=a3Ci Wrqo .

; 15
Aw, |S7— 4 (15
disy _ (Co4=a3C W a0 (16)
Ao, ST -4 ’
where
G Co C3 Cy
adj(ST - A) = Co1 Gy Cp3 Oy amn
Gy Gy G353 Gy
Cq1 Cgp Cy3 Cy
Now, the error equation is:
E=y,Qy, = l//rql/;rd _l/;rql//rd > (18)
where:
L .
Vid = j(vsd - (Rs +50Lg )lsd) ; (19)
m
L .
7 :j(vsq —(Ry +s0Ly)ig,); (20)
m
. L .
Viad = j(vsd - (RS + SO—LS )lsd) ; (2 1)
m
. L .
Vg :j(vsq —(Ry +s0Ly)ig,) (22)

m

From (18), using (19) — (22), the error equation becomes:

&= LF(&T-';:GLS)[VS(JO (isd - ;sd )_ Vsd0 (isq - iASq )+ (23)
+ (;sdisq - ;Sqisd )]’
or

L.(R;+soly) . .
e=——""—"—""\vy0disg —Vsg04is, |+
SLm [( sq0-"sd sd0 sq) 24)
+ (isd isq - l.sqisd )]

For simplify the calculation, with the assumption of
negligible the second term on the right-hand side of
equation (24). With this assumption, the equation can be
approximated as:

o L.(Ry+s0olLy) (v
sL,,

The rotor flux error due to the small perturbation of
rotor speed Aw, in the adjustable model can be expressed as:
£ L.(R,+soly) Aigy Aig,

= - =V - . (26
Aw sL 90 pg, 540 Aw, (26)

2

Putting the expressions of Ai/Aw, and Aiy/Aw,
(which are obtained from (15) and (16) respectively) into
(26), the error transfer function becomes:

& _ WrdoLe(Ry +50Ly)| Vsq0(Cia ~a3C5)
Aw, sL NEW

i

quAisd - vstAisq ) (25)

r m

m

@7

NEW

Using the error transfer function (27), the closed
loop block diagram of the MRAS is shown in Fig. 4. The
closed loop transfer function between @, and @, can be

_ Vsd0(Coa — 03C22)} ~Gy(s).

expressed as:
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Fig. 4. Closed loop representation of the 1 MRAS based speed
estimator

Improved rotor flux estimator. The drawbacks of the
estimation of the rotor flux based on voltage model using
open-loop integration as shown in (1) and (2) are DC drift
and saturation problems. In this paper, improved rotor flux
estimator by integrating algorithm with an amplitude limiter
in polar coordinates is used to overcome the problems
associated with the pure integrator [17-20]. The rotor flux
estimator is shown in Fig. 5 is the limitation in Cartesian
coordinates is performed as follows:

VAA+2y it AR +ah <L
z, =V s « F (29)
L if J@+%>L
where Z; is the output of the limiter; L is the limit value.

L should be equal approximately to the stator flux
reference. The limited components of the stator flux are
then simply scaled with the ratio of the limited amplitude
and unlimited amplitude:

_J@+@ . Nt GO
ZaL - 7 ﬂa’ ZﬂL - 7 _ﬂﬂ,
L L

where Z,;, and Zj are the output limited values.
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Fig. 5. Block diagram of the improved integrator algorithm
with limited amplitude

Experimental setup. The experimental setup of the
proposed control system is represented by the structure of
the experimental setup shown in Fig. 6. It consists of a
dSPACE DS1103 controller board with TMS320F240
slave processor, ADC interface board CP1103, a 4-pole
induction motor with parameters listed in Table 1. A three-
phase PMW inverter is connected to supply 500 V DC bus
voltage, with the switching frequency and the dead time of
2 kHz and 70 ps, respectively.

The DS1103 board is installed in Pentium III 1.0 GHz
PC for software development and results visualization. The
control program is written in MATLAB/Simulink real time
interface with sampling time of 100us. A photograph of the
experimental setup is shown in Fig. 7.

VARIABLE POWER SUPPLY

2 Current

Fig. 6. Structure of the experimental setup

Table 1
Induction motor parameters

Parameter Value
IM mechanical power P,, kW 0.9
Nominal voltage V,, V 220
Nominal current /,, A 1.82
Nominal speed N, rpm 1400
Stator resistance Ry, Q 12.75
Rotor resistance R,, Q 5.1498
Stator self-inductance L,, H 0.4991
Rotor self-inductance L,, H 0.4331
Mutual inductance L,,, H 0.4331
Moment of inertia J, kg-m’ 0.0035
Supply frequency f, Hz 50
Pole pairs number p 2

Fg. 7. View of the exf)erimental setup

Experimental results. In the following tests, the
estimated speed is used for speed control, where the drive is
working as a sensorless DTC-AAS. The encoder speed is
used for comparison purposes only. Selected experimental
results for the tests are shown in the following section.

Test 1. Load torque rejection at 157 rad/s. This
test examines the load torque disturbance rejection
capability of the sensorless drive. Figure 8 shows in the
(0 s <1< 35 s) test between zero speed and 157 rad/s
under a load torque from 11,5 s to 22 s. It can be observed
that the rotor speed is not affected by the load torque
change and the rotor speed error is small is available in
Fig. 8,a and Fig. 8,b. It is found that the change in torque
electromagnetic is shown in Fig. 8,c. The stator current is
shown in Fig. 8,d, which follow the envelope of the load-
torque. Some small stator flux oscillations can be
observed but is maintained constant throughout the
operation is available in Fig. 8,e.

40

Electrical Engineering & Electromechanics, 2023, no. 2



200,

speed, rad/s ‘ ‘
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| | |
1 _ _ _——r—— measured speed|

: —————— estiq“lated speed
|
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Fig. 8. Transient response for changing of load torque
Test 2. The speed reversal. The tracking

performance of the sensorless drive is observed in Fig. 9
for a ramp speed command. Rotor reference speed is
gradually increased from 0 to 157 rad/s during 2 s.
Thereafter, the command speed is maintained constant at
50 rad/s up to 18.5 s. The speed reversal is taken place
during 18.5-22.5 s. The rotor command speed is fixed to
157 rad/s after 22.5 s. The actual motor speed for such
speed command is shown in Fig. 9,a. The speed
estimation error is available in Fig. 9,b. It is noticed that
the estimation error is small during steady state. The
stator current increase during reversal operation is
available in Fig. 9,d. Some small stator flux oscillations

can be observed is shown in Fig. 9,e. The experimental
results confirm that the proposed speed sensorless DTC
for IM based on amplitude and angle control of stator flux
method can satisfactorily estimate rotor speed and that it
is possible to control the speed of an induction motor with
the proposed method.
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Fig. 9. Transient response for changing of reference speéd

Conclusion. New speed estimation method for
sensorless induction motor drive using model reference
adaptive system has been presented in this paper. The
model reference adaptive system is formulated with rotor
flux. The algorithm needs the on-line solution of machine
state equations. The realized estimator has used to
perform the direct torque control for induction motor
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drives based on amplitude and angle. Experimental results
for different speed profiles had shown. Although a small
error and a small fluctuation are observed for the speed
estimation, that the proposed new model reference
adaptive system observer was able to estimate the actual
speed. Thus the effectiveness of the proposed method of
speed estimation is verified.
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MATLAB-Simulink environment based power quality improvement
in photovoltaic system using multilevel inverter

Introduction. In this world of technical advancement, conventional resources are at the stage of destruction. To avoid such problems, we are
going to use an alternative energy source namely solar by photovoltaic effect. The demand for multilevel inverters increased as they are used
for different dynamic (high) voltage and dynamic (high) power appliances as they are capable of producing the output wave shape with low
total harmonic distortion. Novelty. A new multilevel inverter is used in adding a (bidirectional) two way switch in between the capacitor and
a traditional H-bridge module. This produces a better sine wave. By series connection of these two H-bridge modules, nine levels output
voltage including zero is possible. The purpose of the proposed topology is reduction in the number of switches and it gives the good result
with comparatively less power loss when it is compared with the other normal basic traditional inverters of the same output quality.
Methods. In this paper, sinusoidal pulse width modulation technique is used for the working of the switches in the multilevel inverter. The
results are verified by using simulation and also experimental setup is done. From the results it is observed that the proposed topology with
reduced number of switches gives lower electromagnetic interference, lower harmonic distortion. Practical value. The total harmonic
distortion value in the simulation is 14.4 % and practically it is 13.8 %. References 25, table 4, figures 15.

Key words: multilevel inverter, pulse width modulation, cascaded multilevel inverter, standard test conditions, cascaded H-bridge
multilevel, space vector modulation.

Bcemyn. 'V ceimi mexniunozo npoepecy 36uuaiini pecypcu nepebysaiomv y cmaoii pyuHayii. LLJo6 yHuxmymu makux npobnem, mu
30UpaEmMocs BUKOPUCIAMU albmMepHamugHe 0Jdcepeno eHepeli, a came COHAYHY eHepeilo 3 ¢homoenekmpuunum egpekmom. Tlonum na
bazamopisnesi iHeepmopu 30LTbUUBCS, OCKITbKU GOHU BUKOPUCTIOBYIOMbCS OISl PIHUX OUHAMIYHUX (BUCOKUX) HANnpye ma OUHAMIYHUX
(8ucoxux) nomysicHocmeil, OCKiIbKU 60HU 30amHi hopmyeamu GUXIOHY Gopmy XUl 3 HUZLKUM 2APMOHINHUM 3A2aTbHUM CHOMBOPEHHSM.
Hosusna. Hosuii 6aecamopienesutl ineepmop SUKOpUcmogyemocst 01t 000A6aHHSI OBOCIOPOHHbO20 NEPEMUKAYA MINC KOHOEHCAMOPOM I
mpaouyitinum mooynem H-wocma. Le oae navikpawgy curycoioy. Ilpu nocrioosnomy 3’conanni 06ox modynie H-mocma modxcnuso oeé ’smo
Pi6Hi6 8uUXIOHOI Hanpyeu, eKuouaiouy Hyb. Memor 3anponoHosanoi mononoeii € 3MeHueHHs KilbKoCmi nepemMukadis, wjo 0ae Xopouutl
pe3yibmam npu NOPiGHAHO MEHWUX 6MPamax NONyJICHOCMI NOPIGHAHO 3 THUMUMU MPAOUYIIHUMU 36UUAUHUMY THBEPMOPAMU 3 MAKOIO JIC
8uxionoro saxicmio. Memoou. Y yiti cmammi Ona pobomu nepemuxavis y 0azamopieHegoMy iHEepmMOopi BUKOPUCTOBYEMbCSA MEMOO
WUPOMHO-IMIYILCHOI CUHYCOIOATbHOT MOOYAAYil. Pesynemamu nepesiparomsvcsi 34 00NOMO20H0 MOOETIOBAHHS, A MAKONHC BUKOHYEMbCS
excnepumenm. 3 pe3yibmamie 6UOHO, WO NPONOHOBAHA MONONOIA 3i 3MEHUEHOIO KIbKICIMIO NepemMuKaiie 0ae MeHwi eneKmpomMacHimHi
nepewikoou, meHwi capmoniiini cnomsopenns. Ilpakmuuna yinnicme. Cymaphe 3Ha4eHHsi 2APMOHIIHUX CROMBOPEHb NPU MOOETIOBAHHI
cknaoae 14,4 %, a npakmuuno — 13,8 %. bion. 25, tabn. 4, puc. 15.

Kniouosi cnoea: daraTtopiBHeBUii iHBePTOpP, IIMPOTHO-IMITY/IbCHA MOAYJISIifA, KAaCKaJHMil OaraTopiBHeBuii iHBepTOp, CTAaHIAPTHI
YMOBM BUNIPOOYBaHb, KacKaHUii 6araropisHeBuii H-MicT, IpocTOpOBO-BeKTOPHA MOMYJIsILIisl.

Introduction. The command for non-conventional these MLIs will have a lower THD. The various types of

resources has increased drastically due to scarcity of fossil
fuels and greenhouse effect. Among these, wind and solar
energy are admired because of the improvement in power
electronics technology. Solar energy has many applications
because of its advantages of having low maintenance and
pollution free. Over the last 20 years, the necessity for non-
renewable solar energy has expanded by the range of 20-25
% per year. This is mainly because of its decrease in the
prices of solar panels. This resulted in the subsequent
modifications: 1) the # of solar cells has raised; 2)
industrialized machinery developments; 3) economies value
of the scale. The relevant harmonics can be decreased by
enhancing the output of the inverter. In current years,
researchers and manufacturers are concentrating on
multilevel inverters [1] because of their various benefits over
the conventional pulse width modulation (PWM) inverters
because as they have improved smaller filter size, lesser total
harmonic distortion (THD), output waveforms, lower
electromagnetic interference (EMI) and others [2].

One of the most desirable converters is the
multilevel inverters (MLIs). MLIs are nothing but the
converters which have the higher quantity of the output
voltage levels when compared with the conventional
inverters [3]. The main benefit of these MLIs is the higher
output voltage levels [4] i.e. like a staircase wave shape,
which is closer as that of the sinusoidal waveform. Hence

MLIs are cascaded H-bridge (CHB), flying capacitor
(capacitor clamped), and diode clamped (neutral
clamped). The most common type of MLIs is the CHB
because of its modular structure [5].

Among these three, cascaded MLI (CMLI) has a
modular structure and it has advantages of having less
number of components when compared with the other two
topologies, and moreover, it has many applications in the
electrical engineering field [6]. There are several
modulation and control strategies being, including the
following: [7] multilevel selective harmonic elimination,
multilevel sinusoidal, and space vector modulation (SVM).
The main disadvantage of the SVM is that the mathematical
modeling and the selection of switching states are
complicated [2, 8, 9]. To overcome these drawbacks,
multicarrier PWM is used as the control strategy.

PV array. The Earth has an abundant supply of
solar energy. The sun has the capability of providing
enough energy to the world per annum. In fact, the
proportion of solar radiation reaching the earth surface for
three-day duration is equal to the energy stored in all the
non-renewable energy sources.

The smallest building block of a solar module
comprises a P-N junction which is useful for converting
the light energy into electrical energy and it is called the
solar cell. The equivalent circuit of the solar cell is shown
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in Fig. 1. It is a form of a tool for which the electrical
parameters, such as current, voltage, or resistance, varies
when exposed to sunlight [10]. The solar panels can be
used as a light sensitive cell (photo detector), which is
helpful for detecting the solar light (infrared detectors),
near the visible range [11]. The basic principle of
operation of a photovoltaic (PV) cell has 3 basic
requirements:

e cither electron-hole pair generating or exacting by
the absorption of light;

o the detachment of charge carriers of opposing types;

e the distinct extraction of these carriers to another

exterior circuit.
RS !

I

®

Fig. 1. Equivalent circuit of solar cell

On Fig. 1: [, is the light developed current; I, is the
diode current; Ry, is the shunt resistance that gives us the
information about the leakage current; R, is the series
resistance which tells us about the migration of charge
carriers. A group of PV cells forms the solar arrays and
solar modules. It consists of the following formula:

q
I:np~Ig—np~1,{exp(mj—l}, (1)
S

where #, is the count of cells that are coupled in parallel;
I, is the insulation current; /,, is the reverse saturation
current; n, is the series connected solar cells; 7T is the
temperature, K; A4 is the ideality factor; g is the charge;
k is the Boltzmann constant [12].

I-V and P-V characteristics. Figure 2 shows the I-V
and P-V characteristics of the solar cell. A curve drawn
between current and voltage is nothing but /-V curve. This
shows an inverse relation. The area of this curve gives us the
information about the maximum power that a panel could
produce at the maximum current and the maximum voltage
conditions. The region of this curve declines while
increasing the solar cell voltage due to its incline in
temperature. Because of the variations in habitat conditions,
the maximum power point will also change which indicates
the change in temperature and irradiance levels [13].

3
1-V Curve
szi)(

m_
a

5
o
=]

Power Curve

Current, Power

Voltage Vopp Yoo

Fig. 2. I-V and P-V characteristics of solar cell

The final PV solar model is evaluated in standard test
conditions (STC). These conditions are kept same in all over
the world and performed in irradiance of 1000 W/m” under a
temperature of 25 °C. Simulation of the solar PV model
executes the /-V and P-V characteristics curves. Generally a
good agreement was observed between various performance

parameters results of reference model and simulated PV
model at STC.

Proposed topology. The main disadvantage of
conventional CMLI is more number of DC sources and as
the level increases, the number of devices also inclines
[14-16]. So as to achieve this, an improved topology has
been introduced. The merits of this novel topology are the
number of switches and the numbers of sources that are
required are reduced [17]. The proposed topology is
shown in Fig. 3.

N
1l
I

Fig. 3. Five levels CMLI

Based on the operating principle, Fig. 3 generates
five levels of output voltage ie. 2FE, E, 0, -E,
—2FE. The switch combination has been shown in Table 1.

Table 1
Five level CMLI output voltage
Switching sequence* Output

S1 S2 S3 S4 S5 voltage (V,)

0 1 0 0 1 2E

1 0 0 0 1 E

0| Oorl lorO0 | Oorl lor0Q 0

1 0 0 1 0 -E

0 0 1 1 0 —2F

*(switch ON = 1, switch OFF = 0)

To obtain the output voltage 2F, S2 and S5 switches
have to be turned ON, and for obtaining the level E, S1
and S5 has to be in ON position. Similarly for 0 either S3
and S5 or S2 and S4 has to be in turn ON position, for
—E switches S1 and S4 need to be turned on; for —2F
devices S3 and S4 are to be turned ON.

Nine-level inverter. The circuit topology of a nine-
level inverter is shown in Fig. 4 and in Table 2.

sS4
— 52
E ok X

Bl
s
jﬁ[} Vo
9
510 E

Fig. 4. Nine level CMLI
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In five-level each module in the inverter produces
2E, E, 0, —-E, —2E. Hence the proposed nine-level
multilevel inverter can be formed by cascading operation
of two five-level inverters. This produces the nine output
voltages as 4E, 3E, 2E, E, 0, -FE, -2E, —3E, —4E. Since
each of the terminal in the output of the inverter is
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connected in series; the output voltage will be obtained by
adding the terminal voltages of every inverter [18-20].

Table 2
Nine level CMLI output voltage
Switching sequence* Output

S1[S2|S3[S4|S5|S6|S7[S8|S9|S10]| voltage (V,)
oj1]/ojoj1]Oo]1]O]O] 1 4E
11]0[]0]O0O]1T]0O]1]0]0O 1 3E
0{0jO0|JO]JO|O]1]O]O] I 2F
0/]0J0jO0O]jO]T]O]JO]O] 1 E
0/]0J0jO0O]O]O]O]JO]O] O 0
ojojojojO|T]OJO|1] O -E
0](]0[0]O]JO|JO|O|T]1 0 —2F
1{ojo|J1]OojOjO|1]1] O —3E
ojoj1j1]j]o0ojoOojJoj1]|1] O —4E

*(switch ON = 1, switch OFF = 0)

Modulation technique. The classification of the
modulation techniques are shown in Fig. 5. MLI control
strategy uses two types of PWM methods. One of them is
the high switching frequency and the other is fundamental
switching frequency [21].

Multilevel Modulation

_| Low Switch Froquency | | High switch Frequency |

Selective Hybrid Modulation
armonic
Elimination

! 1 1

| Multicarrier PWM | | Space vector Modulation

2D-Algorithm

| Phase shifted | | Level shifted |
3D-Algorithm

Fig. 5. Classification of multilevel modulation

The categorization of high switching frequency is as
follows: space vector PWM, selective harmonics
elimination PWM and SPWM [22]. Among these
techniques, the popular method is SPWM that is used for
most of the multilevel inverters, because of its simplicity
and ease of implementation [23].

In this paper multicarrier PWM technique is used.
This can be used for three or more than three levels.
These are classified into two types namely level shift, and
phase shift.

Level shifting PWM. Level shift is again subdivided
into phase opposition disposition PWM (POD PWM),
alternate phase opposition disposition PWM (APODPWM)
and phase disposition PWM (PD PWM) [24, 25].

In this process, all carriers will be in phase with each
other and also have the identical magnitude along with the
identical frequency. This is done by comparing the reference
sinusoidal wave with the vertically shifted carrier wave as
shown in Fig. 6. This uses N-1 carrier signs to produce the
output voltage of the inverter with N-level.

Some of the advantages of PWM based switching
power converter over the other techniques and the
conventional PWM is the most widely used technique all
over the world because of its advantages or because of that
its disadvantages do not have that big concern in most of the
applications compared with its advantages. Some can be in

its easy to implement and control and in its compatibility
with almost all the modern digital applications. However it
has also some disadvantages that might reduce its volubility
in some applications, such as its attenuation of the
fundamental frequency amplitude, its THD is reduced by
increasing the switching frequency but that will lead to the
increase of switching losses; which means greater stresses on
the associated switching devices and creation of high
frequency components with high amplitudes.

9.965 9.97 9.975 9.98 9.985 999 9.995 10
Time (5)

Fig. 6. Multicarrier PWM technique

Simulation results. All this proposed work is
verified in MATLAB. The technique of multicarrier
modulation is used for pulse generation. The solar panel is
connected to the cascaded H-bridge MLI and the results
are observed in Simulink. Figures 7, 8 show the PV and
V-I characteristics of the solar collector. The output of this
solar collector is taken at the temperature of 25 °C and at
the radiance of 1000 W/m”.

1V Curve
I I T T

G=1000w/m2
T=28 degrees

L L 1 L L L L

E s
Vollage(¥)

Fig. 7. I-V characteristics of solar panel

| I I L 1 I I L
5 10 i3 20 25 30 E3 20 a5 E
Noliage(t)

Fig. 8. P-V characteristics of solar panel

Figures 9-12 show the different levels of the output
terminal voltage waveform. This concludes that as the
modulation index declines the count of levels also
declines and the magnitude of the voltage also gets
declined as shown in the Table 3. It is also observed that
the THD goes on increasing as the count of output voltage
levels declines. Hence it is recommended to use a
modulation index nearer to unity by which the count of
the output levels gets increased.
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Fig. 9. Nine-level output voltage and FFT analysis
of cascaded H-bridge MLI
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Fig. 10. Output Vol;;gg énd FFT analysis
of cascaded H-bridge MLI at M=0.75

FFT windaw. 7 of 2500 cycles of selected signal

L L i . i
48 49.02 1901 49.06 49.08 481 49.12
Time (5)

Fundamental (50Hz) = 8173 THD= 20.64%
T T T

T T T T T T T T

o 100 200 300 400 600 700 800 900 1000

-
Fig. 11. Output voltage and FFT analysis
of cascaded H-bridge MLI at M = 0.5

FFT windaw. 7 of 2500 cycles of selected signal

Experimental results. A prototype single phase 9-
level CHBM has been built using 12.3 V for each bridge,
1A MOSFET as switching device, firing pulses to the
switching devices are given through a delay circuit. The
experimental results are represented in Fig. 13-15.

Components which were used:
Switching device IRF840 MOSFET — 10 pcs;
Diodes FR107 — 8 pcs;
DC link capacitors 2200 uF/35 V —4 pcs;
Driver circuit IC for H-bridge IR2110 — 4 pcs;
e Diriver circuit IC for bidirectional switch TLP250 — 2 pcs;
e OPTO isolator used for all PWM inputs 6N137 — 10 pcs;
e Buffer circuit used for impedance matching purpose
¢d4050ic — 3 pcs;
o Isolated +15 V power supply for driver circuits — 4 pcs;
e Power circuit input supply 12/1A DC — 2 pcs.

FPGA SPARTANG will be used to generate the gate

signals for all switching devices miscellaneous items etc.

SCOPE UOLTS/AMPS/HERTZ
F_13.8 U |

50.00 Hz [ ]

WA i)
VARVARYARY

07722717 14:34:05 230U 50Hz 18 EH50160
ol I [ zo0m = |
Fig. 13. 9-level output voltages
SCOPE VOLTS/AMPS/HERTZ
F__ 9.3 U JA 11 Al

50.00Hz [ ]

— 0722217 14:33:31 2300 50Hz 18 EH50160
- Fueman 6= 5 1. 057670 ; a | | | a I
ik Fig. 14. Output of first H-bridge
HES SCOPE UOLTS/AMPS/HERTZ
b
SOMOHZ e -
mr
Py i
Fig. 12. Output voltage and FFT analysis 00A
of cascaded H-bridge MLI at M = 0.25 ?‘EI—_—LI‘ A
Table 3 L|_JJ LUJ LLJJ LLH
Variations of THD with various modulation index
Modulation Output
index voltage (V,) No. of levels D
1 167.2 9 14.46 % 07722217 14:33:10 230U 50Hz 18 EH50160
0,
o aor T s ] [ el
. . . (V] . .
025 39.18 3 3757 % Fig. 15. Output of second H-bridge
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In the Table 4 the practical values along with the
simulated values are compared and the THD values are
shown.

Table 4
Comparison of THD, %
THD (practical) THD (simulated)
13.8 % 14.4 %

H-bridge
Nine-level

Other MLIs are not capable of producing higher level
of output voltage due to increase in switch, number of DC
sources and cost; however CMLI is capable of producing
higher level voltage with qualitative waveform by using
less number of switches. THD content in experimental and
in simulation is 13.8 % and 14.4 %, which indicate that the
output waveform is nearly sinusoidal. Thus the proposed
topology for MLI shows some encouraging attributes
when compared to traditional topologies. The keen
observation between the experimental and simulation is
that the THD is less in the experiment point of view when
compared to the simulation.

Conclusions. This undertaking deal with the outline
and execution implementation of single-phase nine-level
cascaded H-bridge multilevel inverter for R load with
multicarrier level-shifted pulse width modulation method fed
with solar panel. The proposed work has benefits like less
count of the switches, less electromagnetic interference,
lower harmonic distortion and the total harmonic distortion
obtained in this work is 14.4 %. The forthcoming work of
this topography can be enlarged by connecting it to the grid.
The equivalent multilevel inverter topography can be used
for the hybrid grid which uses the integration of DC and AC
sources like solar, wind, batteries, AC loads. It can also be
used for hybrid microgrid i.e., in the case of interlinking
converters which is bidirectional.
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Sliding mode approach for control and observation
of a three phase AC-DC pulse-width modulation rectifier

Introduction. For AC-DC conversion systems, the electrical systems typically use thyristor or diode bridge rectifiers, which have relatively
poor performance. Nowadays, three-phase pulse-width modulation rectifiers are widely applied in various applications for their well-known
intrinsic benefits, such as adjustable DC link voltage, unity power factor, bidirectional power flow and very low total harmonic distortion.
Purpose. The objective of this work is to achieve better stability and dynamic performance using sliding mode strategy for control and
observation. Methods. For that purpose, first a sliding mode controller is introduced on the DC-link side to ensure a fast and accurate
response of the output load voltage. Then, the sliding mode approach is employed to control the quadrature and direct components of power
to maintain the input power factor at unity. Finally, this approach is used to design two observers for grid voltage estimation and online
variation of load resistance. To overcome the problem associated with the use of the classical low-pass filter, an adaptive compensation
algorithm is used to compensate the attenuation of the amplitude and phase delay of the observed grid voltages. This algorithm is based on
the use of the two low-pass filters in cascade and ensures the minimization of chattering. Results. Comparative studies have been carried out
between sliding mode control method for controlling the three-phase AC-DC pulse-width modulation rectifier and other conventional
techniques. The validation by simulation and the tests carried out gave very satisfactory results and proved the effectiveness and feasibility of
the sliding mode for both control and observation of three phase pulse-width modulation rectifier. References 25, table 2, figures 19.

Key words: direct power control, three phase pulse-width modulation rectifier, sliding mode control, double-low pass filter,
unity power factor.

Bemyn. J[nn AC-DC cucmem nepemsopenHsi eneKmpudHi cucmemu 3a36utail 6UKOPUCIOBYIONb MUpucmophi abo O0iooui Mocmosi
GUNPAMIIAYL, SIKI MAIOMb GIOHOCHO NO2AHI Xapakmepucmuku. B danuii wac mpupasni eunpsamisui 3 wupomHo-IMIYIbCHOIO MOOYISYIEIO
WUPOKO 3ACMOCOBYIOMbCS 3 PIHUMU YINAMU 3A805KU iX 00Ope GI00MUM GHYMPILUHIM Nepeazam, MaKuM sK pe2ylib08ana Hanpyea y NaHyi
NOCMIIHO20 CIMPYMY, OOUHUYHUL KOeDiyicHm NONYyJHCHOCI, OBOHANPABIEHULL ROMIK NOMYICHOCTE MA OYHce HUZbKI 302aNIbHI 2APMOHIUHI
cnomeopenns. Memoro 0anoi pobomu € 00CAcHeHHs, Kpawjoi cmabiibHOCmi ma OUHAMIYHUX XAPAKMEPUCIUK 3 6UKOPUCIAHHIM CIpamezii
KOB3HO20 pedicumy 0Nl KOHMponio ma chnocmepedicenns. Memoou. 3 yicio memoio cnouamxy Ha CMOPOHI JAHKU NOCMIHO20 CIMpYMY
6600UMBCSL PEYIAMOP PEeACUMY KOB3AHHA, wod 3abesneyumu weuoKy i mouny peaxyilo na GUXIOHy nanpyey nasanmadicenns. Ilomim
SUKOPUCIIOBYEMBCS. MEMOO  KOB3HO20 pedcuMy Ol YAPAGNIHHA KEAOPAMYPHOIO MA NPAMOIO  CKAAOOBUMU  NOMYHCHOCHI, W00
niompumyeamu 6XioHuil Koegiyicum nomyscHocmi pienum oounuyi. Hapewimi yeu nioxio euxopucmosyemvcs Oiisi po3pooKu 080X
cnocmepieauié 0Nl OYIHKU HANPY2U Mepedici ma 3MIHU ONOpY HABAHMAIICEHHSL 8 pedcumi onnan. [ia nooonanis npobiemu, nos's3aHoi 3
SUKOPUCIIAHHAM KIACUYHO0 HULKOYACMOMHO20 (Qinbmpy, GUKOPUCHIOBYEMbCA ANIROPUMM AOANMUBHOT KOMNEHCAYil, w0 KOMNEHCYe
3aeacanHs amnaimyou i ¢azoeoi 3ampumku Hanpye mepedici, wjo cnocmepieaiomsca. Lleii ancopumm 3acHo8anuii Ha UKOPUCMAHHI 080X
HU3LKOUACMOMHUX (inompie y Kackadi ma 3adesnedye minimizayio opsskomy. Pezynomamu. Bynu nposederi nopieHAIbHI 00CIOXHCEHH
MIDIC MEMOOOM KepyBaHHs KOBZHUM Pedcumom Ons kepysarnns mpugasuum sunpamiavem AC-DC 3 wupomno-imnyabCHo0 MOOYIAYIEIO ma
iHwuMy  mpaduyitimumu memooamu. Ilepesipka 3a 00nOMO2010 MOOeN08AHHA MaA NpoedeHi GUNpody8anHa Oamu Oyxce 3a008ilbHi
pe3ynbmamu ma 006enu egheKmugHicms ma 30iUCHeHHICIb KOB3HO20 pedicumy AK ONsl YNPAaeNinHA, max i Ol CHOCMEpedlCceHHs 3d
MPUGAZHUM SURPAMIAYEM 3 WUPOMHO-IMNYTbCHOI0 MoOysyiero. Biom. 25, Tabn. 2, puc. 19.

Kniouogi cnosa: mpsiMe KepyBaHHsI NOTY:KHiCTIO, Tpu(a3HMii BHNPAMJISAY 3 IIMPOTHO-iMITYJIbCHOX MOJYJISII€EI0, KOB3HE
KepPyBaHH:A, NOABIHUI HU3bKOYACTOTHUH PLILTP, OAMHUYHMIA KoedilieHT NOTYKHOCTI.

Introduction. In recent years, advances in the field
of power electronics have contributed to the development
of new static converter structures that allow the
modulation of electrical energy according to industrial
use. These converters are widely used in industrial or
domestic fields, such as non-controlled diodes and
controlled thyristor rectifiers. These converters behave
like non-linear loads, absorbing harmonic currents that
have a very negative impact on the electrical grid. Indeed,
it can cause a number of disturbances, ranging from
equipment dysfunction to complete destruction.

Harmonic pollution is a phenomenon that leads to the
degradation of power quality, especially the distortion of the
voltage wave, which increases the rate of harmonic distortion
of the current that can exceed a value of 30 % [1].
Unfortunately, this value does not conform to the
international standards imposed by the specialized
organisms: [EC 61000, EN 50160 and IEEE Standard 519
which impose total harmonic distortion (THD) limits of 3 %
for voltages and 5 % for currents [1]. In this situation, and to
overcome this kind of problem, several solutions have been
developed: curative solutions such as active filters and
preventive solutions such as pulse width modulation
rectifiers. Low harmonic pollution, controllable reactive

power, adjustable DC-link voltage, unit power factor and
bi-directional power flow are some advantages of this
converter topology [2-7].

Because of its higher performances than the traditional
thyristor or diode rectifier bridge, the three-phase pulse-
width modulation (PWM) rectifier is now widely utilized in
industry, including power supplies for microelectronics,
wind power production, telecommunications equipment, etc
[8]. The design of these non-polluting converters, combined
with a judicious choice of control, provides a significant
improvement current waveform of the electrical grid and
guarantees operation with a unity power factor.

In this context, many techniques have been applied
to three-phase PWM rectifiers to improve power quality.
Voltage-oriented control, which derives from field-
oriented control applied to AC machines, is one of the
efficient techniques that permit decoupled control. It
consists of eliminating the voltage quadrature component
in order to ensure an indirect and decoupled control of the
power. The voltage references for the direct and
quadrature components are generated from the current
controllers in the rotating frame. Since position data is
necessary for all d-q transformations in voltage-oriented

© D. Sakri, H. Laib, S.E. Farhi, N. Golea

Electrical Engineering & Electromechanics, 2023, no. 2

49



control, position information can be obtained via
estimation of the virtual flux or from measurement or
observation of grid voltages. As for the reference of the
direct current component, it is obtained from the
regulation of DC-link voltage, while the reference of the
quadrature component is set to zero in order to have a
unitary power factor operation.

By analogy to the direct torque control of AC
machines in the stationary o-f frame, another control
technique for PWM rectifiers proposed by Ohnishi in
1991 so-called direct power control (DPC) and later
developed by Takahachi and Noguchi in 1998 [9, 10].

In DPC, it is possible to control directly the active and
reactive power by selecting the appropriate inverter state from
a predefined switching table. For each sampling time, the
appropriate inverter voltage vectors are selected according to
the errors between the active and reactive powers and their
references and the position of the voltage vector. The active
power reference is provided by a PI controller for DC-link
voltage while the reactive power reference is maintained at
zero to ensure unity power factor. Two DPC configurations
can be used: DPC based on measured or estimated voltage
vectors (V-DPC) [1, 9, 11-12]: the position is determined by
voltage vectors, and the instantaneous powers are calculated
from voltage and current vectors. DPC based on virtual flux
[1, 13-16]: where the estimated fluxes define the position and
the instantaneous powers are calculated from the current and
fluxes vectors. However, the classical direct power control
has many disadvantages, such as: a variable switching
frequency due to the hysteresis comparators, a high filter
inductance value to obtain a smooth current, a low sampling
period is required for accurate power estimation, and its
implementation requires a fast microprocessor and an ADC
due to its high sampling frequency requirement [17].

In order to improve the classical DPC, this strategy
is combined with the sliding mode control (SMC)
approach, which is distinguished by its robustness to
parametric variations and external perturbations [18, 19].
In addition, the SMC is used to design simple, efficient
and more economical observers which eliminates the need
for physical sensors and reduces cost.

In this perspective, this paper aims to improve the
dynamic and static performances of direct power control
using the sliding mode approach. This improvement can
be illustrated by comparison with other techniques in
terms of THD and power factor. To achieve these
objectives, enhancements have been introduced by:

o substituting the PI controller of the DC-link voltage
with SMC;

e ensuring direct and decoupled control for both active
and reactive power;

e replacing grid voltage sensors with a sliding mode
observer combined with a double-low-pass filter to
minimize the chattering phenomenon and to compensate
amplitude attenuation and phase errors;

e on-line estimating variation in load resistance.

Three phase PWM rectifier model. A three-phase
PWM rectifier’s topology is given by Fig. 1, where i, i, i,
and e, e, e, are the three-phase grid currents and voltages,
Vo, Vi, V. are the input voltages of three-phase PWM rectifier,
L and R are the inductance and resistance of interconnecting
filters and R; is the load resistor of the DC side.

According to the per phase equivalent circuit in Fig.
2, the AC side equations can be given as:

L%’zea ~Riy, —V,;
L%’:eb—Rib—Vb; (1)
L%:ec —Ri, V..
i R L

. .

Fig. 2. Per };hase model of three phase PWM rectifier
For the DC side, the equation is written as:

dv, ) ; N/
CTdCZ(Sala + Spiy + S —RLLC. 2)
In the (e, p) frame, the three-phase boost rectifier
model can be written as:

L%:ea —Ri, —V,;
dig ) .
F:eﬂ_Rlﬂ_Vﬂ’ (3)
dvy, . . Vi
C—C: S +S - C.
dt Sale +55ip) R,

SMC-based DPC of three phase PWM rectifier.
The block scheme of SMC-based DPC is given in Fig. 3.
Sliding mode controllers are utilized to regulate the DC-
link voltage, active power, and reactive power.

DPC_SMC
Controller

Fig. 3. DPC-SMC of three phase PWM rectifier

DC-link voltage sliding mode control. To determine
the sliding surface, the general form is given as [10]:

s(t):(m%]"_le(t)w Jlelekr. @
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where e(f) is the error between the reference and
controlled values; A, K are the strictly positive constants;
n is the relative degree, which corresponds to the number
of differentiations required for the output, until the control
appears. In our case, n is set to 1, which gives the
following sliding mode surface of DC-link voltage:

Sdc(t)zedc(t)+KlIedc(t)dts ©)
where K is the positive gain and:
eaelt)=Vaelt)=Vae ). 6)

by taking the first derivative of the sliding surface, we
have:

Sae =64 + Kiege =Vye +FCC +K (Vdc - Vdc)_Eldc (7

In steady state, S, = S, =0 which gives:
ige =CVae+ % + ch(VdC Ve )+ Kgesign(Sg.), (8)
L

where K, is the positive constant and the function
sign(S,.) is substituted by a smooth function (saturation),
to minimize the chattering effect. It is given as:

+1 if Sy >p;
sat(S,.)=1-1 if Sy <7 )

Sde ¢ |S4e| <7
/4

where yis the smooth factor.
Stability analysis. Let us take the Lyapunov’s
function as follows:

1

v, =ES§C. (10)
The time derivative of this function is:
V,=8,.8,- (11)

Substituting the derivative of the surface with its
expression, we get:

Vie = [Vdc + RjCC +K (Vdc Ve )J

V.=S,. , (12)
Kie (s )+@+K(V* -,
C g0y CRL 1Vdce dc
: Ky . K,
V.=-S4 gcs1gn(Sdc):— Cdc|Sdc|' (13)

For VC <0, K, must be a positive constant. Finally the
reference of active and reactive powers can be written as:
* .
P =Vyige;
0" =0.
where iy, is the DC-link current.
Active and reactive powers control. In this part,
sliding mode controllers are introduced to ensure that the

powers track their imposed desired values. The sliding
surfaces of active and reactive powers are given as:

Sp =éep +K2I€Pdt;

(14)

(15)
SQ = eQ + K3J‘€th,

where:
ep :P—P*;
%
eQ = Q_Q 5

where K, and K; are the positive gains. The surface
derivatives are given as:

(16)

{SP =eép +Kjep; (17)
So =¢p + Kzep,
where:
{P = eyl +epgig; (s)
O=egiy —e4ip.

Substituting active and reactive powers by their
expressions and calculating the derivative of surface
functions in matrix format, we can obtain:

Spp=F+DU, (19)
where:
e €p
S
D= , U= and
_% B Vp
L L

5, . o R 1 2 2) . % «
Vala +Vﬁlﬂ +[K2 —IJP-Fz(Va +Vﬂ — P —KzP

F= R R
Vﬂla _Valﬂ +(K3 _Z\JQ_Q _K3Q

where U is the vector control and F' is theindependent term.
In a steady state, to obtain the equivalent control term:

Spp =0. (20)
So:

Uy =-D'F.
Finally, the control vector is given as:
U=Up,+Uyy =—D"'[F+ Kpgsign(Spp ). (22)

The Lyapunov’s function derivative is given by:

@n

VPQ = SPQSPQ =
=Spo(F +DU)= (23)
= SpolF+ ol o [F+ Kpgsign(Spg )]])
Simplification gives:
Vro =—Kpo|Spo|- (24)

S0 VPQ <0 only if Kpo is the positive constant.

SMC-based grid voltages observer. From the
dynamical model of three phase boost rectifier in (e, f)
frame , the current model can be given as:

di 1
g _ .
E_f(eg ~Rig =),
where i, = [ia iﬁ]r, eg = [ea eﬁ]T and V, = [Va Vﬂ]T.
The sliding mode observer model is expressed as:

dL‘tg = %(Gsign(Sg)— ng - Vg),

where Sg =iy —lg

(25)

(26)

is the observer’s sliding surface of the
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current, fg :[fa i ﬂ]T is the estimated current vector,

G= [Gl G, ]T and G, G, are the positive gains.
From the previous equations (25), (26), we get:

ds, i
b i)

when sliding mode is reached S'g = 0, estimated grid

27)

voltages can be expressed as:
eq = Gsign(S,, ). (28)
A low-pass filter (LPF) that also reduces the impact
of the chattering phenomenon can be used to produce the
grid voltages.
eqr = LPF(Gsign(S, )). (29)
where eyr = [eaf e ﬁf]T is the observer’s filtered output

in (e, p) frame.
The use of the LPF to minimize the chattering of a
sliding mode observer has the disadvantage of attenuating
the amplitude of the observed signal and creating a phase
delay between the estimated and the signal to be estimated.
To remedy this problem in [20] authors have proposed an
adaptive algorithm to compensate the attenuation caused on
the amplitude and the phase delay. This algorithm also has
the advantage of being insensitive to the variation of the
frequency of the grid voltage, which improves the precision
of the observation illustrated in Fig. 4.
4 I

A
iy I—
=

’ Sliding Mode Observer

- )
4 I
LPF LPF —
> >
€g2 g g
=
Argument and Magnitude Calculation E
o
0,,0,,E, ,E, a
S
N L !
=
Attenuation Amplitude and Phase Delay g
E Calculation g
AE:E—I, AO=6,-6, g
2
) ) £
S
Grid Voltages Estimation =3
Equation (33) =
- \L i )

o>

a é/!
Fig. 4. Sliding mode-based grid voltages observer
The strategy of this algorithm is based on the use of

two identical filters of low-pass type in a cascade (with
same cut-off frequency ).

a)c
e = €ofs
gl g
s+ @, 30
(30)
€g2 = < gl
& s+aw. ¢

Amplitudes and arguments of outputs of previous
filters can be calculated as follows:

Aok o)
Ey = ||egz||; 0, = arg(egZ)
The errors in amplitudes and phases can be deduced as:
AE = ﬂ;
E, (32)
A0=6,-6,.

Finally, we can get the expressions of the estimated
grid voltages by taking into account the compensation of
the amplitude attenuation and the phase deviation, as:

é, = B AE? cos(, +246),
ép = By AE? sin(60, +240).

Load resistance observer [21]. From the DC side
voltage equation, the following two equations can be
written as:

(33)

Ve 1 o Ve
“a oSl S~ g
v, 1 v 34
dc . . dc .
Slde _ —(S,i, +Syig)- + Jsign(ey )
% C( ala +Spip) CR,, gney)

where ¥, is the observed DC-link voltage and Ry, is the

nominal value of load resistance, the error observation is
given as:

ey =V, Vg . (35)
In addition, the error dynamic equation:

dey _dVy AV

dt dt dt
. (36)
| ae _ Vae |_ /Isign(ey )’
CR; CRy
where A is the positive constant that satisfies:
As|| Yde _ Vae | (37)
CR; CRyy

when sliding mode is reached in finite time, equivalent
control:

. Vie  Vae
Vd = Vd = ¢ ___6c J = VR, , (38)
¢ (CRL CR;o “

where Vi, is the equivalent control [22, 23] of the
observer. Its estimate I}R’eq can be generated by the LPF:

Vi.eq = LPF(Jsign(ey ). (39)

Finally, the estimated load resistance can be deduced
from its nominal value and the observer’s output:
— CVRoeq

L =——+R Lo - (40)
Vdc

Simulation results and discussions. To illustrate the
effectiveness and the feasibility of the enhanced DPC based
on sliding mode approach for control and observation,
simulation studies were carried out with MATLAB/Simulink
under several operations conditions. For this purpose, all
three-phase PWM rectifier parameters are summarized
in Table 1.
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Table 1
Three phase PWM rectifier parameters
Parameters Values
Grid frequency f, Hz 50
Grid voltage V, V 120
Reference of DC-link voltage V;c Y 300
Grid side inductance L, mH 16
Grid side resistance R, Q 0.1
DC-link capacitor C, puF 1100
Load resistance R;, O 40—80
PWM frequency fp, kHz 15
Several  tests were carried out  using

MATLAB/Simulink to test the performance of DPC control
based on SMC. In the first test, and for a variable load profile
depicted by Fig. 5 the DPC-SMC block diagram is simulated
for two operating conditions: with grid voltage measurement
from O to 1.5 s and then without grid voltage sensor using a
sliding mode observer from 1.5sto 3 s.

100 T T T T
Load profile, Q
Ry,
80
60 | b
40 §
s

20 . L . . L

0 0.5 1 15 2 25 3

Fig. 5. Load profile

The curves obtained are illustrated by Fig. 611 and
the following comments can be carried out.

In the presence of disturbance and according to Fig. 6,
the DC-link voltage tracks perfectly its imposed reference
(300 V) with a disturbance rejection considered good at the
moments of load variation.

Figure 7 shows the evolution of active and reactive
power. It is very clear that the active power has behavior
identical to that of the reference generated reflecting the
applied load. It is equal to 1195 W for R = 80 Q and then
increases to 2300 W when the load passes to R = 40 Q.
On the same Fig. 7, it can be seen that reactive power has
a zero average value, which guarantees a unitary power
factor, and therefore the grid current and voltage are
always in phase (Fig. 9).

Under a variable load profile, Fig. 10 shows the
waveforms of the three voltages measured and estimated
using a sliding mode-based observer. Whatever the
operating conditions, the introduction of the voltage
observer at time 1.5 s gives good results and the estimated
grid voltages show no amplitude attenuation or phase
delay compared to the actual signal. This is justified by
the introduction of a compensation algorithm.

As for the power quality, for both with and without
grid voltage observer operating conditions, the THD is
less than 5 %, which is in accordance with IEEE 519
International Standards Fig. 11 for various operating
conditions.

310 — T . . :
DC-link voltage, V
v dc
Vi
305 - 1
300
295 - 1
Z,s
290 ! ! ! ! !
0 05 1 15 2 25 3
Fig. 6. DC-link voltage regulation
3000 - . — . . :
Active and reactive P
powers p*
Q
2000 f Q 1
1000 |- .
0 | 1
1 1 1 1 1 t’ S
0 05 1 15 2 25 3
Fig. 7. Active and reactive powers
Grid la Ib Ic]
20 reurrents, A ]

220 F i
0 05 1 15 2 25 3
Fig. 8. Three-phase grid currents

Grid voltage and current, A
[
200 T 1 Va

5la | .

-200

0 O.SN 1 15 2 ¢ 25 3
200 200
100
0 0
-100

-200 LSl 200 LS
046 048 05 052 054 245 25 255

Fig. 9. Grid voltage and current

Another test is done in open loop to illustrate the
advantages of the observer associated with double LPFs and
a compensation algorithm. Examination of Fig. 12, 13 shows
that the errors in amplitude and phase are very noticeable
when the observer uses a single LPF. At time ¢ = 0.5 s, the
system based on double LPFs and a compensation algorithm is
introduced. It is easy to notice that the amplitude attenuation
and the phase delay can be compensated.
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Grid voltages, V
200 T :

| va — b - Ve

150 I

-150

Without observer |l With observer

200 I LT s
148 1485 149 149 15 1505 151 1515 152

Fig. 10. Grid voltage with and without observer
1 T T T T T

THD, %

08 |

06

04t

02 b
0

0.25 0.75 125 175 2.25
Fig. 11. THD of grid current

0 P4 voltages, ¥

N

0.6 0.8 1

-200 1 1 i
I With double LPF
1

0 0.2 0.4
With single LPF

-100 i i | i i
044 046 048 05 052 054 £,5 056
Fig. 12. Observed grid line voltage with compensation algorithm
200 : . . .
AV, V 2
150 .
‘MWW
100 .

-100 4

-150 T

-200

0 0.2 0.4 06 08 1
Fig. 13. Grid voltage observation error

The second test evaluates the DPC-SMC without a
grid voltage sensor and with online estimation of the load
variation using a sliding mode observer and under a load
variable profile.

The results show that the performance of the
sensorless DPC-SMC control is always better. Figure 14
shows that the observer accurately estimates the load
variation which is reflected by the low estimation errors
shown in Fig. 15.

In Fig. 16, the measured the DC-link voltage tracks
perfectly its reference, which confirms the good design of
the voltage controller.

100 — .
Load variation, R
Ry
]
80.01
60 .
79.99
ol 02 |o21 02
» . . ts
0 05 1 15
Fig. 14. Load observation
AR, Q ' '
01
0.05
ol
4s
-0.05
0 05 1 15
Fig. 15. Error in load estimation
310 - :
DC-link voltage, V v
dc
VEC
305 .
300 [_
205 - .
4,8
290 .
0 05 1 15

Fig. 16. Behavior of DC-link voltage

For Fig. 17 depicting the evolution of the instantaneous
active and reactive powers, it is very clear that they present a
fast dynamic and track their references without overshoot.

3000 T T
Powers, W 5
p*
Q
2000 |- el
1000 [ 4
0 ]
| ts
0 0.5 1 15

Fig. 17. Instantaneous active and reactive power

The high quality of the grid line current (sinusoidal
waveform) is confirmed by a good unit power factor, as
shown in Fig. 19, and by the low THD values indicated
by the bars in Fig. 18 for various operating conditions.

Table 2 presents a comparison between DPC-SMC

and other control techniques based on several terms.
Table 2
Comparison between conventional control strategies and DPC-SMC

DPC-SMC | DPC [24]| Other techniques [25]
THD, % 1.13 3.17 3.35512.2
Power factor 1 1 0.98—0.99
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From this comparative table, the DPC-SMC control

shows its superiority over the other techniques.
15 T T T

THD, %
1k
05
0 ts
0 0.25 075 1 1.25 15
Fig. 18. THD of grid current
Power factor ' '
1.005
1
|
0.995 |-
099 |
098 |
t,s
097 :
0 05 1 15
Fig. 19. Power factor
Conclusions.

In this paper, the classical direct power control has
been combined with a sliding mode control to control active
and reactive power and to ensure an accurate regulation of
DC-link voltage. To eliminate the need for voltage sensors
and to get the online variation of load resistance, sliding
mode based observers have been designed for this purpose.
Through a series of tests, especially in the presence of
disturbances, it has been shown that:

1. The sliding mode offers a clear improvement to the
DC-link voltage regulation regardless of the load profile.

2. The combination of the sliding mode approach with
direct power control has eliminated the need for a
switching table, thus reducing the control complexity.

3. High performance instantaneously decoupled power
control achieved using a sliding mode control which
provides a unity power factor.

4. The sliding mode-based grid voltage observer
combined with the compensation algorithm provided
accurate results with minimum chattering compared to the
single low-pass filter case.

5. A good power quality is justified by a lower total
harmonic distortion value.

6. The direct power control — sliding mode control
gives better performance than conventional techniques
with a total harmonic distortion value less than 5 % and a
power factor close to unity.
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Bipolar DC output fed grounded DC-AC converter for photovoltaic application

Introduction. In recent years the usage of electricity has increased tremendously as the electrical needs and loads got increased. Hence the
researchers focused on the electricity generation from renewable sources in order to promote sustainable green environment. Owing to the
lesser cost and more reliable high efficiency system with reduced use of equipments became prominent for the grid connected photovoltaic
single phase systems. The novelty of this proposed converters are to reduce total power loss and to analyze the performance of the converter
under various modulation index and to have lesser harmonics using sinusoidal pulse width modulation technique for both T-type and F-type
inverter. Interest of the work is to merge two DC-DC converters which have same output voltage in order to have transformer less utilization
of power. This has given pathway to develop a new DC-DC converter network by merging the common input nodes of CUK and SEPIC
converter. Purpose. This similar structure of both converters made it easy to combine the input stages of and to get bipolar output. Methods.
Here we can get bipolar output without the utilization of transformer which minimizes the overall size of the proposed system. In this paper,
a combined CUK-SEPIC based grid connected transformerless inverter for photovoltaic application is suggested. Results. The suggested
converter is simulated using MATLAB and the results were discussed. Further the circuit is extended with a 1 kW F-type inverter to
demonstrate grid connection of the converter. Practical value. This converter can be implemented for photovoltaic applications for
obtaining the bipolar DC output from the DC source. References 16, table 4, figures 12.

Key words: combined CUK-SEPIC converter, bipolar inverter, T-type inverter, F-type inverter, maximum power point
tracking, transformerless inverter, single phase photovoltaic systems.

Bemyn. B ocmanni poxku euxopucmanis eiekmpoenepeii 3HauHO 3pocio, OCKIIbKU HOmpedu 6 elekmpoenepeii ma HABAHMAdiCenHs
30inbunUcy. Tomy O0O0CTIOHUKU 30cepedunucs Ha 8UpOOHUYMSE eleKmpoeHepzii 3 GIOHOBMIO8AHUX Ocepen, Wob CHpUusmu CMitikomy
3eneHomy cepedosunfy. Hepez menuty eapmicmv ma Oitbd HAOIUHY BUCOKOEPEKMUBHY CUCEMY 3i 3MEHWEHUM BUKOPUCHIAHHAM
00n1a0HaHHsT HAOYIU nonyiapHocmi  pomoerekmpuyni 0OHogasHi  cucmemu, nioknoueHi 0o mepedici. Hoeusna npononosanux
nepemeoplosaié NOIA2AE Y 3HUICEHHI 3a2aNbHUX 8MPAM NOMYICHOCMI MA AHANI3I XapaKmMepucmuk nepemaopiosaya npu pisHux inoexkcax
MOOYIAYIL, @ MAKOJC Y 3MEHUEHH] 2APMOHIK 3 BUKOPUCTNAHHAM MmOy WUPOMHO-IMRYIbCHOI MOOYIAYIT CUHYCOIOATbHO20 muny Os
ineepmopie six T-muny, max i F-muny. Inmepec pobomu nonszac 6 00'€Onanui 080X nepemeopo8ayie NOCMIliHO20 CMpyMy 3 00OHAKOBOIO
SUXIOHOIO HANPY20I0, WOO Mamuy MeHule SUKOPUCAHHA NOmydcHocmi mpancgopmamopa. Lle 0oseonuno pospobumu Hogy mepexncy
Nepemeopro6ayie NOCMIIHO20 CIPYMY ULTIXOM 00'€OHaHHS 3a2anbHux éxioHux eyanie nepemeopiosaua CUK ma SEPIC. Mema. [1ooibna
cmpykmypa 060X nepemeopiosadie 003601UNA 1e2Ko NOEOHAmuU 6XIOHI Kackaou ma ompumamu OinonapHull euxionuti cuenar. Memoou.
Tym mu moscemo ompumamu GinorApHULL UXI0 6e3 UKOPUCAHHA MPAHCHOPMAMOPA, WO MIHIMIZYE 3a2aNbHUL POMID NPONOHOBAHOY
cucmemu. Y yiti cmammi npononyemuvca Komobinosanutl besmpancgopmamopruti ineepmop Ha ocvogi CUK-SEPIC, nioxknouenui 0o
Mepedxci, 013 homoenekmpuyHux 3acmocyéansv. Pesynemamu. [lpononosanuii nepemeopiosau modemoemvcs 3a 0onomoeorw MATLAB,
pe3ynsmamu ob2osopioromucs. [lani cxema poswupena insepmopom F-muny nomyoicnicmio 1 kBm, wo6 npooemoncmpysamu niokmouenHs
nepemeopiosaua 0o mepedici. Ilpakmuuna yinnicme. Lleti nepemsoprosay modice 6ymu peanizosanuti st pomoenreKmpusHux 3acmocyéats
0151 OMPUMAHHS DINOTAPHO20 BUXOOY NOCMIUHO20 CMpPYMY Odicepena nocmitno2o cmpymy. bioin. 16, Tadm. 4, puc. 12.

Kniouosi cnosa: komodiHoBanmii nepersopoBay CUK-SEPIC, 6inoasipuuii inBeprop, inBeprop T-tumy, inBeprop F-tumy,
Bi/ICTe:KEeHHSI TOUKH MAaKCMMAJIbHOI OTYKHOCTI, 6e3TpancdopMaTopHuii iHBepTOpP, 01HOGa3HI (POTOETEKTPHUHI CHCTEMH.

Introduction.

A. DC-DC converters for photovoltaic
application. Solar photovoltaic (PV) systems started
ruling the recent era of power generation as its
renewable and widely available resource. Hence the
research started on that topic to increase the utilization
of solar energy in an efficient way, which has given rise
to wide varieties of DC-DC converter. Since the output

whence the solar PV cell is DC we need to integrate the
photovoltaic system with an efficient DC-DC converter
topology. The non-isolated topology of DC-DC
converter is of copious types [1]. The differentiation of
copious DC-DC converter is presented in Table 1, which
explains the count of devices used and expression for
output voltage along with nature of output whether
unipolar or bipolar.

Table 1
Commonly used DC-DC converter
. | No. of |No. of| No.of | No.of

Converter  |Voltage output| Input current |Voltage gain switches|diodes inductors|capacitors
Buck Unipolar Intermittent D 1 1 1 1
Boost Unipolar  |Uninterrupted| 1/(1-D) 1 1 1 1
Buck-Boost Unipolar | Intermittent | D/(1-D) | 1 | 1 1 I
converter
CUK Unipolar  |Uninterrupted| —D/(1-D) 1 1 2 2
SEPIC Unipolar  |Uninterrupted| D/(1-D) 1 1 2 2
Combined . .
Charging System Bipolar  |Uninterrupted| 2D/(1-D) 1 2 3 4

The major building block of PV application is the
DC-DC converter hence the proper choice of DC-DC
converter is much needed for efficient utilization of
resource. In PV applications, boost converters are widely
employed for DC-DC conversion, but only with stepping-
up voltages ratios [2-4]. Both the increased and decreased
voltage conversion are feasible with the buck-boost

converter but the main drawback is the discontinuous
input current which stops the converter from optimal
tracking of maximum power point tracking (MPPT)
without decoupling capacitor [5]. The output voltage
expression of CUK and SEPIC converter both are same
but the only difference between them is the reversal of
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current. The input current in both these converter is
continuous and have wide range of operating voltage in it.
The main losses associated with DC-DC converters are
losses associated with switches, inductor winding loss,
diode conduction loss and inductor core loss. The
minimization of the leakage current has been the main
drawback in transformerless topology [6-9]. The proposed
converter also has same number of switches like other
DC-DC converter and in addition we can achieve a
bipolar output from it with reduced current ripple [9]. The
nature of high input current ripple limits the performance
of MPPT. In order to enhance the PV system efficiency
the input current ripple has to be minimized by using
suitable modulation technique [10, 11]. The proposed
converter reduces peak inductor current by minimizing
input current ripple. This keeps the PV system to operate
near MPP thereby improving the total power extracted.

B. Configuration of PV system. Generally PV
systems are used for configuring with the single phase AC
grids with earth connection. Apart from the voltage boost
or buck capability offered by the various DC-DC
converters the main factor to be considered is the impact
of the leakage current. There are various inverters out of
which the H-bridge inverter which has been used widely
introduces leakage current to pass through the PV panel
parasitic capacitance [10, 11] as shown in Fig 1,a.

v

Ik TIET

a —unipolar DC output without transformer causing leakage currents

A

L

b — unipolar DC with line frequency transformer

¢ —isolated DC-DC converter with unipolar output

AR ©

d — unipolar DC output with grounded bipolar input inverter

e bipolar DC output with grounded bipolar input inverter
Fig. 1. Variety of grounding choices for PV systems

This leakage current problem can be mitigated easily
using a transformer operating at line frequency between
the PV system and grid in order to provide ground
connection as shown in Fig. 1,b, but the main drawback
with this method is that the system becomes bulky, costly
and heavy [12]. Hence this problem is met by utilizing the

concept of isolated DC-DC converter topology as shown
in Fig. 1,c but the drawback over here is it provides the
unipolar output. This condition can be met by introducing
a grounded bipolar input inverter as shown in Fig. 1,d. It
makes no difference whether a low- or high-frequency
transformer is used, topologies without owing transformer
are having more efficiency, lighter in weight, and less
expensive than isolated inverters. However, by making
use of non-isolated PV inverters, ground leakage currents
because of parasitic capacitance are a major concern [13].
The decoupling method will tend to boost the efficiency
of systems by chopping the complexity and losses of the
system. In view to eliminate the decoupling issues and to
eliminate the usage of transformer the alternate solution is
the use of an inverter with the grounded bipolar DC
output. The configuration as shown in Fig. 1,e eliminates
all the problems discussed above and mitigate the leakage
current issues without the use of transformer. Hence the
system becomes less complex and more reliable. This DC
output has to be fed with DC-AC converter for which
many inverters are available. To have lesser harmonics
cascaded multilevel inverters can be utilized [14]. But
main drawback is the need of bipolar inverter [15].

C. Proposed CUK-SEPIC converter. The
suggested converter used the benefits of both CUK and
SEPIC converter in order to produce a bipolar output. The
proposed CUK-SEPIC converter has been in investigation
recently and it’s found to be the best solution for a
reliable and efficient PV systems. Since, both the CUK
and the SEPIC converter’s input stages are same it made
an idea to combine both the converters input stage. Thus
by having the common input switching stages both the
converters is connected. Since the voltage expression for
the output is same in case of CUK and SEPIC it paved a
way of generating DC bus. Since the polarity of output is
reversed in CUK and SEPIC the SEPIC produce a
positive voltage bus and CUK produces a negative
voltage bus and both are of same magnitude. As a result,
the output generates a bipolar DC bus. The configuration
of this proposed combination of CUK-SEPIC converter is
shown in Fig. 2,a. The suggested structure has the one
single common switching node.

When the switch is turned on in the manner depicted
in Fig. 2,b the inductors present in the circuit L;,, L, and
L. will be in charging state whereas the capacitors C and
C. discharges and the direction of the current will be as
shown in the Fig. 2,b. During the turn off of the switch
the vice versa will happen. The inductors present in the
circuit L;,, L; and L, will be in discharging state whereas
the capacitors C, and C. starts charging and the direction
of the current will be as shown in the Fig. 2,c.

The proposed converter is having ability of providing
both enlarged and reduced voltage ratios since the gain when
it comes to voltage is 2D/(1-D). This implies that if the duty
ratio (D) which is the proportion of switch turn on time to
complete time period is less than 0.5 the suggested converter
operates in step down or buck mode and if the duty ratio (D)
is greater than 0.5 then the suggested converter will operate
in the step-up or buck mode of operation. Thereby achieving
an output voltage in wide range is possible to get achieved
using this proposed combination of CUK and SEPIC
converter. As we take into account the output voltage gain
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across both converter together, the voltage gain will be

2D/(1-D) which regulates wide variation in input voltages.

In reality, the capacitor of enough capacitance should be

connected before coupling with inverter in order to decouple

the PV array from the 100 Hz ripple, allowing for continuous

power output and keeping the PV panel operating at its MPP.
SEPIC Converter

Switching Node

CUK Converter
a — proposed CUK-SEPIC converter topology

C, Dy
—

I 4%

b — proposed CUK-SEPIC converter during ON state
>
Cs Dy

— >=J_

Ls Cp

¢ — proposed CUK-SEPIC converter topology during OFF state
Fig. 2.

Bipolar inverter grid integrated with PV solar.

A. MPPT. The prerequisite of the input current of the
converter, which controls the output current of the PV
system and hence power, is explained by the P-V and I-V
curves [1]. In order to make the maximum power and for the
purpose to handle system efficiently and effectively we need
to steer the PV panel at its optimum operating point. There
are several algorithms which helps us to operate the panel at
its MPP which makes system efficient one. The Perturb and
Observe (P&O) algorithm is used here. The flowchart of the
P&O algorithm is as shown in the Fig. 3. The MPPT
controller sends an updated reference value to a PI current
controller, which receives it. In most cases, the MPPT’s
reference would vary smoothly [1].

|D(\)—D(k) +AD IID(Q—D(H B AD” DM=DK) - AD”D(I)—D(k) +AD }
- 1 v

[Update History
Vik)y=V(k-+1)
P(k)=P(k+1)

[
Fig. 3. Flowchart of P&O algorithm

B. Bipolar T-type inverter. As we need to export this
DC into the grid we need to integrate our system with an
inverter configuration for converting DC power from the
solar panel into AC power. Inverters can be of unipolar DC
input type or bipolar DC input type. The main disadvantage
of the unipolar type is that it cannot provide the leakage
current elimination. Hence we need to opt for the bipolar DC
input structure type inverter. The bipolar inverter likes half
bridge inverter, T-type inverter, flying capacitor/capacitor-
clamped inverter [1]. In this paper we have simulated for
T-type inverter. The pattern in which switches need to be
triggered is shown in Table 2.

Table 2
T-type inverter switching states
State Vout S1 Sz S3 S4
P +Vpcl2 1|1 ]0]0O
0 0 o1 ]1]0
N —Vpcl2 0o 1]1

The overall converter composition is as shown in the
Fig. 3. The converter is designed as per the specification
given in Table 3. The main drawback in T-type inverter is

increased voltage stress across the switches.

DC-DC
Converter

,-.-‘-.-.-.\X
o

T-type
Inverter

F1g 4. Overall proposed system with T-type inverter
Table 3

Converter specification

Component| Values | Component| Values |Component| Values
L, 545 pH C, 5 uF L, 891 pH
C, 1.5 uF C, 0.33 puF L, 330 pH
C, 0.47 uF L, 891 pH Cr 1 uF

C. Bipolar F-type inverter. Figure 5 depicts the
F-type inverter’s phase-leg power circuit. It is a topologically
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modified T-type inverter circuit in which the bidirectional
switch’s common-emitter node is explored in order to reduce
voltage stress in the forming power switches. It operates in
the same way as its neutral point clamped. As a result, it can
generate three output voltages with reference to the neutral-
point n: 0.5-V,., 0-V., and —0.5-V,. [16]. Table 4 shows the
switching states of the power switches as well as the
generated inverter output voltages. The letters P, O, and N in
this table reflect the inverter's positive, zero, and negative
voltage states, respectively. The logic states 1 and O indicate
the ON and OFF switching states of the power switches,

respectively.
DC-DC
Converter F-type

Ds Inverter L‘

S
on%22288r 2200 0 0085000

Filter

.

a
]

caTanneees®

csssnseessssss,

appezds

4 L 1
Fig. 5. Overall proposed system with F-type inverter
Table 4
The F-type inverter switching states
State Vout S1 S2 S3 S4
P +Vpc/2 11010
0 0 0|1 110
N —Vpcl2 0] 1]01]1

D. Sinusoidal pulse width modulation (SPWM)
technique. SPWM is a phase modulation technology that
uses an inverter phase-leg based operational basis to
generate gating signals. The phase angle shift is the only
control parameter that differs. Its expansion to a
multiphase multilevel system provides minimal
computational problems when compared to space vector
modulation. When pure sinusoidal references are used in
the modulation process, the SPWM approach has the
drawback of underutilizing the dc-link voltage in power
converters. One strategy for extending the modulation
index range in the linear modulation area beyond unity
with SPWM is to add the zero-sequence component in
accordance with the min—max function principle.

E. Estimation of power loss. Because it has a direct
impact on the converter’s efficiency, the converter’s loss
calculation is an important factor for assessing its
performance. Conduction and switching losses are the two
most typical types of losses in a converter. The
conduction current, i(¢), and the turn-on resistance, Ry and
Rp, where S and D stand for switch and diode,
respectively, are linked to conduction losses. Because a
switch consists of both a transistor and an anti-parallel
diode, both are considered for computing losses. Both of
these are calculated as follows:

Pron(s) ) =[5 + R A B(e)]- 1(0); ()
Pcon(D)(t):[VD +RDIAﬂ(t)]'[(t)’ (2)

where specification can be found in the Datasheet.
The sum of (1) and (2) is the overall conduction
losses of a switch. The number of transistors (Ng) and

diodes (Np) that conduct instantly determine the average
conduction loss of a converter.

The quantity of energy dissipated during each phase
determines the switching losses, which are classified into two
categories: turn-off losses and turn-on losses. The following
formula (3) and (4) is used to calculate these losses:

Loy

Eopr(s) = [ (e)-ile)dr; (3)
0

Eon(S) = IV(t)J(t)dt. (3)
0

During the turn-on and turn-off times, energy is lost
across each switch. Energy lost across s™ switch are E,;
and E,, ;, respectively. And t,5and t,, represent the time it
takes for the switch to turn on and off, respectively, while
t represents the period. The power loss is calculated for
various modulation indexes and shown in Fig. 6. It is
clear from Fig. 7 that the losses in F-type converter are
less compared to T-type inverter.
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Fig. 6. Power loss for varying modulation index
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Fig. 7. Total power loss for T-type and F-type configuration

F. Simulation results. The proposed CUK-SEPIC
converter is combined with the bipolar F-type inverter in
place to analyze the waveform and its operation. The
converter’s DC input is supplied by a solar PV panel,
which is then monitored by an MPPT controller. The
P&O algorithm is used in the MPPT controller and
simulated. The LC filter is been chosen for this purpose.
The converter utilizes a decoupling capacitor of 100 puF in
order to remove the 100 Hz ripple in the system. A 1 kW
F-type inverter has been designed to serve this proposed
DC-DC converter [1]. The switching frequency is around
100 kHz, and the rated input voltage is 360 V DC. The
suggested converter can achieve a wide variation in the
output voltages gain of the converter. It can dispense both
expanded and shrunken voltage ranges. The complete
setup of the network is shown in Fig. 8.
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The common switching node at the input side provides
the possibility of bipolar output at the DC-DC converter side.
Figure 9,a shows the switching current waveform in the
common input node. The CUK converter provides the
negative output and the SEPIC converter provides the
positive output this necessitates the possibility of occurrence
of bipolar DC bus. Figures 9,b,c depict the current through
L¢ and Lg. Figures 9,d,e show the current obtained through
the positive and negative bus.
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Figure 10 represents the bipolar DC voltage obtained
at the result of the above said converter.

The overall system topology of integrated proposed
CUK-SEPIC converter with MPPT controller connected
with the bipolar F-type inverter is illustrated in Fig. 5. The
following circuit was built, simulated and the results were
obtained using MATLAB. Figure 11 depicts the output

voltage and current waveforms obtained across the
inverter output. In order to visualize the output waveform
R load is considered as 100 Q.

Bipolar output voltage, V
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Fig. 11. AC grid output voltage and current
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The overall system topology of hardware setup with
PV integrated proposed CUK-SEPIC converter with
MPPT controller connected with the bipolar F-type
inverter is illustrated in Fig. 8 and the developed module
in MATLAB/Simulink environment is depicted in Fig. 12
which has CUK-SEPIC converter fed DC-AC inverter.

Conclusions. The similarity in the structure of the
CUK and SEPIC converters’ input stages made the
development of this proposed converter with the single
common switching node and as the CUK converter
imparts the negative voltage and the SEPIC converter
imparts the positive voltage and both the voltage is of
same magnitude which added advantage of obtaining the
bipolar DC voltage at the terminal of the DC-DC
converter. The transformerless utilization of this converter
paves the way of lesser cost and complexity. Because of
the bipolar inverter utilised in the circuit, the converter’s
input current ripple is reduced and leakage current is
removed. When compared to T-type converter the F-type
converter, F-type converter reduces the total conduction
losses by 47.8 %. Thus F-type inverter produces lesser
switching and conduction losses paying the way for the
better efficient inverter topology.
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Modified discrete Fourier transform algorithm for protection of shunt compensated
distribution line

Introduction. The response time of the relay plays vital role when fault occurs on the line. Various algorithms are adopted to increase the
sampling rate of the relay which, in turn, improves the response time. Methods. Discrete Fourier transform and modified discrete Fourier
transform are the two algorithms used to calculate the fundamental frequency phasor of the signal required by the relay to initiate trip
command. It is known that discrete Fourier transform takes four to five cycles to produce the fundamental frequency phasor but it fails to
deal with the decaying DC component. On the other hand, modified discrete Fourier transform improves the response time by removing
the decaying DC component along with the other harmonics in just one cycle and a_few samples. The aim of this paper is to cover discrete
Fourier transform and modified discrete Fourier transform algorithms to analyze the performance of the three overcurrent and one earth
Jault relaying scheme for different types of faults occurring in the distribution system. Methodology. The concept of three overcurrent and
one earth fault scheme is also explained in this paper for protection of shunt-compensated distribution system. The scheme is designed for
variable power factor. MATLAB/Simulink is used as the software tool to validate the results obtained for various types of faults occurring
in the system. The results are represented graphically to illustrate the time of response of the protection scheme when shunt compensators
are connected at the receiving end of distribution network. References 16, tables 2, figures 8.

Key words: modified discrete Fourier transform, three overcurrent and one earth fault protection scheme, shunt
compensation, distribution system, response time of relay.

Bcemyn. Yac cnpayiosanns pene 8idiepac Jcummeso 8adlciugy poib npu 6UHUKHEHHI HeCnpasnocmi na ninii. [na 30invuients vacmomu
oJuckpemuzayii pene 3acmMoCoBYIOMbC PI3HI AneOpUmMMU, ujo, CE0€I0 4epaolo, Nokpawye uac cnpayrosanns. Memoou. /Juckpemne
nepemeopennss Dyp’e ma mooughixosane ouckpemue nepemeopenna DPyp’c — ye 06a aneopummu, AKi GUKOPUCHOBYIOMbCA OJiA
PO3PAXYHKY 6eKMOPA OCHOBHOI YACMOMU CUSHATY, HeOOXIOH020 015 pele nodayi KOMaHou Ha 6iOKIouenHs. Bioomo, wo ona ompumanns
6eKmMopa 0cHOBHOI yacmomu OUcKkpemHozo nepemeopenhs yp’c nompioHo 8i0 HomupbOX 00 n'aMmu YUKIie, ane 60HO He CHPABIACMbCS
3 NOCMIIHOIO CKAA006010 CMPYMy, wjo 32acac. 3 inuwo2o 00Ky, mooughikoeane Ouckpemne nepemeopenns @yp’c nokpawye uac
CNpayio8ants, GUOGNAIOYYU NOCMIUHY CKAA008Y CMPYMY, WO 32aCd€, PA3OM 3 THWMUMU 2APMOHIKAMU 6CbO20 34 OOUH YUK I KiIbKa
subipox. Mema yiei cmammi nonazac 6 momy, Wob OXONUmu aropummu OUCKpemno2o nepemeopents ®yp’e ma mooudikoeanozo
OJuckpemnozo nepemgopens Dyp’e Ona ananizy Xapaxmepucmux mpbox cxem pejie MaKkCUMAIbHO20 CIPYMY Ma OOHIET cxemu 3axucny
6I0 3aMUKAHbL HA 3eMII0 O PI3HUX MUNi6 HeCNMpasHocmell, Wo GUHUKAIOMb y po3noditbyill cucmemi. Memoodonozia. Y cmammi
NOACHIOEMbCA MAKONC KOHYENYisi Mpbox cXem NePesaHmadtzCeHHs no Cmpymy i OOHIEl cxeMu 3aMUKAHHA HA 3eMui0 ONsl 3aXUCTY
PO3Nn00INLYOL cucmemu 3 napaieivbhoio komnencayicto. Cxema pospaxoseana na sminnuti koegiyienm nomyscnocmi. MATLAB/Simulink
BUKOPUCTNOBYEMBCS AK NPOSPAMHULL IHCIMPYMEHM OJI51 NepesipKU pe3yibmamis, OmpuManux 05 Pi3HUX munie ioMoe, w0 6UHUKAIOMb Y
cucmemi. Pezynomamu npeocmasneni epagiuno, wob npoimocmpyeamu yac cnpaybo8Y8AHHs CXeMU 3aXUCHLY, KOAU ULYHMYIOUi
KoMneHcamopu niokmuo4eni Ha npuimanbHomy Kinyi posnooineroi mepedici. biomn. 16, Tabum. 2, puc. 8.

Kniouosi crnosa: mopudikoBane quckperHe nepersopeHHsi @yp’e, Tpu cxeMH MaAKCUMAJIBLHOIO CTPYMOBOIO 3aXHCTYy Ta 0JJHA cXeMa
3aXHCTY Bi/l 3aMHKaHb Ha 3eMJII0, TApaJieJIbHa KOMIIEeHcAllisl, PO3MOi/IbHA CHCTeMa, Yac CPANIOBAHHS peJie.

Introduction. Protection of distribution system is the  possible [7]. Earlier the researchers used to apply mimic
most vulnerable part of the power system protection because  filters and other such digital filtering techniques in order to
it often encounters severe dynamic changes due to change in ~ damp out the decaying DC component from the current signal
line loading and uncertainty in power factor [1, 2]. Further, required by the relay [7, 8]. Though, due to the disadvantages
the severity intensifies under abnormal conditions like faults ~ Of these filters, the researchers developed Discrete Fourier
occurring in the network. Such changes are generally dealt ~ Transform (DFT) algorithm to obtain the fundamental
with the use of reactive power compensators in the line, ~component of line current to be fed to the relay [9]. The DFT
which possess controllers and power electronic components ~ algorithm usually takes a few cycles to serve the required
[3]. The presence of compensators introduces error in the ~Purpose which makes the protection algorithm slow and
measurement of fault and system parameters [4, 5]. Hence, ~©rroneous. Thus, Modified Discrete Fourier Transform
the protection scheme needs to be fast and sensitive enough to (MDFT) was proposed in [7, 8] which is capable to produce
operate efficiently under all these conditions. the fundamental compone;nt of current in one cycle and a few

Variation in line loading in distribution network is a  S2mples, thereby, decreasing the response time of the relay.

major challenge for a relay present at receiving end of the A number of resear.che.rs haye proppsed optimal
. o . techniques of relay coordination using various types of
line [5]. Generally, the distribution network is protected by . ) . .

overcurrent and carth-fault relays in the first zone of overcurrent relays [1, 3, 10]. Since this paper is designed for

. . education purpose, it covers the basic concepts of shunt
protection. The most common type of protection scheme : d on. The f £ thi
used for distribution lines is three overcurrent and one compepsalttloﬁlantr i)vetr}furrersltc protectlon.f 3 eo /ECL:;OI }E /1;
earth-fault (3 O/C & 1 E/F) protection scheme [6]. The paper 1S fo 1fustiate the periormance o

ion devices h be selected full d protection scheme under different fault conditions,
protection devices have to be selected carefully and must considering the shunt compensators such as Fixed Capacitor

comply with consonant standards as far as industrial and Thyristor Controlled Reactor (FCTCR) and Distributed
commercial loads are considered. The presence of  gtic Synchronous Compensator (DSTATCOM). The
distributed generation, for example, may lead to additional  |aqyits are obtained using both, DFT and MDFT, algorithms
challenges to be faced by the relay, where the power flows  ang the comparison between the two algorithms is also
in both the ways. Such situations demand dynamic settings explained in the sections below.

of the relay, as illustrated in [2]. Protection of distribution line using overcurrent

The time of response of the protection algorithm decides  relay. Overcurrent is defined as very high current flowing
the sensitivity of the relay, which needs to be as high as © A Jani V H. Makwana
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through the line during any fault or abnormal conditions.
An overcurrent relay is set to operate when the line
current exceeds the threshold limit of the current, called
plug setting of the relay. The family of overcurrent relays
includes instantaneous, time-delayed, definite time and
inverse time overcurrent relays. Inverse-time relays are
further classified as normal-inverse, very-inverse, and
extremely-inverse.

Instantaneous relays operate within 1-2 cycles when
fault occurs in the network. It is generally set to provide
protection against short circuit, and hence, it is set for very
high values of rated current (may be five times of rated
current). Time-delayed relays are used to achieve the
features of back-up protection and selectivity in relays.

Definite time relay is set to operate after a definite
set time when the current exceeds the pick-up value. The
pick-up setting of this relay is generally between 50 to
200 % of rated relay current and these relays are used to
protect the radial feeders. In inverse-time overcurrent
relays, the operating time of the relay is inversely
proportional to the relay current. They are broadly
categorized as phase-fault relays and earth-fault relays.
For phase relays, the relay setting range is 50-200 % of
rated relay current. Earth-fault relays are installed in order
to sense the sensitive ground faults, having setting range
5-20 %, 10-40 % or 20-80 % of current transformer (CT)
secondary rating, depending upon the sensitivity of the
relay required. The generalized relation to define a
standard overcurrent relay, given in (1), is written as:

t= s ™S, ¢))
(PSM)* -1
where ¢ is the time of operation of relay; PSM is the plug
setting multiplier of relay; 7MS is the time multiplier
setting of the relay. The constants a and f are selected
according to the Table 1 for various characteristics [6].

Table 1
Value of a and £ for different inverse-time relays
Relay o S
Normal inverse 0.02]0.14
Very inverse 1 |13.5
Extremely inverse 2 | 80

Figure 1 shows the operating characteristics of
different overcurrent relays discussed in this section.
16
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Fig. 1. Characteristics of different types of overcurrent relays
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Three overcurrent and one earth-fault relaying
scheme. Figure 2 illustrates the schematic diagram of the

protection scheme used in this paper to demonstrate the
protection of shunt compensated distribution line [6].
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Fig. 2. Schematic diagram of 3 O/C & 1 E/F relaying scheme

In this figure, 51, 52 and 64 denote the international
codes used for drawing the protection circuits. 51R, 51Y,
51B stands for overcurrent relays connected in R, Y and
B phases of the line, respectively. Further, 52 stands for
circuit breaker and 64 stands for earth-fault relay.

The relays used in this paper are set according to the
above discussion. When phase faults occur in the line (R-Y,
Y-B, R-B, R-Y-B), at least one of the three overcurrent
relays shall sense the fault and operate according to the
relay settings, following the set characteristics. In the case
of phase-to-ground fault (R-g, Y-g, B-g), the residual
current follows the path of earth-fault relay, which
operates as per the relay settings. However, for double
line-to-ground faults (R-Y-g, Y-B-g, R-B-g), both the
phase overcurrent relays and the earth-fault relay will
sense the fault and operate simultaneously.

Figure 3 describes the flowchart of the relay operation.

4 s 4
| Initialize I/O Devices (Protection CT and PT) |

Select relay type
Set Plug setting and
T™S

Is Conversion
completed?

Send current to relay
Compare with PS

No
Yes

Send Trip Signal to CB

Fig. 3. Flowchart of relay operation
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The line parameters are measured at regular intervals
using protective current and potential transformers (CTs and
PTs). These parameters are then given to the relay as input,
where the input signal is first compared with the plug setting
of the relay. If the measured current exceeds the set current,
then trip signal is generated using mathematical and logical
units; otherwise, uninterrupted supply is continued to be
supplied to the line.

Protection of shunt compensated distribution
line. Figure 4 shows the block diagram of the distribution
network protected by 3 O/C & 1 E/F relaying scheme. For
MATLAB simulation, 11 kV, 50 Hz radial distribution
network, feeding a three-phase load, is considered in this
paper. The parameter measurement block measures line
current and sends it to the relay logic block. The relay
logic block having 3 O/C & 1 E/F relaying logic (as
shown in Fig. 3), sends trip signal to the circuit breaker
under fault or other abnormal conditions.

Relay
Logic

Current

3-9, 11
kV, 50
Hz
Source

Circuit
Breaker

Three-
phase load
Shunt

measurement /
Fault
1 Compensator

Fig. 4. Block diagram of the circuit used for analysis

Parameter

Shunt compensators installed in the distribution
network. The presence of shunt compensators introduces
power disturbances in the measurement of line parameters
[11-13], which affects the reach of the relay [14, 15]. Hence,
the relay settings need to be adjusted when reactive power
compensators are installed to the line to be protected, to
avoid mal-operation of main and back-up protection scheme.

Compensation can be either active or passive. Fixed
inductors and capacitors providing a fixed percentage of
reactive ~ power  compensation  constitute  passive
compensators. However, the Static Var Compensators (SVC)
and DSTATCOM, which are designed to compensate for
variable reactive power demands, constitute active
compensators. SVCs comprise of Thyristor Controlled
Reactor (TCR), Thyristor Switched Capacitor (TSC), Fixed
Capacitor TCR (FCTCR), TSC-TCR etc. This paper covers
the analysis of FCTCR and DSTATCOM.

Removal of decaying DC component from input
signal. Under normal conditions, the voltage and current
signals contain only fundamental and integer harmonic
components. The DFT filtering algorithm produces the
fundamental component within one cycle for such cases.
But when fault occurs, the decaying DC component is
also present along with the fundamental and harmonic
components. The convergence speed of DFT algorithm
reduces to more than 4 cycles due to the presence of
decaying DC component. Thus, a MDFT technique is
proposed by researchers [8, 9], which takes one cycle and
a few samples to produce the fundamental signal during
fault condition. It reduces the response time of the relay.

Results and discussions. The algorithm of 3 O/C &
1 E/F relaying scheme is simulated in MATLAB using
11 kV, 50 Hz distribution substation feeding a 3 MW,
0.8 power factor three-phase load. A shunt compensator is
installed at the receiving end to improve the power factor

from 0.8 to 0.9. Here, results for FCTCR and DSTATCOM
are shown in this paper. The relay operation is verified
against various phase and ground faults, like L-g, L-L, L-L-g,
L-L-L and L-L-L-g. The distribution line length is
considered as 20 km.

Power factor correction using FCTCR and
DSTATCOM. Both the FCTCR and DSTATCOM are
designed to improve the power factor from 0.8 to 0.9. The
design is verified in Simulink and provides adequate
results, as shown in Fig. 5. Figure 5,a shows the voltage,
current and power factor of the load for uncompensated
line. It can be noticed that the power factor is maintained at
0.8. Figure 5,b depicts that the power factor for FCTCR-
compensated line has increased to 0.9. Similar is the case in
Fig. 5,c, where the power factor of DSTATCOM-
compensated line is improved to approximately 0.9.

I
power factor
T

b - FCTER cozilpensn;ted lme

load power factor
T T

L L 1 L LS
¢ — DSTATCOM compensated line
Fig. 5. Power factor improvement using FACTS devices

Fault occurring on the shunt compensated
distribution network. Figure 6 shows the relay tripping
action for L-g, L-L, L-L-g, L-L-L and L-L-L-g faults
occurring in a FCTCR-compensated distribution network.
Figure 6 consists of six graphs and each graph comprises of
three curves of current flowing through R, Y and B phases of
the line. It is observed from the simulation results that the
E/F relay operates along with the O/C relays only for ground
faults. For all other faults, only O/C relay operates.

The high value of current in the faulted phase of the
line implies that the fault has occurred in that particular
phase. Accordingly, the overcurrent relay corresponding

Electrical Engineering & Electromechanics, 2023, no. 2
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to the faulted phase will trip the supply to all the three
phases. This setting is done because if the breaker is set to
trip the faulted phase in the simulation, then some residual
fault current flows to the healthy phases of the line, giving
erroneous results. The reason for this error is the internal
grounding of the elements used in the simulation, which
provides a path to the fault current [16].

R-phase cu‘n‘em

R A N

A% ‘

|
Y-phase cu‘nent

|
B-phase current
T

Z\/\/ Ls
|
current through ground .
TArQUET, groun T T

| \/

a — instantaneous relay operation for L-g fault

R-phase current
T

:‘;,/\/\‘/\/ ]

. |
o Y-Phase current

f— definite time relay operation for L-g fault

LA ] ‘ ‘

g — IDMT relay operation for L-g fault

operating time, s IEC normal inverse curve
T T {——

|
B-phase current

| |
current through gmun‘d
T

sV ” —

b — instantaneous relay operation for L-L fault

R-phase current

—

|

current|
(multiples of|
I I | T S S S S | plug setting)

' Y-phase current

o J\/\‘/ 1s

" B-phase current

EAVAAVAAN

current through ground

/

¢ — instantaneous relay operation for L-L-g fault

R-phase current
T

|
Y-phase current
2 T

|
B-phase cu‘nent

N/

| |
current through ground
T T

. — \/ : e

"d — instantaneous ¥elay c;i)eratign for L-L-L fault

R-phase current

Ty

. -phase current

e

-phase current
0 T

h —normal inverse characteristics of IDMT relay for (e)
Fig. 6. Different types of overcurrent relay characteristics
for FCTCR-compensated line

Similar results are obtained for DSTATCOM as well, as
shown in Fig. 7. Since L-g fault is the most common fault, the
results in this section include only L-g fault for definite time
overcurrent relay and Inverse Definite Minimum Time
(IDMT) relay. The relay is verified to operate accurately for
other faults as well, though it is not included in this paper. It is
observed that the definite time overcurrent relay sends the trip
command after a set delay (0.1 s). In this case, the IDMT
relay operates according to (1), when fault occurs on the line.
The results are shown for normal-inverse characteristics.
Other characteristics given in Table 1, such as very-inverse
and extremely inverse, are also tested in MATLAB for
FCTCR and DSTATCOM-compensated distribution network
considered for simulation.
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Based on the simulation results obtained, the
operation of the 3 O/C & 1 E/F relaying scheme can be
understood using Table 2, which depicts the combination
of relays which operates depending upon the type of fault.

| Table 2
current through ground : : : : _ Relay operation based on the type of fault
\ O/C Relay: | O/C Relay: | O/C Relay:
i 1 1 i i ] % ] Fault Phase Ry Phase Yy Phase By E/F Relay
d — instantaneous relay operation for L-L-L fault R-g Yes No No Yes
Rephase curren Y-g No Yes No Yes
”" A~ 45 B-¢ No No Yes Yes
\'\v/ R-Y Yes Yes No No
V-phase current : : Y-B No Yes Yes No
T = = - R-B Yes No Yes No
‘ ‘ ‘ R-Y-g Yes Yes No Yes
R I 7a) I Y-B-g No Yes Yes Yes
,// \\ is R-B-g Yes No Yes Yes
> current through ground : - : R-Y-B Yes Yes Yes No
7/ = R-Y-B-g Yes Yes Yes Yes
| | \

e — instantaneous relay operation for L-L-L-g fault

1 L —

] lMHMUL

Y%Y%YﬁY

: VY

SR

f deﬁnlte time relay operatlon for L-g fault

Testing of MDFT algorithm for fast response of
the relay. The results shown above are obtained by V-1
measurement block in MATLAB/Simulink, which is
based on Fast Fourier Transform (FFT) algorithm. It is
mathematically proven that the output of DFT and FFT is
same. FFT can do everything a DFT does, but more
efficiently and much faster than a DFT. It’s an efficient
way of computing the DFT. Hence, the output of V-/
measurement block can be considered as the DFT output.

Figure 8,a,b shows the output of DFT and MDFT
algorithm, respectively, when L-g fault occurs in the
simulation circuit considered above for the analysis. It is
observed from the output that the magnitude of current is
obtained after more than 2 cycles when fault occurs on the
line (Fig. 8,a). However, MDFT (Fig. 8,b) produces the
desired output in 1 cycle and a few samples, thereby,
improving the time of response of the relaying algorithm.
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Fig. 8. Output response of DFT and MDFT for L-g fault at #= 80 ms

Conclusion. This paper discusses the basics and
performance of the family of overcurrent relays, such as
instantaneous, definite time and inverse definite minimum
time relays, for a shunt compensated distribution network.
The three overcurrent and one earth-fault protection
scheme installed to protect the distribution network and
the simulation results verify that the operation of the
healthy phase is not affected by the asymmetric faults due
to this scheme. Hence, it is concluded that this scheme is
more reliable and accurate to protect the network. Also,
the presence of static VAR compensators like fixed
capacitor thyristor controlled reactor and distribution
static synchronous compensator is taken in account and
the protection scheme performs precisely against the
faults on shunt compensated distribution line as well.
Finally, the response time of the relaying algorithm is
improved by modified discrete Fourier transform
algorithm and the results are compared with conventional
discrete Fourier transform which concludes that modified
discrete Fourier transform produces the desired output
within 1 cycle and a few samples whereas discrete Fourier
transform takes more than 2 cycles for the same.
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Application of whale algorithm optimizer for unified power flow controller optimization with
consideration of renewable energy sources uncertainty

Purpose. In this paper an allocation methodology of Flexible Alternating Current Transmission Systems (FACTS) controllers, more
specifically, the Unified Power Flow Controller (UPFC) is proposed. As the penetration of Renewable Energy Sources (RESs) into
the conventional electric grid increases, its effect on this location must be investigated. Research studies have shown that the
uncertainty of RESs in power generation influences the reactive power of a power system network and consequently its overall
transmission losses. The novelty of the proposed work consists in the improvement of voltage profile and the minimization of active
power loss by considering renewable energy sources intermittency in the network via optimal location of UPFC device. The
allocation strategy associates the steady-state analysis of the electrical network, with the location and adjustment of controller
parameters using the Whale Optimization Algorithm (WOA) technique. Methodology. In order to determine the location of UPFC,
approaches are proposed based on identification of a line which is the most sensitive and effective with respect to voltage security
enhancement, congestion alleviation as well as direct optimization approach. The optimum location of UPFC in the power system is
discussed in this paper using line loading index, line stability index and optimization method. The objective function is solved using
the WOA algorithm and its performance is evaluated by comparison with Particle Swarm Optimization (PSO) algorithm. Results.
The effectiveness of the proposed allocation methodology is verified through the analysis of simulations performed on standard IEEE
30 bus test system considering different load conditions. The obtained results demonstrate that feasible and effective solutions are
obtained using the proposed approach and can be used to overcome the optimum location issue. Additionally, the results show that
when UPFC device is strategically positioned in the electrical network and uncertainty of RES is considered, there is a significant
influence on the overall transmission loss and voltage profile enhancements of the network. References 31, tables 4, figures 14.

Key words: unified power flow controller, optimal location, whale optimization algorithm, renewable energy sources, intermittency.

Mema. YV cmammi nponowyemvscsi Memooonozis po3nooiy KOHMpOoaepie eHyukux cucmem nepeoaui 3minnoeo cmpymy (FACTS),
30Kpema yHigikosanoeo konmponepa nomoxy nomyxcrnocmi (UPFC). Ockinbku npoHukHenHs: 8i0Hosniosanux oxcepen enepeii (BAE)
Y 36UMalHY eNeKmPUIHY Mepexcy 30inbuyemuvcs, HeobXiono docridxcyeamu ixuiu enaus Ha ye. Haykoai docnioscennsa nokazanu, wo
nesusHauenicmo BIJE y eupobnenni enexmpoeHnepeii 6niueae Ha peakmueny NOMyH#CHIiCIb Mepexci enepeocucmemu i, omace, Ha ii
3aeanvhi empamu nio yac nepeoayi. Hoeusna 3anpononosanoi’ pobomu noiiedae 6 NOKpawjeHHi npoginto Hanpyau ma Minimizayii
empam axmueHoi NOMYICHOCMI 3a PAXYHOK OONIKY nepemedcy8anis GiOHOGNI08AHUX Odcepell eHepzii 8 Mepedici 3a paxyHoK
onmumanvno2o posmauiyeanus npucmpoio UPFC. Cmpameeia po3nodiny nog'azye cmayionaphuii ananiz eiekmpuiHoi mepeoici 3
PO3MIWEHHAM MA HANAWMYBAHHAM NAPAMEMPI8 KOHMPonepa 3 6UKOPUCIAHHAM Memooy aneopummy onmumizayii kuma (WOA).
Memooonozia. J[ns eusnauenns posmawysanns UPFC nponouyromoscs nioxoou, 3acHO8aHi HA GUsGLEHHI IHIL, AKA € Haubilbul
YYMAUBOIO MA eheKMUBHOIO 3 MOUKU 30Dy NIOBUWeHHA Oe3neKu 3a HANpY20l0, 3SMEHIMEHHs HA8AHMANCEHb, A MAKOIC NPAMULL NIOXIO
0o onmumizayii. Onmumansue posmauwysanna UPFC 6 enepeocucmemi 062060pioemucs 6 yiti cmammi 3 6UKOPUCMAHHAM THOEKCY
3aeanmadicenns ninii, inoexcy cmiukocmi niHii ma memooy onmumizayii. Llinbosa Gynkyis eupiulyemocs 3 6UKOPUCAHHIM
aneopummy WOA, a it npodykmusHicmv OYIHIOEMbCA WAAXOM NOPIGHAHMA 3 ANOpumMmoMm onmumizayii poro wacmunox (PSO).
Pesynomamu. Epexmusnicmo 3anpononosanoi memooonozii po3nodiny nepegipena 3a OONOMO2010 aHANi3y MOOeN08aHHs,
BUKOHAHO20 Ha mecmogiti cucmemi cmanoapmuoi wunu IEEE 30 3 ypaxyeaumsm pisnux ymoe nagammaicenus. Ompumani
pe3yIbmamuy 0eMOHCMPYIOMb, W0 3d OONOMO2OK 3ANPONOHOBAHO20 NIOX00Y 6UX00SAMb 30IUCHEeHHI MA eeKmueHi piulenHs, sKi
MOJHCHA 8UKOPUCIMOBYBamMU OJi NOOONAHHA NPOOIeMU ONMUMATbHO20 posmawysants. Kpim mozo, pesynbmamu noxkasyioms, ujo
xoau npucmpit UPFC cmpameziuno po3mawiosanuii 6 eneKkmpudtit mepedici i epaxogycmuvcs Hesusnauenicmo B/JE, ye 3nauno
BNIUBAE HA 3A2ANbHI 6mMpamu npu nepedadi i noninuients npoghinio nanpyau 6 mepedici. bioin. 31, tabun. 4, puc. 14.

Kniouosi cnosa: yHipikoBaHuil peryasitop IOTOKY MOTY:KHOCTi, ONITHMAaJIbHE PO3TALIYBAHHA, AJTOPUTM ONTUMI3anii KuTa,
Bi/IHOB./IIOBaHI /IzkepeJia eHeprii, nepepuBYACTICTb.

Introduction. Nowadays, the global demand for
electricity is increasing which increase the power system
stress. The constraints on expanding power generation
plants’ construction and transmission lines have resulted in a
significant gap between power generation and demand [1].
The reliable and secure operation of power systems is then
an important task for operators to avoid improper
performance such as excessive power losses, congested lines,
voltage instabilities and stability problems [2]. In this
context, a possible solution to improve the exploitation of the
system was the use of Flexible Alternating Current
Transmission Systems (FACTS) technologies. The FACTS
devices should provide the highest advantage to power
networks for maintaining stability and security constraints
[3]. Moreover, FACTS can significantly improve the
performance of the power system, i.e., improving the voltage
profile, reducing power system losses, increasing the
permissible power transfer capability, and enhancing the
stability and reliability of the system [4]. Many FACTS

controllers have been proposed and implemented to control
the power system under normal states, as well as under
contingency conditions [5]. Among these controllers, the
Unified Power Flow Controller (UPFC) is a device which
has the capacity to regulate the active power, reactive power,
and the voltage of connecting buses.

Like any FACTS controller, UPFC can be deployed
anywhere in the power system and its performance will be
varied on different transmission lines. Therefore, we will
face the problem of where we should install UPFC. For
this reason, some performance indices must be defined
and satisfied. The factors that can be considered in the
selection of the optimal installation and parameter setting
of UPFC may be the stability margin improvement, the
power transmission capacity increase, and the voltage
profile enhancement, etc [6].

However, the placement of UPFCs is a very complex
problem, even under the consideration of steady-state
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conditions only. An optimal UPFC placement must
incorporate not only each possible system topology but
must also consider the entire range of possible control
settings which may themselves be dependent on system
topology [7]. The techniques for optimal location of
FACTS devices are broadly classified into three categories,
namely the classical optimization methods, sensitivity
based methods and meta-heuristic methods [1, 8, 9].
Hybridization can be also used [4, 10].

The meta-heuristic approaches are the well-
established method to achieve the best results in the
FACTS device placement and location in the power system
[11, 12]. Meta-heuristic based methods are inspired by
human, natural biological systems intelligence and laws of
nature and physics. Examples include but not limited to
Genetic Algorithm [13], Particle Swarm Optimization [14],
Cuckoo Search Algorithm [15], Grey Wolf Optimization
[16], Harmony Search [17], Aurtificial Bee Colony
Algorithm [18], Firefly Algorithm [9], Flower Pollination
Algorithm [19], Brainstorm Optimization [20], and
Biogeography based optimization [21].

On the other hand, with the continuing increase in
demand and unexpanded transmission system due to
limitations, the integration of renewable energy sources
(RES) into the electrical grid is experiencing a rapid increase
across the world. This is facing the current trends in
decreasing fossil fuels, increasing pollution levels, and
uncontrolled increase in population. Among various types of
RES [22], wind and solar photovoltaic based energy sources
are the most adopting technologies even at end-user level. As
compared to conventional energy sources (CES), the RES
have various advantages like reduced active power losses,
improved voltage profile and increased overall energy
efficiency, etc., however the intermittency nature of RES
need to be addressed by the researchers.

The goal of this paper is to locate UPFC device in
the best possible location to reduce power loss and
voltage deviation considering RES integration and
intermittency. Stability index and congestion index values
are used. A detailed description of the power flow
problem incorporating UPFC model is provided.
Moreover, the proposed methodology and the Whale
Optimization Algorithm (WOA) method are presented. In
the proposed methodology, IEEE 30 bus system is
considered to validate the system performance.

Modeling of UPFC in the power flow. FACTS
devices are equipment that, by means of high power
electronics, allows acting on the electrical system in order
to make it more reliable, efficient and flexible. The UPFC
is a FACTS device able to control simultaneously active
power flows, reactive power flows, and voltage
magnitude at the UPFC terminals. The UPFC consists of
two switching converters operated from a common DC
link (Fig. 1). These converters are connected to the power
system via coupling transformers. One converter is
connected in shunt to the sending end node i while the
second converter is connected in series between the
sending and receiving end nodes i and j. The series
converter performs the main function of the UPFC by
injecting an AC voltage with controllable magnitude and
phase angle in series with the transmission line. The
UPFC cannot generate or absorb active power and as such

the active power in the two converters must balance when
active power loss is neglected. This is achieved via the
DC link. The converters, however, may generate or
absorb reactive power. The shunt converter can generate
or absorb controllable reactive power and provide
independent shunt reactive compensation for the line.
UPFC can then regulate active and reactive power
simultaneously. In principle, a UPFC can perform voltage
support, power flow control and dynamic stability
improvement in one and the same device.

I Busi g Busj I
L e p *
_; AN i‘.-;
. i—
I 1 Shunt Series !
CONVErier CONVEFter

-

L]

it

X

Fig. 1. Operating principle of UPFC

12

The power flow calculation method used is the
traditional Newton-Raphson (NR) method. The following
describes the adaptations made in it to incorporate the
control representation of the UPFC in the solution
process. The NR method is based on the solution of
successive linear problems described by (1), where the
sub-matrices H, M, N and L constitute the Jacobian matrix
of the problem and represent the partial derivatives of the
nodal power injections (P and Q) with respect to the state
variables (phase angle J and voltage magnitude V)

{ﬂ :L\i ﬂ{jﬂ M

The UPFC equivalent circuit (Fig. 2) is used to derive
the steady-state model. The UPFC model can be incorporated
to the power flow equations by adding the UPFC injection
powers at buses i and j. The equivalent circuit allows us to
model it in terms of power injection (Fig. 3).
Viell 0se

Vil o; VL o;
Vi ’ rljJrjxlj I
bus i I’ bus j

M Jb/2 T T Jb2

Fig. 2. The equivalent circuit of UPFC
ritjXij

busi bus j

UPFC
S;

UPFC
Si

Fig. 3. Power injection model of UPFC

Based on the principle of UPFC and the vector
diagram, the following equations can be written:

Vi=Vi+Ve, 2

Arg(1,)=Arg(V;) i% : 3)
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Arg(1,)=Arg(V;), &)
‘Be[a . I_,, J
ly=—e (5)

V, is the voltage at bus i v,

where: V; e

is the voltage
injected in series with the transmission line through the
series transformer; V, is the magnitude and J,, the phase
angle of this voltage; /, is the shunt reactive current of
UPFC flowing in the shunt transformer to improve the
voltage of the shunt connected bus of UPFC; the current
I, represents the active power demanded by the series
converter at the common DC link and supplied or
absorbed by the shunt converter.
Then the shunt current of UPFC is
Ig=1,+jl,. (6)

Then, the power flow equations from bus i to bus j
and from bus j to bus i can be written as:

— _ — (= =)
Sy =P +j0y =V 1 :Vi[]Vi E+Ip+J1q+1ij (7

*
Sii=Pi+jQ;;=V;1j ZVJ(JVJE—IZ)- (®)

The active and reactive power flow in the line
having UPFC can be written:

Pij = (Vl2 + Vsze )g + 2V~VsegUCOS(5se 51')
—ViVse [gijcos(ése 0; )+ b; sm( )]— )
v;lggeosls -5, )+ bz_'181n(5i —9j )]

Py =V —V Velgyoos(s,e -8, )-bysin(s,, -5, )|- (10)
-V, [gijcos(5i ~8; - bysin(s; -5 Ik
Q; =-Vil, _Viz[bij +§j‘
_Vl.Vs{gijsin(é'se —5, )+ (bl-j +§Jcos(§se -5 )}— (11)
V,Vj [g,-jsin(5,- —§j )—bl-jcos(ﬁi —5j )],
0= —ij(b,-j +%j-
V Velgysin(6,e 6, )+ byeoslo,, -5, ]+ (12)
+ViV; [gljsm(5 -0; )+b cos(é' -9 )]
where
gl-j+jbl]—%jx”, (13)
ij

r; and x;; are the resistance and reactance of line i-;.
The real and reactive power flows for the line i-j

without UPFC are:
2
Pij =V; 8ij — Vi

Py :ijglj Viv; [gljcos(é‘ 5')_blj'sm(5i _51)]; (15)
Oy = _Viz(bij J%j_

-V, [gijsin(éi -5 )— bgjcos(‘si —9; )]’

Vlgieos(s; -8, )+ bysin(s; -5, )]; (14)

(16)

O :—ij by +% + (17)
V¥ lggsin(6; -5 )+ bycos(s; =5, )]

We can so derive the active and reactive power
injections associated to the UPFC:

PiUPFC vegy ZVVvegijCOS(é;’ - é‘se)"'
+ViVse [gijcos((? = 5se)— b,~sin(5j — Oy )],
PUPFC —p 1, Jgycos(s; — 5, )+ bysins, 8, )); (19)

(18)

QiUPFC Vil +

. b (20)
+VV e —gi/s1n(5,~—5se)+ bi/'+5 cos(5,~—5se) ;
0,97FC =y 1 | gysin(s; - 8, )+ byoos(5; - 8, )] 21)

Then, the NR power flow algorithm is expressed by
the following relationship:

|:AP:| — |:HI1€W Nnew:||:A5:| (22)
AQ Mnew Lnew AV ’
where the new error vectors are
i UPFC lc .
AP, :P-Spe‘ + P —Pf“c, (23)
AQ Qspec T QUPFC Q_calc (24)
1 1 )

where PP and QP are the classical specified

i
PUPFC and QUPFC

powers; are the power injection

associated to the UPFC device; P°““ and O and are

computed using the power flow equations.
And, the Jacobian matrix is modified to introduce new
power injections that are functions of the bus voltages:

Hyow=H +$; (25)
Mnew:M+$; (26)
Ny = N+%; 27)
L,=L +$ (28)

Applied methodology. To enhance the power system
performance in terms of reduced transmission loss, improved
voltage profile as well security margin, it is necessary to
integrate the UPFC in an optimal location. Then, it is
necessary to define an objective function that measures the
«goodness» of a particular setting. This objective function is
formulated by considering some performance indices under
the conditions of different RES penetration and load levels.

Optimal location. Keeping system security is one of
the most important tasks of power system operators. Due to
economic reasons, a transmission network of a power system
is mandatory to function near its security boundaries [23].
FACTS devices, mainly UPFC, should be placed to prevent
congestion in transmission lines and maintain bus voltages far
from voltage collapse condition. In this paper and in addition
to optimization method, line stability index (LSI) and line
loading index (LLI) are used for placement of UPFC.
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1) LSI based location.

The dependency of voltage stability on reactive
power reserve in the network is well highlighted fact in
the literature. For a transmission line connected between
bus i and bus j, LSI can be assessed by (29) [23-25]

4x;; 0y
Visin(o; -5+,
where Q; is the reactive power flow in line i-j and 8 is
the impedance argument of the line.

If LSI; reaches or nearing to unity, it indicates that
the line is losing its stability and voltage collapse will
occur. For stable operation, the LSI should be less than 1
for all the lines. The LSI greater than 1 indicates the
proximity of instability or voltage collapse. The stability
or security margin improvement can be shown by
decreasing the LSI of all the lines. By observing the
parameters in LSI, it is directly proportional to reactive
power flow through the line and inversely proportional to
the square of the voltage magnitude. Since the UPFC
device is able to control the reactive power flows as well
as improve the voltage profile, the location which can
moderate the LSI value of all the lines is selected as
optimal location. An LSI index value away from 1 and
close to zero indicates an improved system security.

Also, the stressful condition of the line from its LSI
value can be used to identify/rank the critical lines in
network. The lines with higher LSI are the weakest and
critical lines and are chosen as candidates for installing
UPFC. We exclude the lines which are having regulating
transformers and those incidents to generator/synchronous
condenser buses.

2) LLI based location.

The overloading of lines provides an indication about
the power system reliability. In order to remove congestions
of the lines and to distribute the load flows uniformly, the
UPFC has to be placed in a line that may minimize the
average loadability. This can be achieved by considering the
line loading index (LLI) used for determining the congestion
of the transmission lines and defined below [21, 26]

s 2
LLI, :( ! j ,
Slmax

where LLI is the line loading index of the line; S, is the
actual MVA rating of the line; Sy is the maximum
MVA rating of the line.

LLI is proposed to rank the most severe lines to
allocate the UPFC controller. The power transmission lines
which have most amount of LLI are recognized as critical
lines from the viewpoint of congestion phenomenon and
are chosen as candidates for installing UPFC.

3) Optimization based location.

The optimization algorithm is utilized to decide the
optimal location and parameters of UPFC. The algorithm
is proposed to execute the optimization process. Here
also, UPFC can be incorporated in any line excluding the
lines which are incident to generator buses as well as
those are having tap changing transformer.

The UPFC is situated between two buses so from
location and to optimal location are distinguished.

Definition of the objective function. The definition
of the objective function of problems related to allocation

=1

(29)

(30)

of control devices is usually associated with improvement
of the efficiency and / or operational safety of the power
[3]- Two objectives are considered in this study, reduction
of the active power losses of transmission lines and
voltage profile improvement.

1) Minimization of losses.

Active power line transmission losses are a very
important factor to optimize in a power network.
Minimizing losses of active power of the system implies a
decrease in the use of system generators and optimization
of the circulation of power in the electrical network.
Power losses Py, can be expressed as:

nl
Piogs = D&k [Vﬁ +VF =207 scoss; —5j)], 31)
k=1

where g, is the conductance of line £ and n/ the number of
lines.

2) Voltage deviation.

Excessive high or low voltages can lead to an
unacceptable service quality and can create voltage
instability problems. UPFC connected at appropriate
locations play a leading role in improving voltage profile
thereby avoiding voltage collapse in the power system. To
have a good voltage performance, the voltage deviation at
each load bus must be made as small as possible in order to
prevent the under or over voltages at network buses. The
voltage deviation index to be minimized is as follows:

D=3 ~Ven F
k
where V; is voltage magnitude of bus k; V,n is the
reference value for this voltage.

3) Aggregated objective.

The overall objective function is formulated to
minimize voltage deviation and total real power loss
simultaneously and expressed as

szl[Ploss]_"WZ[VD]a (33)

where w; and w, are the weighting factors used for
adjusting the network total active power loss and voltage
deviation functions respectively. In this case, w; = w, = 1.

4) Vector of control variables.

The aim is then to minimize the voltage deviation
and real power loss by optimizing the UPFC parameters
considering RES integration. These objectives are highly
dependent on adequate voltage profile. Hence, the vector
of control variables consists of generator bus voltage
magnitudes, tap-changer settings, eventual shunt MVAr
injection, and control variables of UPFC device and
generations at RES locations. For the UPFC, the
associated control variables to be considered are:
magnitude and voltage angle of the series controller and
the shunt injected current of the device.

Consideration of renewable energy sources. The
renewable energy is incorporated into the optimization
problem and plays the role of negative loads in order to
decrease the demand load. In general, any types of RES
may not produce always at its maximum capacity due to
dependency on various parameters involved in their
operation. For example, wind turbine power is dependent
on wind velocity and solar photovoltaic (PV) system
generation is dependent on solar radiation etc.

Hence, it is assumed that the power generated by
any RES is less than its maximum capacity. Then, a

(32
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random number r;,,; will be considered for the RES at bus
i in the range of (0<7,,; <1) to simulate intermittency

of this power source.
The power generation at a RES bus is then

P

max
res,i — = i)

ntitres,i »

(34

Pmax

where B

is the real power injection capability

(maximum capacity) of RES installed at bus .
The total RES intermittency in the network can be
formulated as
Z P, res,i

l}’ll Pmax °
res,1

Today PV inverters are working with very small
values of reactive power. Then, the power factor (PF) is
very close to the unit. So, the PV installations only inject
active power into the grid. However, induction machines
are mostly used as generators in wind power based
generations and may draw reactive power from the system
to which they are connected.

Consideration of operating conditions — load
levels. Many studies do not consider operational
variations in the allocation process, using, for example, a
constant load condition. This can interfere inappropriately
in the allocation of the FACTS controllers, since they
must, obviously, have their performance adjusted to the
different operating conditions of the system.

To overcome this possibility, we can represent the
different load conditions of the system in levels. The levels
are defined from the discretization of daily consumption
averages at intervals of consumption. Seeking to reduce the
computational effort required to carry out large studies such
as the one that characterizes device allocation problems, a
usual division of the loads’ behavior is to represent them, at
three levels consumption: light, medium and heavy [27]. The
objective is to represent the effect of changes in consumption
control devices acting on the electrical network and that
should interfere with the allocation process. In the present
work, we consider only the base case and a heavy one with
overloading of 30 %.

System constraints.

1) Equality constraints.

As per load flow studies, the residual powers at any bus
should be equal to generation minus demand. Power flow
equations corresponding to both real and reactive power
balance equations are the equality constraints that can be
written, for all the buses expect UPFC incident buses, as

P —Pp;—B(6V ) =0, (36)

O6i —9pi —0i(6.V)=0, (37)
where Pg;, Pp, Qg and QOp; are the real and reactive
power generations and loads at bus i respectively.

The equality constraints represent the typical load
flow equations as follows:

(35)

nb
FPgi —Pp; —V; Z Vj[Gl-jcos(é} - 5j)+ B,-jsin(5l- = )]: 0,(38)
J=1

nb
Qi —Opi —Vi QV; [GijSin(@' -9 )— Bz'jCOS(5i Ji )] =0.(39)

J=1

For buses with RES powers, generation is expressed
in terms of conventional and RES powers
P (PGl +7 thGi,r 5)_ PDi 5 (40)

0; = (06 + 11w Qi )~ i @)
where r;, is the random numbers in the range of [0, 1] to
represent the intermittence of the RES at bus i related to
maximum real power Pg;, and reactive power generations
Qg respectively.

Similarly, for the UPFC incident buses, the real and
reactive power balance equations can be written as,

B:PGi_(PDt+})lnjl)’ (42)

0, =0g; _(QDi + Qinj,i)9 (43)
where P;,;; and Q,,; are the real and reactive power
injections by UPFC device as given in equations (18)-(21)
for incident buses.

2) Inequality constraints.

The inequality constraints represent the system
operating limits like limits on reactive generation and
bounds on tap settings of transformers.

Real power generation limits:

PGmin = PG S PGmax . (44)
Reactive power generation limits:
O6min <96 < OGmax - (45)
Bus voltage limits:
I/lmll'l S V < Vzmax (46)
Bus voltage phase angle limits:
5[1’11111 < 5 < 5[1’113)( (47)
Tap-changers limits:
azmln < a < azmax (48)
Line power flow limits:
S; < Spmax - (49)

Optimization method. WOA is a new nature-
inspired metaheuristic for optimization problems
proposed in 2016 [28-30]. It mimics the hunting behavior
of one of the biggest baleen whales called humpback
whales. This kind of whales feeds a small prey as krill,
herrings, and other small fishes near the surface. They
have a special hunting method to find and hunt the prey
called bubble-net feeding which is a complex and
coordinated tactic for catching many fish at once. The
hunt begins as the whales dive down and then start to
create a ring of bubbles to encircle the fishes, which are
too frightened to pass through the bubbles, in meantime
the whales swim upward to the surface through the bubble
net and swallowing a huge number of fishes in one swig.

In the optimization process, a population of whales
(search agents) evolves to find the global optima after a
specified number of iterations. WOA begins with the
initialization of search agents randomly upon the interval
bounds of the problem variables. After that, WOA evaluates
the fitness score for each search agent by using the fitness
function. The best solution is saved for further processing later.

Exploration phase: Searching for prey.

In the whale optimization algorithm, individual
whales perform a random search through the positions of
other individuals within the population to increase the
exploration capability of the algorithm, and this behavior
can be expressed by the following mathematical equation:

. 1= 1,...,l’lb — ‘C'and _Xl ; (50)
where nb is the number of buses of the power system.
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Xt+1=Xrand —A-D, (51)
where ¢ specifies the current iteration; X, is the current
individual; X,,,, is the other randomly selected individuals
within the population; D is the distance between the
current individual and the randomly selected individuals.

The parameters 4 and C in (50) and (51) are
coefficient vectors defined as follows:
A=2a-r—a; (52)
cC=2r, (53)
where a is the parameter that decreases linearly with the
number of iterations from 2 to 0; » is the uniformly
distributed random number in the range of [0, 1].

Therefore, A is used with the random values |A| >1

in order to guarantee the global search for the WOA
algorithm. The position of every search agent is renewed
according to a randomly chosen search agent.

Exploitation phase.

The local search performed by individual whales is
realized by encircling predation and bubble net attack,
respectively. These two behaviors can be simulated by the
following mathematical model:

1) Encircling the prey.

After locating the prey, humpback whales circle
around this prey to start hunting them. The WOA
presumes that the current best candidate solution is the
target prey or is close to the optimum. Accordingly, the
overall search agents will update their new positions
towards the best-determined search agent.

The following equations represent the encircling
behavior:

—

D=|C- X - X4; (54)

‘

X=X —4-D, (55)
where X is the position vector of the best solution
obtained so far. The position of a search agent can be
updated, according to the position of the current best
record, by adjusting the values of 4 and C vectors.

2) Bubble-net attacking strategy: Spiral updating
position.

After locating the prey and encircling them,
humpback whales start the hunting step using the bubble-
net mechanism. Two approaches to model the bubble-net
demeanor of humpback whales are proposed as
represented below.

The humpback whales swim around the prey within a
shrinking circle and along a spiral path at the same time. To
model this simultaneous behaviour, it is supposed that there
is a probability of 50 % to choose the technique that will be
used to update the position of whales during optimization.

The mathematical spiral equation for position update
between whale and prey designed as follows:

—

D=|x"—X; (56)

)_(:Hl =D-" -cos(27rl)+ xX°, (57)
where b is the constant that determines the shape of the

spiral and / is the random number uniformly distributed in
the range of [-1, 1].

[=(ay—1)-r+1, (58)
where a, is the linearly decreasing parameter from —1 to
—2; r is the uniformly distributed random number in the
range [0, 1].

When |A| >1, the exploration phase is executed

according to (50) and (51), and when |A|<1, the

encircling predation is executed according to (54) and
(55). In addition a uniformly distributed hyper parameter
p 1s set by which the WOA can switch between the two
strategies of surround predation or bubble-net attack.
Mathematically, it is modeled as follows:

—_—

= X" —4.D
Xt+1: _ —*>
D" ~cos(27rl)+X p=05

Simulations and results. The proposed approach is
applied on the standard IEEE 30 bus test system. The test
system data is taken from [31]. The simulation studies
were carried out in MATLAB environment. MATLAB
programming codes for optimization algorithms and
modified power flow algorithm to include UPFC are
developed and incorporated together for the simulation
purposes. In all simulation results quantities are in p.u. on
a 100 MVA base.

Without RES integration. The IEEE-30 bus
benchmark system consists of six generator buses, 24 load
buses and 41 transmission lines. The system generator units
are located at buses 1, 2, 5, 8, 11, and 13 of the network.
Also, four tap-controlled transformers are connected
between the transmission lines 6 to 9, 6 to 10, 4 to 12, and
27 to 28. In addition, the bus data and line data are detailed
in [31]. Moreover, the voltage magnitudes of PV buses are
limited from 0.9 to 1.1 (p.u.). Operating limits of the load
buses are subjected from 0.9 to 1.1 (p.u.).

Initially, the system base case load flow analysis is
done by the standard NR algorithm. It has real and reactive
loads. The system is suffering with 17.52 MW real and
68.87 MVAr reactive power losses for a generation
schedule of 40MW at bus 2 and the remaining load is
supplied by slack bus 1. The components of the objective
function for this operating condition are VD = 0.0222 and
P = 17.52 MW. The proposed methodology for finding
optimal location of UPFC is then applied below.

For each loading condition LSI, LLI indices at each
line and power losses are calculated. Based upon LSI or
LLI index the critical line is identified i.e., the line with
highest values of these indices and in that line UPFC is
placed and again the above parameters are calculated.

1) LSI based optimal location.

At first, the LSI values are determined for all the lines
and the lines are ranked in descending order. By excluding
the lines which are incident to generator buses as well as
those are having tap changing transformer, the top ranked
lines as per LSI values associated with line number are
given in Table 1 for the test system. Line # 34 (25-26) is
ranked first with LSI value of 0.0493 and chosen for UPFC
integration. The second is line # 38 (27-30) with LSI value
of 0.0415 and so on. Considering the case of heavy load
(130 %), the line (# 34) is still ranked first with respect to
LSI values in descending order.

p<0.5. (59)
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Table 1 Table 2
LSI ranking LLI ranking
case rank 1 2 3 4 5 case rank 1 2 3 4 5
Base load | Line #34 #38 #18 #7 #27 Base load | Line #7 #18 #41 #27 #38
100% (25-26) | (27-30) | 12-15) | (4-6) | (10-21) 100 % (4-6) | (12-15) | (6-28) | (10-21) | (27-30)
LSI | 0.0493 [ 0.0415 | 0.0368 | 0.0353 | 0.0323 LLI | 8253 | 60.04 | 59.46 | 57.97 | 45.52
Heavy | Line | #34 #18 #33 #27 #19 Heavy load | Line #7 #4 #18 #27 #41
load (25-26) | (12-15) | (24-25) | (10-21) | (12-16) 130 % (4-6) (3-4) | (12-15) | (10-21) | (6-28)
130% | LSI | 0.0760 [ 0.0623 | 0.0533 | 0.0487 | 0.0482 LLI | 111.13 | 7043 | 64.62 | 5857 | 5793

2) LLI based optimal location.

In the same way, the LLI values are determined for
all the lines and the lines are ranked in descending order.
By excluding the lines which are incident to generator
buses as well as those are having tap changing
transformer, the top ranked lines as per LLI values
associated with line number are given in Table 2 for the
test system. Line # 7 (4—6) is ranked first with LLI value
of 0.8253 and then chosen for UPFC integration. The
same line is obtained for the case of heavy load.

3) Optimal parameters of UPFC.

The WOA algorithm is applied for three cases:
optimization of parameters of UPFC located according to
LSI index, according to LLI index, and optimization of both
location and parameters simultaneously by the optimizer.
The WOA parameters considered are: number of populations
is 30 and number of maximum iterations is 70.

In the optimization problem, variables are related to
generator bus voltages, tap-changers, parameters in UPFC
modeling and line location (depending on the case). The
optimization results are summarized in Table 3.

Table 3
Optimization solution by WOA
Base load (100 %) Heavy load (130 %)
Case without Line #34 Line #7 Line #41 without Line #34 Line #7 Line #7
Variable] UPFC LSI based LLI based WOA based UPFC LSI based LLI based WOA based
location location location location location location
Vi 1.06 1.0796 1.0069 1.0423 1.06 1.1 1.068 1.0456
v, 1.043 1.1 1.0046 0.9782 1.003 1.1 1.0398 1.0449
Vs 1.01 1.0064 0.9895 1.0177 0.93 1.0684 1.1 1.0183
Vs 1.01 0.9512 0.9721 1.0621 0.94 1.0438 1.1 1.0367
Vi 1.082 1.1 1.1 1.1000 1.032 1.0425 0.95 1.0459
Vis 1.071 1.1 1.1 1.1000 1.031 1.023 1.1 1.1
ay 0.978 1.0924 1.1 1.1 0.978 0.9732 0.9622 1.1
ap 0.969 0.9047 0.9 0.9 0.969 1.1 1.1 0.9
ais 0.932 1.0243 1.0111 1.1 0.932 0.9848 1.0154 1.0047
as6 0.968 0.9882 0.9597 0.9824 0.968 0.9943 0.9738 0.9577
Ve 0.2498 0.3 0.3 0.3 0.3 0.3
Jse 3.1653 6.2832 6.2832 3.0381 6.2832 6.2832
1, 0.0431 0.15 —0.1427 0.1023 —0.15 —0.15
Piogs 0.1752 0.1578 0.0495 0.0731 0.3345 0.2645 0.0873 0.0884
VD 0.0396 0.0044 0.0024 0.0065 0.0768 0.0091 0.0146 0.0059
>LSI 1.6749 1.1010 1.2823 1.3969 2.0972 1.1776 1.7657 1.3385
SLLI 10.2120 10.5340 6.2287 11.3710 17.8972 16.5231 10.2989 9.9744
From these results, it is observed that LLI based case —won
has provided better results than in all other cases. The
optimal location based on the LLI index is line 4-6. Voltage O ]
deviation index and active losses which constitute the 3
objective function are both minimized. The values of the 2
control variables, voltage, turns ratios and UPFC settings are =
clearly shown in Table 3. LSI is decreased to 1.2823 from £ oo 1
1.6749 and LLI-index decreased from 10.2120 to 6.2287 for 5
the base load. For the high load and UPFC placed in the
same location, LSI is decreased to 1.3385 from 2.0972 and
LLI index decreased to 9.9744 from 16.5231. 0.05] = % 5 5 = = 2

Figures 4, 5 show convergence performance for
WOA method for the two loading conditions and
compared with Particle Swarm Optimization (PSO)
algorithm. The performance of WOA is outlined.

Then voltage profile and system losses without UPFC
and with UPFC are presented in Fig. 6-9 respectively for
both base load and heavy load. The voltage profiles at the
network nodes depicted in Fig. 6, 7 clearly show its
improvement. Figures 8, 9 indicate that globally the result
based on LLI location gives losses lower for both normal
load and heavy load cases.

Iterations

Fig. 4. Convergence performance for normal load

As the performance of UPFC has been tested on
system with normal loading and 130 % loading conditions,
we can notice that is providing good voltage profile as well
as reduced the system losses which can be observed from the
Table 3. But congestion or improved active power flow
performance is better when UPFC is placed in line 4-6 than
line 25-26 as well as voltage stability improvement is good
when UPFC is in line 4-6 even if it is less than in line 25-26.
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The results obtained from this comparative analysis prove
the dominating performance of the optimization technique
with the LLI based location.
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Integration of RES. In this case, the standard IEEE
30-bus system is considered by including two RES: wind
farm located at bus numbers 24 and solar farm at bus 10.
Moreover, the wind farms consist of several units of wind
turbine generation (WTG) with a total capacity of
30 MW. The solar RES is also having a capacity of
30 MW. Unity power factor is considered for solar and
0.8 power factor for wind farm.

Their capacity will be considered as an input to the
program for every case study. For different values of 7y
(0< 7, £1), the total power supplied may or" not equal

to RES installed capacity. The ratio of total RES
generation to RES installed capacity is considered
randomly to simulate the RES uncertainty.

The performance of UPFC integration in terms of
VD and P, for IEEE 30-bus system under different RES
intermittency conditions is shown Table 4.

The convergence performance of WOA for this case
is given in Fig. 10 for moderate and heavy load. The results
are summarized in Table 4. From this table, the locations
obtained for the UPFC are the same as for the case without
integration of RES but the set values of the voltages of the
generators and the settings of the UPFC depend on the
integration rate of the renewable power. Compared to the
base case, the objective functions VD and P, are reduced
for all levels of intermittency RES. Moreover, it can also be
concluded that the effect of RES intermittency on the
system performance is also significantly controlled by the
UPFC controls by having reduced losses and improved
voltage profile in all cases. This is clearly shown by voltage
profile presented by Fig. 11, 12 and system losses depicted
in Fig. 13, 14.
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base load
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Fig. 10. Convergence performance for heavy load
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Table 4

Optimization solution by WOA considering RES

Base load (100 % Heavy load (130 %)
Case Line #34 Line #7 Line #7 Line #34 Line #7 Line #7
Variable|LSI based location|LLI based location| WOA based location|LSI based location|LLI based location| WOA based location
Vi 1.0599 1.0472 0.9982 1.1 1.0503 1.0511
V, 1.0776 1.1 0.95 1.1 1.1 1.1
Vs 1.0252 1.009 0.95 1.0693 1.0031 1.0069
Vs 1.0595 1.0299 1.045 0.9843 1.0737 1.0532
V1 0.9937 0.9551 1.0402 1.1 0.9500 0.9500
Vi3 0.9831 1.0166 0.9507 1.0906 0.9679 0.95
a 1.0655 0.9872 10972 1.1 0.9776 1.0956
ap 1.0738 1.0849 0.9 1.0077 1.1 0.9294
as 0.9629 1.0108 0.9234 1.0575 0.9614 0.9366
as6 0.9563 0.9874 0.9728 1.1 0.9897 0.9873
Ve 0.1330 0.2311 0.2790 0.2203 0.3 0.3
Ose 3.7511 0 0 3.4186 6.2832 0
1, -0.1058 -0.1447 0.15 0.15 —-0.15 0.15
Fintowind 0.9287 0.4854 0.3997 0.8524 0.7595 0.6039
Fint.solar 0.7920 0.3881 0.1402 0.9453 0.6983 0.7226
Piogs 0.1168 0.0461 0.0491 0.2004 0.0789 0.0771
VD 0.0069 0.0071 0.0023 0.0178 0.0074 0.0083
>LSI 1.5310 1.2192 1.2355 2.0247 1.4287 1.4920
>LLI 8.0148 4.5651 4.8779 14.5057 7.4804 7.5613
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Conclusions. In this work, a methodology was presented
to evaluate the WOA meta-heuristic for the allocation of UPFC
in electrical power systems where the penetration of renewable
energy sources (RES) and their intermittency are considered.
The location of UPFC device is determined by using line
stability index (LSI) and line loading index (LLI) with
combination of the meta-heuristic technique. The simulation
studies on standard 30-bus system highlighted the effectiveness
of the search process for the solution of the allocation problem
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of UPFC by providing improved voltage profile and reduced
losses. The parameters involved in the optimization problem are
optimized using WOA algorithm towards improved
performance system. Indeed, the results showed that using the
UPFC at optimal location in the network yields a significant
reduction in power loss and minimization of voltage deviation
while satisfying the network equality and inequality constraints.
On the other side, as power systems become more complex
with deeper penetration of RES, the impact of RES uncertainty
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was also analyzed indicating a significant influence on the overall
transmission loss and voltage profile enhancements of the
network. The performance of WOA was evaluated by
comparison with PSO algorithm which indicates more efficiency.

Conflict of interest. The authors declare that they have no
conflicts of interest.

REFERENCES
1. Mutegi M.A., Nnamdi N.I. Optimal Placement of FACTS Devices
Using Filter Feeding Allogenic Engineering Algorithm. Technology and
Economics of Smart Grids and Sustainable Energy, 2022, vol. 7, no. 1,
art. no. 2. doi: https://doi.org/10.1007/s40866-022-00132-3.
2. Akumalla S.S., Peddakotla S., Kuppa S.R.A. A Modified Cuckoo
Search Algorithm for Improving Voltage Profile and to Diminish Power
Losses by Locating Multi-type FACTS Devices. Journal of Control,
Automation and Electrical Systems, 2016, vol. 27, no. 1, pp. 93-104. doi:
https://doi.org/10.1007/s40313-015-0219-x.
3. Govindaraghavan G., Varadarajan R. Hybrid KHSO Based
Optimal Location and Capacity of UPFC for Enhancing the Stability
of Power System. Gazi University Journal of Science Part A:
Engineering and Innovation, 2018, vol. 5, no. 4, pp. 141-157.
4. Shehata A.A., Tolba M.A., El-Rifaic A.M., Korovkin N.V. Power
system operation enhancement using a new hybrid methodology for
optimal allocation of FACTS devices. Energy Reports, 2022, vol. 8, pp.
217-238. doi: https://doi.org/10.1016/j.egyr.2021.11.241.
5. Zahid M., ChenJ,, Li Y., Duan X., Lei Q., Bo W., Mohy-ud-din
G., Waqar A. New Approach for Optimal Location and Parameters
Setting of UPFC for Enhancing Power Systems Stability under
Contingency Analysis. Energies, 2017, vol. 10, no. 11, art. no. 1738.
doi: https://doi.org/10.3390/en10111738.
6. Kishore A.Y., Mohan B.G. Enhancement of Voltage stability and
Transmission Congestion management with UPFC. International Journal
of Grid and Distributed Computing, 2018, vol. 11, no. 6, pp. 15-26. doi:
https://doi.org/10.14257/ijgdc.2018.11.6.02.
7. Kalyani Radha P. Nonlinear optimization approach for UPFC
power flow control and voltage security: Sufficient system
constraints for optimality. Doctoral Dissertation, 2007.
8. Abdo M., Kamel S., Ebeed M., Yu J., Jurado F. Solving Non-
Smooth Optimal Power Flow Problems Using a Developed Grey
Wolf Optimizer. Energies, 2018, vol. 11, no. 7, art. no. 1692. doi:
https://doi.org/10.3390/en11071692.
9. Rao B.V. Sensitivity Analysis based Optimal Location and
Tuning of Static VAR Compensator using Firefly Algorithm. /ndian
Journal of Science and Technology, 2014, vol. 7, no. 8, pp. 1201-
1210. doi: https://doi.org/10.17485/ijst/2014/v7i8.15.
10. Vijay Kumar B., Srikanth N.V. Optimal location and sizing of
Unified Power Flow Controller (UPFC) to improve dynamic
stability: A hybrid technique. International Journal of Electrical
Power & Energy Systems, 2015, vol. 64, pp. 429-438. doi:
https://doi.org/10.1016/j.ijepes.2014.07.015.
11. AL Ahmad A., Sirjani R. Optimal placement and sizing of
multi-type FACTS devices in power systems using metaheuristic
optimisation techniques: An wupdated review. Ain Shams
Engineering Journal, 2020, vol. 11, no. 3, pp. 611-628. doi:
https://doi.org/10.1016/j.as€j.2019.10.013.
12. Padma K., Maru Y.S. Comparative Analysis of a Performance of
Metaheuristic Algorithms in Solving Optimal Power Flow Problems
with UPFC Device in the Transmission System. International Journal of
Recent Technology and Engineering (IJRTE), 2021, vol. 9, no. 5, pp.
316-326. doi: https://doi.org/10.35940/jrte. E5301.019521.
13. Abdullah Salman G., Hasan Ali M. Najim Abdullah A.
Implementation Optimal Location and Sizing of UPFC on Iraqi Power
System Grid (132 kV) Using Genetic Algorithm. nternational Journal of
Power Electronics and Drive Systems (IJPEDS), 2018, vol. 9, no. 4, pp.
1607-1615. doi: https://doi.org/10.11591/ijpeds.v9.i4.pp1607-1615.
14. Patil B., Karajgi S.B. Optimized placement of multiple FACTS
devices using PSO and CSA algorithms. International Journal of
Electrical and Computer Engineering (IJECE), 2020, vol. 10, no. 4, pp.
3350-3357. doi: https://doi.org/10.11591/ijece.v10i4.pp3350-3357.
15. Kavuturu K.V.K., Narasimham P.V.R.L. Optimal Parameters of
OUPFC and GUPFC Under Renewable Energy Power Variation Using
Cuckoo Search Algorithm Variants. Journal of Electrical Engineering
& Technology, 2020, vol. 15, no. 5, pp. 2079-2098. doi:
https://doi.org/10.1007/s42835-020-00501-x.
16. Sunday Y.S., Ubeh O.P., Saidu A.A., Fahad A. Grey wolf optimizer
based optimal placement of multiple facts devices in the transmission

How to cite this article:

system under dynamic loading system. Journal of Engineering Studies
and Research, 2021, wvol. 27, mno. 1, pp. 132-143. doi
https://doi.org/10.29081/jesr.v27i1.262.

17. Laifa A. Application of harmony search method for UPFC location
for enhancing power system security. 2015 International Conference on
Smart Grid and Clean Energy Technologies (ICSGCE), 2015, pp. 154-
158. doi: https://doi.org/10.1109/ICSGCE.2015.7454288.

18. Vijay Kumar B. Optimal Location of Upfc to Improve Power System
Voltage Stability Using Artificial Bee Colony Algorithm. American
Journal of Electrical Power and Energy Systems, 2019, vol. 8, no. 2, pp.
42-49. doi: https://doi.org/10.11648/j.epes.20190802.11.

19. Abdul Hamid Z., Musirin 1., Adli Nan M.A., Othman Z.
Optimal Voltage Stability Improvement under Contingencies using
Flower Pollination Algorithm and Thyristor Controlled Series
Capacitor. Indonesian Journal of Electrical Engineering and
Computer Science, 2018, vol. 12, no. 2, pp. 497-504. doi:
https://doi.org/10.11591/ijeecs.v12.i2.pp497-504.

20. Rezaee Jordehi A. Brainstorm optimisation algorithm (BSOA): An
efficient algorithm for finding optimal location and setting of FACTS
devices in electric power systems. International Journal of Electrical
Power & Energy Systems, 2015, vol. 69, pp. 48-57. doi:
https:/doi.org/10.1016/j.ijepes.2014.12.083.

21. Kavitha K., Neela R. Optimal Placement of UPFC to Enhance
System Security Using BBO Technique. World Applied Sciences
Journal, 2016, vol. 34, no. 10, pp. 1326-1337. doi:
https://doi.org/10.5829/idosi.wasj.2016.1326.1337.

22. Nada Kh., Alrikabi M.A. Renewable energy types. Journal of
Clean Energy Technologies, 2014, vol. 2, no. 1, pp. 61-64. doi:
https://doi.org/10.7763/JOCET.2014.V2.92.

23. Vadivelu K.R., Marutheswar G.V. Fast voltage stabilty index
based optimal reactive power planning using differential evolution.
Electrical and Electronics Engineering: An International Journal
(ELELLJ), 2014, vol. 3, no. 1, pp. 51-60.

24. Samuel LA., Katende J.,, Awosope C.O.A., Awelewa A.A.
Prediction of voltage collapse in electrical power system networks using
a new voltage stability index. International Journal of Applied
Engineering Research, 2017, vol. 12, no. 2, pp. 190-199.

25. Bourzami A., Amroune M., Bouktir T. On-line voltage stability
evaluation using neuro-fuzzy inference system and moth-flame
optimization algorithm. Electrical Engineering & Electromechanics,
2019, mno. 2, pp. 47-54. doi: https:/doi.org/10.20998/2074-
272X.2019.2.07.

26. Mishra A., Nagesh Kumar G.V. A Line Utilization Factor and Krill
Herd Algorithm based Optimal Utilization of Interline Power Flow
Controller for Congestion Management. International Journal of
Electrical and Electronics Research, 2015, vol. 3, no. 3, pp. 58-65. doi:
https://doi.org/10.37391/1JEER.030304.

27. Naganathan A., Ranganathan V. Improving Voltage Stability of
Power System by Optimal Location of FACTS Devices Using Bio-
Inspired Algorithms. Circuits and Systems, 2016, vol. 07, no. 06, pp.
805-813. doi: https://doi.org/10.4236/cs.2016.76069.

28. Mirjalili S., Lewis A. The Whale Optimization Algorithm.
Advances in Engineering Software, 2016, vol. 95, pp. 51-67. doi:
https://doi.org/10.1016/j.advengsoft.2016.01.008.

29. Shahbudin 1.S., Musirin 1., Suliman S.I., Harun AF., Syed Mustaffa
S.A., Suyono H., Md Ghani N.A. FACTS device installation in
transmission system using whale optimization algorithm. Bulletin of
Electrical Engineering and Informatics, 2019, vol. 8, no. 1, pp. 30-38.
pp. https://doi.org/10.11591/eei.v8il.1442.

30. Mehdi M.F., Ahmad A., Ul Haq S.S., Saqib M., Ullah M.F. Dynamic
economic emission dispatch using whale optimization algorithm for multi-
objective function. Electrical Engineering & Electromechanics, 2021, no.
2, pp. 64-69. doi: https://doi.org/10.20998/2074-272X.2021.2.09.

31. Available at:
http://www.ee.washington.edu/research/pstca/pf30/pg_tca30bus.htm
(Accessed 3 May 2022).

Received 22.09.2022
Accepted 17.12.2022
Published 07.03.2023

Abdelaziz Laifal, Doctor of Science,

Bilel AyachiI, Doctor of Science,

' Department of Electrical Engineering,

University of August 20, 1955, Skikda, Algeria,

e-mail: a.laifa@univ-skikda.dz (Corresponding Author);
b.ayachi@univ-skikda.dz

Laifa A., Ayachi B. Application of whale algorithm optimizer for unified power flow controller optimization with consideration of renewable energy
sources uncertainty. Electrical Engineering & Electromechanics, 2023, no. 2, pp. 69-78. doi: https://doi.org/10.20998/2074-272X.2023.2.11

78

Electrical Engineering & Electromechanics, 2023, no. 2



UDC 621.3
M. Manohara, V.C. Veera Reddy, M. Vijaya Kumar

https://doi.org/10.20998/2074-272X.2023.2.12

Exploration and mitigation of power quality problems in radial distribution system
by placing distributed generation through voltage stability index

Introduction. Distributed generation has played an important role in many aspects of sustainability, such as improving voltage
profiles and reducing power losses, in the distribution network. Problem. Frequent variation of loads causes many complications
while placing and sizing of distributed generation in the radial distribution network, via quality of supply, and stability of the system.
Goal of the paper is to investigate and mitigate the power quality issues towards stabilizing the system during distributed generations
placed in the system under various loading conditions. Methodology. The line voltage stability index analyses and enhances the
performance of the radial distribution network by effective sizing and location of distributed generation towards the objective
function. Practical value. A standard test system IEEE-69 bus radial distribution network is used to understand through MATLAB
environment. References 38, table 4, figures 11.

Key words: voltage stability index, distribution system, voltage sag, power quality, distributed generation.

Bcemyn. Posnoodinena ecenepayia eidicpana 8axciugy poavb y 0a2amvoX Acnekmax cmitlkocmi, maxkux AK HOKpauwjenHs npoginie
Hanpyau ma 3HudiCeHHs 8mpam eaekmpoenepeii y po3noodinsuiil mepesici. Ilpobnema. Yacmi konusanna Ha8aHMANCEHHS BUKTUKAIOMb
be3niu CKIaOHOWi6 Npu pO3MIWEeHHI ma 6U3HAYEHHI PO3MIpY pO3N0OileHOl 2enepayii 6 padianbHili po3noOiNbHIll Mepedici uepes
AKicmy hocmavanna ma cmabinenicms cucmemu. Mema cmammi nonsieae 6 momy, wob 00CAiOUmMU ma nom'sKuumu npooremu 3
sAKicmio enekmpoenepeii 0ns cmabinizayii cucmemu nio wac po3noodiieHoi eenepayii, posmiuenol y cucmemi 3a pizHUX VMO8
nasanmaxcenus. Memooonozia. Indexc cmabinonocmi NiHIIHOT Hanpyeu auanizye ma NiOGUWYE NPOOYKMUBHICIb padianbHOl
PO3N00INLHOI Mepedci 3a paxyHOK eheKmueHo20 SUSHAYEHHA PO3MIPY ma pPO3MAuly8anHs po3noodileHoi eenepayii wjooo yYinbosoi
@yuxyii. Ilpakmuuna yinnicme. /[[na po3yMiHHA SUKOPUCTNOBYEMbCA CIMAHOAPMHA MECmOo8d cucmema paodianbhoi po3noodintbHoi
mepesici IEEE-69 3a oonomoeoro cepedosuuya MATLAB. Bibn. 38, Tadmn. 4, puc. 11.

Knrouoei cnosa: ingekce cTadiIbHOCTI HAIPYT'H, PO3NOAIIBLHA CHCTEMA, POBAJIU HANIPYTH, SIKICTH eJIEKTPOoeHeprii, po3noaijieHa

reHepaunis.

Introduction. Regardless of enhancement value in
the active power and the developments of transmission
and distribution system, ongoing development of touchy
loads and utilizing them in modern and medical clinic
places, the quality issue of power is significant. Power
quality issues like voltage sag are because by some
reasons like shortcomings, abrupt burden increment, and
an enormous increase in the consumption of electrical
appliances. Voltage droop in modern delicate burdens
emerges because of short out in various pieces of the
organization. Voltage dip under basic worth in these
heaps causes malfunctioning of electrical hardware and
efficient misfortunes, accordingly, an answer for this
issue ought to be found.

Distributed generation (DG) additionally increments
the age limit and to ease public worries about contamination,
conveyed age plants have been presented in circulation
organizations. By expanding the short-out limit, the
establishment of DG assets can forestall voltage hang in
touchy burdens. The extent of voltage list after issue
exceptionally relies upon the way between the issue area and
delicate loads just as short out limits such that the DG and
reconfiguration of the network can be implemented.
Changing the geography of the organization won't improve
the circumstance; in addition, other organization imperatives
might restrict the execution of every single arrangement.
Besides, to acquire the benefit of the DG assets, a few
boundaries, like the finest area, no. and limit of the DGs are
required. Another issue is while fusing them for a huge scope
for example glitches of assurance circuits, recurrence
deviation, voltage profile rising, and dependability issues; in
this manner, every one of referenced strategies is powerful
however numerous limitations are being used every one of
them independently [1-5].

DG assets designation is likewise a muddled
improvement issue for which various techniques were
utilized to tackle before. Viral and Khatod completed an

exhaustive audit of various strategies, for example,
scientific, meta-heuristic, man-made reasoning, and
hereditary calculations crossover draws near. In scientists
applied the affectability examination for DG assets
distribution; besides, reconfiguration and DG assets portion
cooperatively diminish misfortune at three diverse burdens
[6-9]. DG assets assignment for further developing power
quality lists is another point that is introduced by a couple
of analysts of late. Hamedi and Gandomkar thought about
the power quality due to DG assets. Though utilizing DG
assets for further developing voltage lists is worthwhile, it
isn't sufficient in substantial burdens or extreme
deficiencies; in addition, as referenced previously, fusing
DG assets for a huge scope would prompt genuine results.
In this manner, it is strongly prescribed to apply different
strategies, for example, reconfiguration alongside utilizing
DG assets [10-24].

As previously stated, to improve voltage sag induced
by failures, reconfiguration and DG resource placement have
been explored separately. The fundamental idea of this work
is to use both reconfiguration and DG resource placement at
the same time to improve voltage sag while still achieving
the main goal of reconfiguration (loss reduction) [25-30].
The ideal DG resource capacity and network design can be
accomplished by inserting the DG resource in one of the
distribution network buses and a trade-off between power
quality indices and system power loss. The BPSO algorithm
is used for optimization because of its simplicity and great
efficiency in reconfiguration situations. The proposed
method is highly effective at reducing voltage sag, as
evidenced by the results [31-35].

Problem formulation. In the operation and control
of Radial Distribution Network (RDN), minimization of
real power loss is one of the major goals. This can be
achieved mainly by improving the voltage profile across
the network, and consequently, the loss can reduce by
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having  reduced current flow through each
branch/element. In addition, an improved voltage profile
can result in enhanced voltage stability.

Objective function. The primary objective is to
consider loss minimization in the feeder by having
maximum PV penetration at appropriate locations. The real
power loss of a branch in a distribution system is given by:

min f(Ploss)z Z’(mn)](zmn) > (1)
mn
where Py is the total real power loss in the feeder
distribution; mn is the branch index; P(n), O(n), |V(n)| are
the real, reactive power loads and voltage magnitude of
the n™ bus.
The following bus voltage, branch current, DG
active, and reactive power compensation constraints are
considered in solving the proposed objective function:

|Vl'|min S|Vi|s|Vl’|max i=12,..nb, @)
<[] i=120nl, 3)
ch(T ) < Oload (T) : “)

Enhancement of power quality. There are many
quality issues that arise at the end user because of load
variations. The major focus is to minimize the voltage sag
and voltage swell. The system voltage profile must be
increased to voltage sag limits 0.9 to 1.

Mathematical model. The huge R/X ratio in RDNs
leads traditional load flow algorithms to fail to converge.
A single-line diagram of a balanced RDN can be used to
depict the network. So, at the distribution operating
voltage, line shunt capacitances are highly malleable and
may thus be ignored [5, 36]. The i-node apparent power is
calculated for /™ node is given by

Si=Vi(LD); =B+ O )

Branch current calculations:

n n
Ly = Y |LI;|cos6; + j Y |LI;|sin6; = Re(]b,:/)+ Im(]brj>.(6)
i=1 i=1

Receiving end voltage calculations are [37, 38]:

Vi=Vs=1pZp, ; (7
V20, =V 20— 1,260,220, . (®)

Equations (6)-(8) are used to compute branch currents
as well as the bus voltages. The active and reactive power
at each bus is estimated from the above I, and V.

Line voltage stability index. Voltage instability is
the result of the power system’s inability to handle the
additional demand brought on by the growing load.
However, studies of this kind don’t typically produce
stability or sensitivity data. So, dynamic simulations can
only be used to study certain types of voltage collapse,
like sudden or transient voltage collapse, and to make sure
that protection and control are working together.

Voltage stability requirements were created based on
a paradigm for power transmission on a single line. By
reducing a linked system to a single-line network, the
overall stability of the system is evaluated. Using the
same idea, a stability requirement is constructed and
applied to every network line. The line voltage stability
index (LVSI) is given by (9)

X0 . 9)

LVSI = ——=%r <
[V, sin(6-8)F

In an interconnected network that connects two bus
bars, the stability criteria known as LVSI are utilized to
determine the stability index for each line. Line stability
indices can be used to predict voltage collapse with
accuracy. As long as the stability index is less than 1, the
system is stable. However, if it exceeds 1, the system as a
whole loses stability, leading to voltage collapse.

Distributed generation. Depending on the different
powers available, the DG is classified into four types [3].

Type 1: This form of DG can only supply active
electricity, such as photovoltaic (PV), microturbines, and
fuel cells, and is connected to the main grid via
converters/inverters.

Type 2: Only reactive power may be delivered via DG.
Gas turbines and capacitor banks are examples of synchronous
compensators, which perform at zero power factors.

Type 3: DG can supply real power while also using
reactive power. This category mostly includes induction
generators used in wind farms. However, like synchronous
generators, doubly-fed induction generators devices can
utilize or create reactive power.

Type 4: Both active and reactive electricity can be
delivered via DG. This category includes synchronous
machine-based DG units (cogeneration, gas turbine, and
SO on).

Static mathematical model of DG. The real and
reactive power at the /" bus is modeled as below [4]:

B =Ppg, —Fp, ;

0: =09pg, —9p, =i *Ppg, —Op, ;

a; = tan(co(1 PFDG);
where Pp¢ is the real power at DG; Opg is the reactive
power at DG; Pp is the real power demand; Qp is the
reactive power demand; PFp is the power factor.

The power factor is determined by the kind of DG
and the DG unit’s working state:

Type 1 - PFpg;i = 1;

Type 2 — PFDGi = 0;

Type 3 — 0 < PFpg; < 1 and sign =—1;

Type 4 — 0 < PFpg; < 1 and sign = +1.

DG in load flow analysis. DG as load bus.
PQ buses made up of DGs can be treated as passive loads
or negative loads. The quantity of DG produced reduces
the total burden.

DG units as PV bus. The modeling of DGs
managed like PV buses are more difficult than that of PQ
buses. The compensating approach from [7] is used to
modulate the voltage of PV nodes.

Impacts of DG installation. The system with DG is
shown in Fig. 1, where Z; is the impedance between PCC
and DG resources, while Z, is the DG resources’ transient
reactance. As the capacity of DG resources grows,
branch-power flow decreases, voltage drops decrease, and
V, approaches 1 p.u. as a typical value. As a result, the
voltage of the sensitive load increases by 1. Furthermore,
the placement of DG resources has an impact on Z;, and
raising Z; sensitive load voltage might increase Z;.

The magnitude of the sag is calculated as:

V4
Viag :1{23 +4Z4 '(1_VPCC)}

(10)
an

(12)
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Load
Fig. 1. A simple system representing the load

Computational aspects to reach the objective.

Step-I: Read the system data and set all node
voltages and branch currents to 1.0 p. u. (per unit) at the
beginning.

Step-1I: Calculate the branch currents.

Step-111: Update the bus voltages with branch
currents as in step II.

Step-1V: Calculate the power and power losses at
each bus.

Step-V: Identify the candidate bus using LVSI
analysis.

Step-VI. Estimate the voltage sag and swell by
comparing the voltage values from the results.

Step-VII: Select and calculate the size of DG, and
place it randomly at each bus to minimize the losses.

Step VIII: Again, repeat Step IV, if it is in
constraints then go to the next step else go to Step II.

Step 1X: Stop.

Proposed algorithm. The schematic representation
of the proposed algorithm flow toward the theme as

shown in Fig. 2.

1
L Read Line data and load data ]
T

[ Set Flat Voltage for all loads ]
Compute effective real and reactive
power flows of all branches using
Backward forward method

Update node voltages
magnitudes and angles

No

7

Yes
Compute Line Voltage
Stability Index

If LVSlis
very high

Yo

es
Incorporate DG at the
high value of LVSI
[ Compute the value of LVSI ]

[ Calculate the power flow and Losses ]

Fig. 2. Flowchart of the proposed algorithm

Increase the load

Test system and simulation results. To comprehend
the suggested algorithm, a simulation of the IEEE-69 radial
distribution system is taken into account. There are 48 load
buses and 68 lines in this system. Table 1 lists the load buses

that were taken into account when analyzing the IEEE-69
bus system. As bus number one is regarded as the generator
bus in the radial distribution network, only 48 of the 69 buses
are load buses, and the rest are not connected to any loads.
Table 1
Considered load buses for analysis in IEEE-69 bus system

S. No.|Bus No.|S. No.|Bus No.|S. No.|Bus No.|S. No.|Bus No.
1 6 13 20 25 37 37 53
2 7 14 21 26 39 38 54
3 8 15 22 27 40 39 55
4 9 16 24 28 41 40 59
5 10 17 26 29 43 41 61
6 11 18 27 30 45 42 62
7 12 19 28 31 46 43 64
8 13 20 29 32 48 44 65
9 14 21 33 33 49 45 66
10 16 22 34 34 50 46 67
11 17 23 35 35 51 47 68
12 18 24 36 36 52 48 69

Comparative analysis of distribution load flows
for 69 bus system. In Table 2 describe and analyzed the
69-bus system during composite load models and figures
out its behaviour with critical buses and voltage profile. In
fact, in many cases, it is noticed that the system reaches
sag conditions.

Table 2
Comparative analysis of 69-bus system
P o
Type of Vinin, Bus
}l/(]:ad P, kW kVQA losses, | losses, p-u. | numbers
kW | kVAR
6,7,57,
DLF |3033.43(2275.07| 123.94 | 56.386 |0.93155| 58, 59,
60, 61, 66
Constant 67,57,
P Model 3825.02(2635.20| 317.19 | 143.49 |0.87549| 58, 59,
60, 61, 66
Constant 6,7,57,
3567.15(2469.34| 245.93 | 112.97 |0.89139| 58, 59,
I Model
61, 66
Constant 6,7,57,
7 Model 3337.11{2319.30| 192.44 | 89.98 |0.90492 58. 66

The voltage sag condition without DG for the load
variation is shown in Fig. 3 for conditions ranging from
50 % system loading to 150 % system loading. The
voltage on each individual bus drops as the load rises.
Without adding DG to the system, the lowest voltage for
50 %, 100 %, and 150 % system loading conditions is at
bus numbers 63 and 27. For 50 %, 100 %, and 150 %
system loads, bus numbers 28 and 36 have maximum
voltages of 1, 0.99, 0.999, and 0.999, respectively.

The active power flow and the reactive power flow in
the system without DG are shown in Fig. 4, 5 for the load
variation from a 50 % system loading state to a 150 %
system loading condition. Figures 6, 7 display the active
power and reactive power loss in the system.

Table 3 shows the voltage profile for different
loading scenarios without DG in the system. The voltage
sag observed through the index value is presented in
Table 3. The high value of the index at a particular bus is
considered to have voltage sag at that bus. Compared to
all the load buses available in the system, bus no. 6 is the
most complex load bus with the maximum sag.
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il ' ' T ' ' Table 3
Identification of voltage sag through line voltage stability index
20 o5t E . Bus. Index value
8 1o, 50 % system 100 % system 150 % system
2 oot . loading loading loading
é’ ———————— 6 0.0289 0.0598 0.0936
Q085 e System 100% Load 1 7 0.0301 0.0623 0.0976
§ ol Systern 150% Load | 8 0.0072 0.015 0.0237
9 0.0037 0.0077 0.0122
075 ) . ) ) ) BuIs Number 10 0.024 0.049 0.0752
0 10 20 30 40 50 60 70 11 0.0054 0.011 0.017
Fig. 3. Voltage sag condition without DG in IEEE-69 bus system 12 0.0153 0.0313 0.0483
7000 ' ' ' i i i 13 0.0138 0.0283 0.0437
<6000 = System 50% Load | _ 14 0.0137 0.0281 0.0435
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Fig. 7. Reactive power loss without DG in IEEE-69 bus system

The DG is located at bus number 35, and it has the same
power loss as other DGs of similar capacity when placed in
other buses. Its size is 0.035 MW. As the load increases, the
voltage at each bus drops. Since DG was incorporated into the
system, the voltage sag at each individual load bus has
improved. For three system loading scenarios, the maximum
voltage is at bus nos. 28, and 36, respectively.
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Figures 8, 9 depict the active power flow and reactive
power flow in the system with DG for the load fluctuation
from 50 % system loading condition to 150 % system
loading condition. Figures 10, 11 show the system's reduced

compared without DG in the system. The change in the

voltage in the system can also be observed.

Table 4

Improvement of voltage sag incorporating DG in the system

active and reactive power with DG in place. Bus. Index value
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Fig. 11. Reactive power loss with DG in IEEE-69 bus system

Table 4 presents the improvement of voltage sag
incorporating DG in the system. The minimum voltage is at
bus no. 26 and 27 and is 0.9855, 0.9705, 0.9553 for 50 %,
100 %, and 150 % system loading condition respectively.
The maximum voltage is at the bus no. 36 for 50 %, 100 %,
and 150 % system loading condition respectively. The
voltage sag with DG in the system has been enhanced

1. The IEEE-69 bus system performance is analyzed
during composite and different loading conditions.

2. The location and sizing of DG is estimated to
mitigate the power quality issues.

3. LVSI indices provide the system stability with and
without DG at each location.

4. Enhancement of RDS performance by appropriate
DG placement with the LVSI method.
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Conclusions.

The effectiveness of the IEEE-69 bus radial distribution
system is examined under various loading scenarios. This
leads to system instability, which lowers voltage and
improves power losses, both of which have an effect on the
supply’s quality. The right size and placement of typical DG
solutions to reduce quality problems and improve the voltage
profile in the system. The stability analysis at each load bus
provides unambiguous estimations of the precise position of
the DG to prevent outages and quality problems. In this, the
system is examined and its performance is improved based on
LVSI indices, without the use of any meta-heuristic
techniques.
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Super-twisting sliding mode control for brushless doubly-fed reluctance generator
based on wind energy conversion system

Introduction. Recently, wind power generation has grown at an alarming rate in the past decade and will continue to do so as power
electronic technology continues to advance. Purpose. Super-twisting sliding mode control for brushless doubly-fed reluctance
generator based on wind energy conversion system. Methods. This paper deals with the robust power control of a grid-connected
brushless doubly-fed reluctance generator driven by the variable speed wind turbine using a variable structure control theory called
sliding mode control. The traditional sliding mode approach produces an unpleasant chattering phenomenon that could harm the
system. To eliminate chattering, it is necessary to employ a high-order sliding mode controller. The super-twisting algorithm is one
type of nonlinear control presented in order to ensure the effectiveness of the control structure we tested these controllers in two
different ways reference tracking, and robustness. Results. Simulation results using MATLAB/Simulink have demonstrated the
effectiveness and robustness of the super-twisting sliding mode controller. References 31, figures 14.

Key words: wind power, brushless doubly-fed reluctance generator, maximum power point tracking, vector control, super-
twisting algorithm.

Bcmyn. B ocmanne Oecsmunimms eupoOHUymeo 6impoeoi emepeii 3pocmano 3azpo3iusumu memnamu i npooosicysamume
3pocmamu Yy Mipy pO36UMKY MEXHON02Il Ccunoeoi enekmpouixy. Mema. Ynpasninus KOG3HUM DeXCUMOM CYNEPCKPYUYBAHHS O
peaxmusno2o 0e3uimKo8oeo 2enepamopa 3 NOOGIUHUM JHCUGTEHHAM HA OCHOGI cucmeMu nepemeopenns enepeii gimpy. Memoou. YV
yiti cmammi po3ena0aemuvcs Haoiline Kepys8anHsa NOMYHCHICTI0 NIOKIIOYEH020 00 Mepedii 6e3uWimKo8020 peakmusHo20 2eHepamopa
3 NOOBIUHUM JHCUBTNEHHAM, WO HPUBOOUMBCA 8 0110 GIMPAHOIN MYPOIHOIO 31 3MIHHON WEUOKICMIO, 3 BUKOPUCMAHHAM Meopii
VNPAGNIHHA 31 3MIHHOW CMPYKMYPOIK), KA HA3UBAEMbCSL KEPYBAHHAM 8 KOGIHOMY pedicumi. Tpaouyiiinuil nioxio 3i KOGIHUM PeNCUMOM
CMBOpIOE HenpueMHe Asuwe 6ibpayii, wo Mmoogice 3auwkooumu cucmemi. /[ ycyHeHHs 6ibpayii HeoOXIiOHO UKOPUCTO8Y8amu
Pe2ysmop KOB3HO20 DPEeJCUMY BUCOKO20 NOPAOKY. Ancopumm CynepckpyuyGamHsa - ye oOuM i3 mMunié HeniHitino2o ynpaeninws,
npedcmasnenuti 0ia 3abe3nevents egekmueHocmi cmpykmypu ynpagninua. Mu npomecmyeanu yi Konmpoaepu 080Ma pi3HUMU
cnocobamu: giocmedceHHaM nocuians ma Hadiunicmio. Pesynomamu mooemosanns 3 euxopucmanuam MATLAB/Simulink
NPOOEMOHCIMPY AU eeKMUBHICTNG MA HAOIUHICMb KOHMPOAEPA KOG3HO20 pecumy cynepckpyuyeanns. biomn. 31, puc. 14.

Kniouosi cnosa: eHeprisi BiTpy, 0€3K0JIEKTOPHUI peaKTUBHMIl reHepaTop 3 NMOABIl{HUM KMBJIEHHSIM, BiACTe:KeHHSI TOYKH
MaKCHMAJIbHOI IOTYKHOCTi, BeKTOPHE YNPaBJIiHHSA, AJITOPUTM CyNlepKPY4YyBaHHs.

Introduction. Researchers have long been looking
for alternative form of energy production driven by the
environmental concerns and the operational cost. This led
to an increased study on renewable form of energy in
recent years [1]. The first wind turbine (WT) was
developed to generate -electricity. Wind power was
remarked as one of the promising renewable energy
sources in the decade 1980-1990 [2]. The use of wind
energy does not cause harmful emissions like greenhouse
gases during its operating period and, without any surprise,
worldwide wind power is one of the rapidly growing

o operating mode flexibility as it can operate as a classical
induction machine, or as a fixed/adjustable speed synchronous
turbo machine, enabling high speed, field-weakened traction
applications as well as high-frequency generators.

The brushless doubly-fed reluctance generator
(BDFRG) has two three-phase windings in its stator:
primary (or power) winding and secondary (or control)
winding and have different pole pairs. So, a reluctance
rotor, which the number of its salient poles is equal with
sum of the primary and secondary pole pairs, provides
coupling between the windings [9]. The primary winding

renewable energy sources. According to the World Wind
Association, wind capacity over the world has reached up
to 744 GW in 2020 [3], which was 318 MW in 2013 [4].
The brushless doubly-fed reluctance machine
(BDFRM) has been investigated during the last decade as
a potential alternative to the existing solutions in variable
speed applications with narrow speed range [5]. The
brushless doubly-fed induction machine (BDFIM) and the
BDFRM are the two main competitors attracting most of
the attention from researchers [6].
The following are the main benefits of BDFRM [7, 8]:

¢ maintenance free operation due to sturdy construction
(no brushes or sliding rings) and great dependability, as
opposed to the classic doubly-fed induction machine
(DFIM);

¢ implicitly medium speed functioning enables the use
of a two stage gearbox rather than a susceptible three
stage equivalent with DFIMs, providing improved
mechanical robustness and reduced failure rates, resulting
in obvious cost savings;

e a lower capacity power electronics converter (about
25-30 % of the machine rated) for WTs and pump motors
with a typical speed range of 2:1;

is connected to the grid and the secondary to an inverter.
These two windings always have different pole numbers
[10]. Various control methodologies have been
investigated for the BDFRM including: scalar control
[11], vector control or field oriented control [12-14],
control without a shaft position [15] or sensorless speed
control [16] and direct power control [17]. These
controllers are not robust against parameters variations,
model uncertainties and external perturbations and are
able to give an asymptotic convergence. Their main
appeal is the rather low computational cost along with
their simple implementation.

The linear control encountered difficulties since
variable speed wind turbine (VSWT) system is a complex
and highly non-linear system with strong coupling
features and uncertainty in both the aerodynamic and the
electrical parts. Thus, various non-linear control methods
on VSWTs have been proposed, such as H, control,
robust control, feedback linearization technique, neural
networks [18] control model reference adaptive system
[19], model predictive [20], sliding mode control (SMC)
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[14], synergetic-super-twisting algorithms [21], fuzzy
model-based multivariable predictive regulator [22].

Apart from these non-linear controller, variable
structure SMC has gained increased attention for the
BDFRG-based wind energy conversion system (WECS)
owing to its robust nature against both modeled and
unmodeled external disturbance, fault scenarios, parameter
variations, simple structure, low parameter sensitivity and
easy implementation for wind extraction a number of SMC
techniques have been proposed in the literature [23].

The traditional sliding mode approach produces an
unpleasant chattering effect, which could be detrimental
to the system. Thus, it is suitable to explore the use of
second-order sliding mode algorithms which inherit all
the properties of SMC and attenuates chattering or high
frequency vibrations in controlled quantity thus reducing
mechanical stresses in the system [24], in [14] the author
compared between SMC and vector control of a BDFRG
based on WECS.

Recently, nonlinear super-twisting sliding mode
techniques have become an interesting option to be used in
several kinds of systems. SMC guaranties the robustness and
finite time convergence of a nonlinear system if the
attractiveness condition is verified. Several works have been
published using this technique, for example in [25].

The grid side converter (GSC) of the BDFRG is limited
to proportional-integral (PI) control. The strategy of the
BDFRG based on WECS control mainly consist two
separate controls: @) stator side converter; b) grid side
converter (GSC). In this paper, an active and reactive power
of the stator of BDFRG is employed in a control winding
side converter where its input is presented for the GSC;
however, the GSC is managed by traditional PI based control
strategy. The suggested control strategy is based on the
famous, super complicated algorithm, this latter guarantees
more reliable chatter free transient response of the BDFRG
parameters in comparison to the traditional PI.

WECS modeling. WT model. The mechanical power
extracted by the turbine from the wind is defined as [26]:

1
P,=5-p-A-Cp(/1)~V3, (1)

where p is the air density; 4 = zR” is the rotor swept area;
R is the turbine radius; C, is the power coefficient; 4 is the
tip speed ratio; ¥ is the wind speed.

The power coefficient C, represents the aerodynamic
efficiency of the WT. It is determined by the tip speed ratio A
and the blade pitch angle £ The tip speed ratio is expressed as:

— QR
A P 2
where (2, is the turbine speed; f is the blade pitch angle.

For our example, the power coefficient C, is

21

116 )
C,(1.8)= 0.5176-[7—0.4ﬁ—sje ¥ +0.00687 , (3)

X

Fig. 1. Characteristics of the WT power coefficient with the
tip speed ratio 4 at different values of the blade pitch angle g

The maximum value of C, = 0.48 is for f = 0° and
for A =8.1.
The turbine torque can be written as:
T,=F/9. (5)
The mechanical speed of the generator and the torque
of the turbine referred to the generator are given by:

‘Qmec = Qt'G;
T, =T,/G,
where G is the gearbox ratio.

The mechanical equation of the system can be
characterized by:

dQmec

(6)

J :Tm_Tem_.f'Qmec» (7)
where J is the equivalent total inertia of the generator
shaft; f'is the equivalent total friction coefficient; T, is
the electromagnetic torque.

To extract the maximum power from the WT, the
electromagnetic torque command of the BDFRG, T...,
should be determined at the optimal value of the tip speed
ratio and the corresponding maximum value of WT power
coefficient C,,.

Mathematical model of BDFRG. The electrical
equations of the BDFRG in the d—g Park reference frame
are given by:

3 dP,q
Vpd =Rpl pq + % —w, Py
o,
Vpq=Rpl ,, + tw-Dyy;
Jo (®)
Vsd =Ry lsq + - _(a)r _w)-QSSq;
dd,
_ q .
Vsq =Rl + o +(cor —a))-fpsd,
(ppd = LPIpd +Lmlsd;
Dy =Lpl g —Lylgys ©
GDsd = Ls]sd +Lm]pd;
¢sq = lesq - Lmlpq'
The electromagnetic torque is expressed as:
3P4L
T Vi lsy +V o lsa)- (10)

The active and reactive powers equations at the
primary stator, the secondary stator, and the grid are,

where respectively, written as:
11 0035 @ PeCHvEs ;
A  A+0.088 pI41 Py ZE(Vpd[deerq[pq)
The C, curve is shown in Fig. 1, from which there is an 3 (11
optimum A at which the power coefficient C, is maximal. 0, = 5 (qul pd —Vpal pq }
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3
Ps = E(I/Sd I sd +Vsq[ sq
3 (12)
Qs =E(Vsq1sd - Sallsq)7
Pg =Pp+PS; (13)
Qg =0) +0s,

where: Vi, V, are the d-q axis control winding voltages; V.,
V,q are the d-q axis power winding voltages; R, R, are the
power and control winding resistances; L, is the leakage
inductance of power winding; L, is the leakage inductance of
control winding; L, is the mutual inductance between power
and control windings; /4, I, are the d-q axis control winding
currents; 1,4, 1,, are the d-q axis power winding currents;
w, is the angular frequencies of power windings; @, is the
angular frequencies of control windings; @, is the BDFRG
mechanical rotor angular speed; @ is the d-q axis control
winding flux linkages; @, is the d-q axis power winding flux
linkages.

GSC modeling and control. The grid-side converter
maintains a constant DC-link voltage and satisfies the
reactive power requirement in accordance with grid rules.
Utilizing grid Vy, active and reactive power may be easily
regulated by d-axis and g-axis current. Two cascaded loops
are used in this control approach. The inner loop controls
grid current, while the outer loop controls DC-link voltage
and reactive power for the GSC. The active power has a
strong influence on the DC-link voltage [27].

The relationship between the grid and the converter are:

LYR e e VeV
ra - Rl tLyesly YV Vs

(14)
L %=—R I, +Lcodo +Ve =V,
f dr SAfg T ErCstd Y fg TV sqe
As for the continuous side:
dv 1
—de=—(1,-1;). (15)

dd C
The forms of the grid active and reactive powers are
as follow:

3
£y =5(Vsd1ﬁ1 gl b

3 (16)
Qs :E(Vsqlfd - Vsdlfql

where V,, V,, are the grid and converter voltage
respectively; Iy, I are the grid and converter currents;
Ry is the equivalent resistance of the grid filter; Ly is the
inductance of the grid filter.

By orienting the inverter voltage on the grid side
(Vsa=0and V,, = V) we found:

3
Py :EVsq[fq =Vaed g’

3 (17)
Qs == Vsql pa>

S d;i" with{ T ()
V=Lt Ryl ey = "brenda ™l

Figure 2 shows the block diagram of the control of
the GSC.

2
v
pond 3

efd
¥ ¥ e
“HQ— o > Q@ P — @ |
1 i |
vdc Ifq eiq
:

Ifd

[«

~ o+~ 0 <35 -

Fig. 2. Block diagram of grid side control

Vector control of the BDFRG. In order to decouple
the stator active and reactive powers, the primary stator
flux vector will be aligned with d-axis ¢,s (9,0 = ¢, and
©,4 = 0), and the stator voltages will be expressed by:

V,a=0;
{ v (19)
Vog=Vp=0, @
The expressions of the primary stator currents are
written as:
I = gzjpal —Lylgq .
pd L ’
(20)

)4
;o Lyl

pa

p
By replacing these currents in the secondary stator

fluxes equations, we obtain:

L
by = Lyolyy +_m¢pd;

Ly @n
Dy, = oLy,
with o is the leakage coefficient, defined by:
L 2
o=1-—"4. (22)
L,L;
The secondary stator voltages can be written
according to the secondary stator currents as:
d/
Vg = Ryl gy + Lio—4 + eq;
dt
Iy (23)
- 5q
Veg =Rylgy tLso p” +ed +ep,
with
eq=—ws0Ll,;
ed=w, oL ;; (24)
Lm
ep=w;—@,,
Ly

the active and reactive stator powers of the BDFRG are
expressed by:
P 3V pgLim
p 2 LP sq°
25)
2 (

3 VPCI 3 Lm
Pqay
2w,L, 2 L,

where s is the slip of the BDFRG.
The electromagnetic torque can be written as:
3P.L,

2L,

Isd’

T,= Lpal (26)

sq -
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For relatively weak sleep values and by neglecting
the voltage drops, the grid active and reactive powers are
simplified into:

U-slW,,L
N
2Lp
27)
3V, 3(-s)., L,
Qg:2 L - 2 quL—Isd.
@ptp P
From (27) we have:
I :LP :
O 3(1=sW Ly ¢
28
3V p 2L, (28)
Iyq = - Qg :
2w,L, 3(1=5) gL
Substitute (28) in (23) we obtain:
_ Vg Ry, ed  ep
¢ AL Lo ¢ Alge ALgo’ 29
: Vi Ry eq ev
Qg=—7 —7 Qg™ + ’
ALo Lo ALgo ALgo
with:
e 2L, ;
3(1=5W gL
32 (30)
ev= AR, Pq_
prLp

In order to capture the optimal mechanical power,
the control of the mechanical speed is applied as shown
on Fig. 3.

Fast shaft

Fig. 3. MPPT with the control of the speed

The reference value of the active power exchanged
between the wind generator and the grid is generated by
maximum power point tracking (MPPT) control, and it’s
given by:

Pg—ref = Tem—ref "Qmec : (31

The reference grid reactive power, Og.ris fixed to zero
value to maintain the power factor at unity. The detailed
scheme of the studied system is illustrated in Fig. 4 and
presents a general schematic diagram of the BDFRG using
super-twisting algorithm with GSC control.

High-order SMC. Control with high uncertainty is
one of the most difficult control challenges. While there
are a variety of advanced ways, such as adaptation based
on identification and observation or perfect stability

>
wind — (3%

— | Jgear box [
wind

GRID

Fig. 4. The scheme of BDFRG using super-twisting algorithm
with GSC control

techniques, the most apparent solution to engage with
uncertainty is to «brutally enforce» some limitations.
Therefore, any carefully maintained equality eliminates one
«uncertainty dimensiony. The simplest technique to maintain
a constraint is to respond instantly to any divergence of the
system by stirring it back to the restriction with a suitably
intense effort. When implemented directly, the method
results in so-called sliding modes, which have become the
primary operation modes in virtual switching system (VSS).
They have demonstrated their great precision and resilience
in the face of diverse internal and external disturbances [28].

The main drawbacks of the traditional SMC are
chattering effect and discontinuous high-frequency
switching control which is impractical. To overcome
these problems, super-twisting controller is used. A
single-dimensional motion of a unit mass system [29].

Second order SMC can only attenuate this problem.
Twisting and super-twisting algorithms are the standard
second order algorithms reported [25]. Today, the super-
twisting method is preferred over the traditional sliding
mode, since it eliminates the chattering phenomenon [24].

Super-twisting algorithm. To eliminate chattering
in VSS, a super-twisting control method was proposed. It
is a continuous controller which insures all the properties
of the first order SMC for the system with matched
bounded uncertainties/disturbances [30, 31].

For the dynamic system, the super-twisting control
consists of two parts, a discontinuous part and a
continuous part:

u=utuy,
with

1€0,0.5; (32)

u) = —a|S‘Tsign(S);
iy = —psign(S);

where a, £ checking for the following inequalities [24]:

d n—1
S(x,t)= (——i-/lj e
dt
0[2 S 4COKm(0(+CO) .

. ; (33)
Km (a_CO)

C
p>—"L,

K
where S is called the sliding surface; x = [x, x, x, ..., X1
is the state vector; x? = [xd, Xt xd] is the desired
state vector; e = x — x = [e, e, e, ..., €"'] is the error
vector; A is the positive coefficient; » is the system order;
Cy, K, are the positive constants.

m
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High-order SMC of active and reactive powers.
The switching surfaces of the stator powers are given by:

{ﬂ%%—@) Pe = Paref

34
S(Qg ): e(Qg ): Qg - Qg—ref‘ ( )
Then, we have:
$(P, )= By = Py_ry: 5
(Qg): Qg _Qg—ref'
From (29) we have:
p Ve R, ed _ep
g ALoo Lo ALgo ALgo ’ (36)
Q'_Vsd R L ¢4 e
g AL, Lo ALgo ALSU'
Now consider the following command:
Via =1 +an/S(0, ['sienls(o, b
Uy = ﬁlszgn(S(Qg )}
Veg =y +aalS(B, Fsign(s(p, )t 37)

Wy = ﬁ’leg”( ( g)l
€0, 0.5].

where the error S(P) and S(Q) are the sliding variables
and constant gains «;, a, i, f» verify the stability
conditions in (33).

Results and discussion. The control technique
suggested in this paper has been approved by the
MATLAB/Simulink software. The generator used in this
simulation is 4.5 kW. This generator is connected directly
to the grid through its primary stator and controlled
through its secondary stator. Rated parameters [5] are:
R,=3.781 Q; R, =2.441 Q; L,=0.41 H; L, = 0.316 H;
L,=03H;J=02 kg'mz; P, = 4. WT parameters are:
R (blade radius) = 4 m, gearbox ratio G = 7.5; turbine
inertia 1.5 kg-m?” air density p = 1.225 kg/m’; number of
blades — 3

Figure 5 indicates the speed of the wind, and Fig. 6 —
the generator speed. The mechanical speed generated by
the turbine is similar to the wind profile applied to the
turbine. The stator active power reference Py
corresponding at its maximum is obtained by the WT w1th
MPPT control. The reference value Pg.,.; determined by
(31), and the reference of the reactive power is maintained
at zero to guarantee unity power factor.

The active and reactive powers follow perfectly and
clearly their references with super-twisting algorithm
without overshoot or dynamic errors.

. wind spe_sd m/s

4 I I I I I L

Fig. 5. Wind speed

h. speed.
o0p 10€Ch- speed, rpm. i : :

700 [ \
650

600 [ =

550 I L L L L L L 22
0 1 2 3 4 5 3 7 8 9 1c

Fig. 6. Turbine mechanical speed

The simulation results illustrated in Fig. 7, 8 show the
effectiveness of the control used for the control of the active
and reactive powers, a good tracking is observed with a
remarkable speed and precision. This chattering
phenomenon is reduced with super-twisting controller [14].

510t activ? power, W

T T
x10*

«——Pg-ref

~

Active Power(w)

0

o 01 02 03 o04
05 Pg time(s) 4

Fig. 7. Active power control

reactive power, VAr
f T

ar)

g 8
8 8
Reactive power(V:
8 8
8 8
L

|

Fig. 8. Reactive power control

Figures 9, 10 present the winding currents in which we
observe that both the frequency and the amplitude of these
control currents (secondary currents /;) change during the
period of variation of active and reactive powers. Frequency
of the current of the supply winding (primary currents /,)
remains constant to be adapted to the supply frequency of the
grid, so when the reference of the active power is changed,
the amplitude of the current also is changed.

o Vo V3 40, A

R

41 445 42 425 43 435 44

3
8

3
8

-500 -

P I L I I L I L
[

Fig. 9. Phase power winding current and voltage
o Vil A

T T T T T T T

Va

/

Fig. 10. Phase control winding current and voltage
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Figure 11 demonstrates the voltage through the
capacitor (direct voltage) throughout the shifting of power.

It is clear that its pace follows well the reference (600 V).
Vi V

900 T

800 Vde

1 e

600 ff
i

500 B

400
300 -
200 =

100 -
I I I I I ts
0 1 2 3 4

Fig. 11. DC bus voltage

Figure 12 demonstrates that the grid side reactive power
fellow her reference clearly on zero a good tracking so the
unit power factor is ensured by the proposed controller.

510t grid reactive power, VAr
[ T

2L I I 1 |
0 1 2 3 4 5 6 7 8 9 10

Fig. 12. Grid side reactive power control

Robustness test. The internal parameters of the
BDFRG are dependent on variations caused by different
physical parameters like temperature increase, saturation
and skin effect, so our controller must provide good
results against parameters variations of the generator.

In this test we have changed the values of the
generator parameters (Fig. 13). Figure 14 demonstrates a
tracking response of the reference value of the stator’s
active and reactive powers.

RO ‘ ‘
55— +50%Rp -
5
45
.
35
3
25
2k 1

I Il I Il Il t’s\
0 1 2 3 4 5 5 7 f 0 10

Fig. 13. Parameter variations (primary stator resistance variation)
.q0¢ active power, W
- .

3000

25F 3000 2000 - 1
1000 - 1
z 40Dy 0 e e

-1000 -

5000

25 3 a5 54 56 58 & B2 64 66

1 T T

I I 1 I
o 1 H 3 4 5 L 7 8
10000

reactive power, VAr
7
500
o
8000
-500

12000 1 |
500
o
1000 1 i -S00|
28 3 32 34

a LS

6000 .
57 58 59 6 61 62

4000

2000

L L i)
3 4 5 6 7 8 9 10

Fig. 14. Stator active and reactive power response

Conclusions. This paper has presented a super-twisting
(second order sliding mode control) applied in wind energy
system (variable speed wind turbine) to achieve the
objectives of maximum power extraction and regulating the
stator reactive power to follow grid requirements.

We have presented the wind turbine modeling and its
maximum power point tracking control then we have
provided the brushless doubly-fed reluctance generator
modeling and its vector control. Super-twisting algorithm
and its application to the brushless doubly-fed reluctance
generator are described in order to ensure the effectiveness of
the control structure we tested these controllers in two
different ways reference tracking, and robustness.

Simulation results show the optimized performances
of the super-twisting sliding mode controller. We observe
high performances in terms of response time and
reference tracking without overshoots through the
response characteristics. The decoupling, the stability, and
the convergence towards the equilibrium are assured.
Furthermore, this regulation presents a high dynamic
response, and it is more robust against parameter variation
of the brushless doubly-fed reluctance generator.
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Extended mixed integer quadratic programming for simultaneous distributed generation
location and network reconfiguration

Introduction. To minimise power loss, maintain the voltage within the acceptable range, and improve power quality in power distribution
networks, reconfiguration and optimal distributed generation placement are presented. Power flow analysis and advanced optimization
techniques that can handle significant combinatorial problems must be used in distribution network reconfiguration investigations. The
optimization approach to be used depends on the size of the distribution network. Our methodology simultaneously addresses two nonlinear
discrete optimization problems to construct an intelligent algorithm to identify the best solution. The proposed work is novel in that it the
Extended Mixed-Integer Quadratic Programming (EMIQP) technique, a deterministic approach for determining the topology that will
effectively minimize power losses in the distribution system by strategically sizing and positioning Distributed Generation (DG) while taking
network reconfiguration into account. Using an efficient Quadratic Mixed Integer Programming (QMIP) solver (IBM ®), the resulting
optimization problem has a quadratic form. To ascertain the range and impact of various variables, our methodology outperforms cutting-
edge algorithms described in the literature in terms of the obtained power loss reduction, according to extensive numerical validation
carried out on typical IEEE 33- and 69-bus systems at three different load factors. Practical value. Examining the effectiveness of
concurrent reconfiguration and DG allocation versus sole reconfiguration is done using test cases. According to the findings, network
reconfiguration along with the installation of a distributed generator in the proper location, at the proper size, with the proper loss level, and
with a higher profile, is effective. References 24, table 4, figures 14.

Key words: active distribution networks, distribution system reconfiguration, distributed generation, mixed-integer quadratic
programming, power loss.

Bemyn. [[ns minivizayii empam nomysicHocmi, RIOMpumKu Hanpyeu 8 00nyCmumomy Olanazoni ma NOKpawjeHHs1 AKOCHi eleKmpoenepeii' y
PO3NOOIILUUX  Mepedicax npeocmasiena pekougieypayis ma onmumanvhe posmiwenusi po3noodinenoi eemepayii. Ilpu Odocniodcenmsx
pexonghizypayii’ po3nooinbHoi Mepedici HeoOXIOHO GUKOPUCIOBY8AMU AHANL3 NOMOK) NOMYHCHOCIE MA NEPe00si Memoou ONMuUMI3ayii, sKi
MOJiCymb  eupiwysamu cepuosHi Komoinamopui npoonemu. ITioxio 0o onmumizayii, wo 6UKOPUCTOBYEMbCS, 3ANENHCUNb GI0 POIMIDY
po3nodinvHoi mepeosici. Hawa memoodonozia oonouacno eupiuiye 06i 3a0adi Heninitinoi OuckpemHoi onmumizayii, wobu nodyodysamu
iHmenekmyanbHull aneopumm OJisl GU3HAYEHHSA HAUKpaujoeo piwents. 1Ipononosana poboma € HO80I0, OCKINbKU 60HA BUKOPUCTNOBYE MENOO0
PO3UIUPEHO20 3MILUAHO-YLIOYUCETbHO20 K8adpamuuHo2o npoepamyseanus (EMIQOP), demepminosaruti nioxio 0o eusHaAueHHsA MOonoaoaii, wo
epexmusHo MIHIMIZYE 6mMpamu NOMYHCHOCHIE 8 cucmeMi po3nooiy 3a PaxyHOK CIMpameciuHo20 GU3HAYEHHS PO3MIPI6 ma NO3UYIOHY8AHHS
posnodinenoi eenepayii (DG) 3 ypaxyeannsm pexougicypayii mepednci. Ilpu suxopucmanni epexmusnoco congepa Quadratic Mixed Integer
Programming (OMIP) (IBM®) pesynemyioua 3adaua onmumizayii mac keadpamuuny gopmy. L1Jo6 3'acysamu dianazon ma eniue pizHux
SMIHHUX, HAWA MemOoOONO2is nepesepulye nepeoosi aneopummy, Onucani @ Iimepamypi, 3 MOYKuU 30py 00EPHCAHO20 SHUICEHHS GMPAM
NOMYICHOCI, 32I0HO 3 BEIUKOIO HUCTIO80I0 NEPEBIPKOI, NPO8edeHoI0 Ha munosux cucmemax 3 wunavu [EEE 33 i 69 npu mpwox pisnux
koeghiyiecnmax nasanmaoicennsi. Ilpakxmuuna yinnicms. Busuenns epexmusnocmi oonouachoi pexouizypayii ma posnooiny DG y
NOPIGHAHHI 3 EOUHOIO PEKOHQIZypayielo npoeoouUmsbCs 3 GUKOPUCMAHHAM MeCmosux npuxkiadis. Bionosiono oo pesyrvmamis,
peKonghicypayia mepedici pazom i3 YCmaHo8Ko0 PO3NOOLIEHO20 2eHepamopa 8 NOMPIOHOMY MICYi, HAEHCHO20 POIMIDY, 3 HALEHCHUM DiGHeM
empam i 3 Oinviu sucoxum npoginem € eghekmugroro. biom. 24, tadn. 4, puc. 14.

Kniouoei cnosa: akTHBHI po3nofinbyi mepe:ki, pexoHdirypanis cucreMu po3noaily, po3nojilieHa reHepauis, 3MillIaHO-
Hijo4yucelbHe KBaJpaTHYHe NPOrPaMyBaHHs, BTPATH NMOTYKHOCTI.

Introduction. The last power system supply stage is
the electrical distribution network, where the electricity is
distributed to individual customers. At the distribution level,
the energy could be lost in the form of heat caused by current
flow (PR). The total power losses of a network could be
pretty high for large-scale distribution networks. According
to [1] power losses on transmission and sub-transmission
lines accounted for 30 % of total power losses, whereas
losses in a distribution network may account for 70 % of
total power losses. The loss of power directly affects the
operating cost of an electrical network. Technically, power
losses could also cause a system's voltage profile to change,
especially in systems that are heavily loaded.

The power losses in the distribution network can be
minimised either by reconfiguring the network or by
using (placement and size) multiple distributed generators
(DGs). Although these techniques have the capability of
loss reduction, their simultaneous combination and
implementation will improve the system performance
tremendously. Network reconfiguration changes the
switches states, which can be normally open (tie switches)
or closed (sectionalizing switches). The tie switches are
used for the reconfiguration, while the sectionalizing
switches isolate the faulted part. These switches help to

isolate failed subnets, thus preventing discontinuity and
supplying the whole network. The topological structure of
the network is changed by closing open switches and vice
versa, reducing power losses and improving the overall
voltage profile. This will transfer the load to less loaded
feeders, which will decrease the overall power loss.
Further reductions in power losses can be achieved
through the insertion of distributed generation (DG).

DGs are classified into renewable energy resources
(RES) and non-RES DGs [2]. On the one hand, some of
the RES DGs can only inject active power, such as
photovoltaic cells and fuel cells (type P) or inject active
and reactive power. Others can inject active power and
consume reactive power, such as wind turbines (PQ-type).
On the other hand, some non-RES DGs can inject both
active and reactive power, such as combined combustion
technology (PQ+-type), the internal combustion engine,
and combined cycle DGs. Non-RES systems are
characterized by the minimization of active and reactive
losses, while their main disadvantage is that they have a
weak effect on reducing the total cost of production and
lead to an increase in global warming [3].

If DG is added to distribution networks in a place that
isn't ideal, it will cause more power loss and voltage changes.
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Therefore, a strategy for selecting the optimal
placement and sizing of the DG must be developed to
ensure an optimal configuration. If the distributed
generators are correctly installed at optimal locations and
if the units are correctly coordinated, they will improve
the voltage profile and reduce power losses. The impacts
of the reconfiguration and DG allocation techniques are
summarized in Table 1 [4].

Table 1
Impacts of reconfiguration, DG allocation techniques
. Network DG
Impacts on techniques . .
reconfiguration allocation
e Voltage support X X
e Loss minimization X X
e Cost saving X
o Reliability X
e Load balancing X
THD reduction
e Demand side management X X
o Affects protection system X X
coordination
e Green energy X

Several studies use DG placements and network
reconfiguration separately to minimise active power losses
and improve the voltage profile in distribution networks [5-7].
However, very few offer network reconfiguration to be used
in parallel with the location and sizing of DGs for a further
reduction in power losses. [8-10].

As more research is done, meta-heuristic, heuristic,
hybrid, and analytical techniques for solving functions
with one or more objectives are created subject of
investigations [11-14].

In [15] proposes a meta-heuristic harmony search
algorithm to reconfigure and identify the optimal locations
for installing DG units. In [12] presents a new integration
technique for optimal network reconfiguration and DG
placement. They use the fireworks algorithm, which is a
swarm intelligence-based optimization algorithm that is
based on how fireworks work to find the best place for the
sparks. It is used to reconfigure and assign the best DG units
in a distribution network at the same time.

A feeder reconfiguration problem in the presence of
distributed generators to minimise the system power loss
while satisfying operating constraints using the Hyper
Cube-Ant Colony Optimization algorithm has been
suggested in [16]. Because the implementation of the Ant
Colony Optimization algorithm in the Hyper-Cube
framework has the advantage of scaling the value of the
objective function, allowing the rapid discovery of
reasonable solutions and rapid optimal convergence.

In [17] used the modified plant growth simulation
algorithm to minimize the actual power loss. This
algorithm does not require barrier factors or crossing
rates, as the objectives and constraints are treated
separately. From [17], the main advantages of this
algorithm are the continuous guided search and the shift
target function, as the power of the distributed generation
is constantly varying, which can be applied for real-time
applications with the necessary modifications. These
authors have come up with a way to find the best place to
put multiple DGs and the right size for each one to reduce
losses and improve voltage profiles.

In [18], a combination of the evolutionary algorithm
Strength Pareto Evolutionary Algorithm 2 and the theories of

spanning trees are also proposed to optimise several
objective functions, providing optimal Pareto solutions,
where the network manager can select an option. The results
prove that reconfiguring the network with simultaneous
placement and sizing of several solar DGs is more beneficial
in improving the quality of energy than with a single solar
DG. A new technique has been proposed in [19]. A Selective
Optimization of Particle Swarms algorithm is used to obtain
a reconfigured distribution network and an analytical
technique to solve the DG and capacitor placement problem.
They proposed a new constant, the power voltage sensitivity
constant, for determining the location and size of the
candidate bus and a new index, which incorporates the
penetration index of the DG and the percentage reduction in
actual power losses.

In this work, the Extended Mixed-Integer Quadratic
Programming (EMIQP) method minimizes the power
losses in a distribution network, including several DG’s.
EMIQP is applied to simultaneously determine network
reconfiguration, DG allocation, and sizing, which can
reduce power loss and improve the test profile of the
distribution network.

The paper makes a contribution by extending the
Taylor formulation [20] to the simultaneously DGs
allocation, sizing, and reconfiguration problem.

Three test cases were considered to verify the proposed
method, consisting of a distribution network with and
without DGs. The results prove the proposed method’s
ability to produce minimal losses by finding an optimal
system topology, DG locations, and adequate sizes.

Problem formulation. Power flow equations. The
study of power flow is an essential step in any serious
analysis of an electrical network. Indeed, it allows us to
calculate the magnitudes of a balanced steady-state network,
namely the modules and phases of the voltages at any
network point. From these, one can calculate the currents in
the lines; the transited active and reactive powers, and the
power losses caused during the transport of electrical energy.
This analysis is very important for the study, planning, and
operation of an electrical network.

The quadratic terms in the DistFlow branch
equations represent the losses on the branches; hence,
they are much smaller than the branch power terms. The
power flow in a radial distribution network can be
expressed by a set of recursive equations called
distribution flow branch equations (Fig 1) created by [15]

p2 4
L
Zplk Pji—T 'i—/l Pis M
k: tkeE vj
p +q L
zqzk 4ji = i'u bi s 2)
k: 1keE vj
. 2 2\Pji T4
Vi :vj—2<"l'jpji+xijqji) (rJ +XJ)T’ @)
J

where p; and g;; are the active and reactlve powers of bus
i to bus j; v, is the voltage magnitude; p;*, ¢/" are the real
and reactive loads at bus i. Note that p; and g; do not
equal p; and ¢;. Since v; does not appear in our
formulation, we consider v/ is considered as a variable
itself. Let V represent all the buses and E the set of lines,
and ry, x;, represent the resistance and the reactance of the
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line, respectively. Single-index constraints represent all (7)
in V, and double-index constraints represent all (, j) in E.
dg

pdg +iq
;|4_] 5

1[] + xij I_l

py+iaq;
Fig. 1. Simple distribution line

i pij +j‘1ij
|,

Extended Mixed-Integer Quadratic Programming
(EMIQP). The quadratic terms in the equations (1)—(3)
represent the line losses which are smaller compared to
line power p;; and g;;. Therefore, by removing the second
order terms, power flow equations can be simplified [20,
21]. Let E° be the subset of E with switches, ¥ be the
subset of /" which are substations, p,-F and q,-F L€ VF, be
the real and reactive powers from the substations, and M
be the sufficiently large disjunctive parameter and o, A
are the aggregate coefficient. Note that the set /¥ may
contain multiple substations, each of which will be
connected to exactly one tree with no other substations
attached to it. An EMIQP is obtained for loss
minimization by coupling the quadratic objective:

N, bus

. 2 2 d; d;
s Zrij(pij +qz'j)+a > (Pkg +qu)"+
PP g2 i ) k=1
(4)
Nlms
+A D Iy
k=1
And the set of linear constraints:

L . F

zpji_pij:pia lEV/V ; (5)
i j)eE

L F

qu'i—qij:qi» leV/V ; (6)
i j)eE
F . _yF
Y pi=pi. i€V’ (7
jiinj)eE
F . _,F
Zqij:qi, ieV. ®)
Jili,j)eE

The radiality constraint has represented by two
variables z; and z; which are assigned to each line
indicating which direction, if any, the flow can travel.
Each switched line is associated with a single binary
variable y;, which will be equal to zero if the switch is
open and equal to one if closed

zj20; (11)

zp =0, feVl; (12)

Szi=1 iev/vt; (15)
Jilij)eE

vielod) (.j)eES. (16)

Three decision variables are added, p/%, ¢/ which are
the continuous variables designates the size of the DG’s, and

h; is the discrete variable (binary) which designates whether
the " DG is installed or not. It is assumed that the bus where
the DG is installed is considered a feeder. Therefore, we
have two new constraints (17) and (18), which replace
constraints (5) and (6) to simultaneously determine network
reconfiguration with siting and sizing of distributed
generation (DG)

d, . DG
D pi—pji=h-pic, ieV?Y, a7
Hisjer e
d, . DG
D4~ =hiqi%, ieV?Y; (18)
Hisjer e
L
> hi=Npg, iev?Pe. (19)
i=1
Size of DG units should be within specific limits:
dg dg dg .
pi,minspi Spi,max’ . DG
J J J ieV=", (20)
g g g .
49; min <q;° < 4;, max>
dg dg dg dg
where Pimax > 9i, max and Piminc 9 min € the

maximum and minimum power supplied by DG, respectively.

The convex optimization problem defined by (4)— (18) is
an EMIQP as the objective function (4) is convex quadratic,
and the constraint functions are affine [22, 23], but the
constraints (17) and (18) are nonlinear; we can replace them
by another’s linear constraints (21) and (22) using the big M
method:

d . DG
D PP <P, i€Vt

Jij)eE 1)
P <M -hy;
Zqij—qﬂﬁqidga ievPo;
Jii.j)eE (22)
q;ig <M -h;

When #; is equal to one, (21) and (22) are disabled,
otherwise p;¢ and ¢, are set to zero
. nBus
nDG™" < 3" <nDG™™
k=1
where nDG™", nDG™™ are respectively the minimum and
the maximum allowed number of DGs. On the grounds
that the number DG should be within a specific rang,
therefore (23) is added.

In this study, in addition to active power, we are also
limiting reactive power because the non-RES DG’s (PQ+-type)
can inject both active and reactive power. In addition, the
radial nature of the distribution network must be maintained,
and all loads must be supplied. If one of the above
constraints is not respected, the resulting solution will be
rejected. Three different scenarios at three different load
factors: £ = 0.5 (light), # =1.0 (nominal), and § = 1.5 (heavy),
are considered to simulate and analyse the performance of
the proposed method. These are:

Scenario 1: this base scenario is a power flow solution to
the problem.

Scenario 2: this scenario only considers the reconfiguration
of the active distribution networks.

Scenario 3: this scenario looks at the reconfiguration of
the system as well as the placement and size of three DGs.

(23)

Electrical Engineering & Electromechanics, 2023, no. 2

95



Computer simulation and performance analysis
studies. The performance analysis of the proposed method
was carried out using the two IEEE standard radial
distribution system models (IEEE 33-bus and 69-bus) [6],
and tolerable results were obtained. The network models
of 33 and 69-bus distribution systems, including network
reconfiguration, DG allocation, and DG sizing, are
implemented in MATLAB. For all these radial systems,
the substation voltage was examined as one p.u. The
EMIQP models were solved via CPLEX (the CPLEX
Optimizer was named for the simplex method
implemented in the C programming language) [20, 21].
The numerical computations are carried out on an Intel
Core 17-6500U CPU at 2.5 GHz with 8 GB of RAM.
Although most of the previous studies focused only on
active power injection into the network, the effect of
active and reactive power injection of DG units is also
considered. The obtained results are verified using other
metaheuristics methods.

Case study 1: Using the IEEE 33-Bus Test System.
The IEEE 33-Bus System consists of 37 switches, 32
sectionalism switches; and five tie switches. Switch
numbers 33, 34, 35, 36, and 37 are normally open for the
original network, while the other switches are typically
closed, as shown in Fig. 2. The total real load demand is
3715 kW, while the system voltage is 12.66 kV.

u/ :
bt e
L li_ n —

¥ M n n

— Bus
—— Sectionlize switch
——. Tie switch

Fig. 2. IEEE 33-bus distribution network before reconfiguration
and DG allocation process

The base value of the apparent power is 100 MVA.
When the network was first set up, it lost 202.69 kW of
power, and the lowest bus voltage was 0.9131 p.u.

The substation (bus 1) voltage is considered as one
p-u. All the tie and sectionalising switches are candidate
switches for reconfiguration and DG locations. The
results obtained from the computer simulation studies are
summarised in Table 2. This summary includes the
proposed method’s performance for three different
scenarios, and the results are validated using the
metaheuristic algorithms PSO, GWO, and hybrid PSO-
GWO [24]. The initial values from the power flow
analysis of the 33-bus network are used in Scenario 1.

Table 2
Comparison of simulation results of a 33-bus system
Scenarios Proposed method (EMIQP) GWO-PSO [24] GWO [24] PSO [24]
Switches opened 33,34,35,36,37 33,34,35,36,37 33, 34, 35, 36, 37 33, 34, 35, 36, 37
Scenario 1 [P loss (kW) 202.69 202.67 202.67 202.67
0 loss (kVAT) 135.18 135.14 135.14 135.14
Switches opened 7,9,14,32,37 7,9,14,32,37 7,9, 14,32,37 7,9, 14,32,37
P loss (kW) 139.55 139.55 139.55 139.55
Scenario 2 Q loss (kVAr) 102.32 102.31 102.3 102.3
Reduction % P loss 31.15% 31.14 % 31.14 % 31.14 %
Reduction % QO loss 24.30 % 24.29 % 24.29 % 24.29 %
Vnin (P-U.) 0.93782 0.93782 - -
Switches opened 06,13,17,21,22 05,11,13,15,23 05, 11, 13, 15, 26 07, 16, 21, 25, 34
1.075+j0.510 (09) 1.0975+3j0.5593 (08) | 1.0818 +j 0.5138 (8) | 0.7826 +j 0.3752 (12)
DG size in MVA (bus) 0.930 +j 0.450 (24) 1.1523 +j 0.8047 (25) | 1.1327 +j 0.8311 (25) | 0.9533 +j 0.4627 (24)
1.010 +j 0.990 (30) 0.7491 +j 0.5620 (32) | 0.7528 + 0.5720 (32) | 1.1959 +j 1.0738 (30)
] P loss (kW) 10.102 8.916 8.954 10.846
Scenario 3 (57555 (kVAD) 8.2211 7.4668 7.53 8.79
Reduction % P loss 95.01 % 95.60 % 95.58 % 94.64 %
Reduction % QO loss 93.92 % 94.47 % 94.42 % 93.49 %
Vinin (p-1.) 0.9932 0.97344 - -
CPU time (s) 7,040.3 12,184.33 26,054.34 23,909.09

From Table 2, it is first observed that the base case
power loss of 202.69 kW was reduced to 139.55 kW and
10.102 kW in scenarios 2 and 3, respectively. The
percentage reduction in power loss is 31.15 % and 95.01 %
in Scenarios 2 and 3, respectively.

Table 2 also shows that the minimum voltage
magnitude of the system is improved impressively from
0.9131p.u. up to 0.93782 p.u. and 0.9932 p.u. for
scenarios 2 and 3, respectively. It can be seen that the
least amount of power is lost in scenario three, where the
size and location of the DGs are optimized and the
network configuration is optimized.

In this scenario, the real power loss reduction has its
lowest value. Figure 3 shows the voltage profile of the 33-bus
network. The most flattering voltage profile is achieved in

scenario 3, where the minimum voltage magnitude of the
network is 0.9131 p.u. and is improved to 0.9378 and 0.9932
for scenarios 2 and 3, respectively. Figure 4 shows the voltage
profiles of the network under different case conditions.

These are cases 1 with one DG unit, case 2 with two
DG units, and case 3 with three DG units. From this figure,
we see that the tension profile of the system is improved for
several DGs equal to 3. It can be seen that the integration of
several DGs in different places results in a better reduction of
the voltage deviation in the distribution network.

Figure 5 indicates active power losses under operating
conditions such as Scenario 1, Scenario 2 and 3.

It can be seen that the reduction of the power loss is the
highest for scenario three, including PQ-+-type DG units.
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Fig. 5. Power loss of a 33-bus system for 3 different scenarios

From Fig. 6, base case reactive loss is 135.18 kVAr,
reduced to 102.32 and 82211 for scenarios 2 and 3,
respectively, using the proposed technique.
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Fig. 6. Reactive loss of a 33-bus system for 3 different scenarios

It has been seen that injecting both active and
reactive power at the same time as reconfiguring the
system reduces reactive power losses. The proposed
technique also improves both the optimal solution and the
speed of convergence the most.

Case study 2. Using the IEEE 69-Bus Test System.
The 69-bus distribution system includes 69 nodes and 73
branches. There are five tie switches, as shown in Fig. 7.
The system load is (3.8 + j2.69) MVA, and the initial
active power loss before reconfiguration is 225.04 kW
and 102.18 kVAr. The normally open switches are 69, 70,
71, 72, and 73. The system’s base capacity is 100 MVA,
and the base voltage is 12.66 kV.
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Fig. 7. IEEE 69-bus distribution network before reconfiguration
and DG allocation process

Similar to Case Study 1, this case is also simulated for
three scenarios, and the results are presented in Table 3. The
same observations as in the 33-bus network can be seen
regarding the integration of several DGs in multiple locations
(Fig. 8), resulting in a better reduction in the power loss and the
voltage deviation in the distribution network. From Table 3,the
base case power loss is 225.04 kW, reduced to 84.803 and
3.6608 using scenarios 2 and 3, with a percentage reduction of
62.32 % and 98.37 %, respectively, by the integration of DG
with PQ+-type and system reconfiguration simultaneously.
The minimum voltage magnitude of the network is 0.9131
(p-u.), which is improved to 0.94948 and 0.99588 for scenarios
2 and 3, respectively, using the proposed algorithm. As with
the 33-bus test system, the voltage profile of the 69-bus test
system for Scenario 3 is seen to be the best (Fig. 9).
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Fig. 8. Bus voltage profiles of the 69-bus network for different
network conditions

From Fig. 10, base case active loss is 225.04 kW,
which is reduced to 84.803 and 3.6608 using scenarios 2
and 3, respectively, and also, from Fig. 11, base case
reactive loss is 102.18 kVAr, which is reduced to 82.623
and 2.1806 using scenarios 2 and 3, respectively.
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Comparison of simulation results of a 69-bus system

Table 3

Scenarios Proposed method (EMIQP) GWO-PSO [24] GWO [24] PSO [24]
Switches opened 69,70,71,72,73 69,70,71,72,73 69,70, 71, 72, 73 69,70, 71, 72, 73
Scenario 1 |P loss (kW) 225.04 224.93 224.9295 224.9295
0 loss (kVAr) 102.18 102.15 102.14 102.14
Switches opened 14, 44, 50, 69, 70 14,57, 61, 69, 70 14,57, 61, 69, 70 14,57, 61, 69, 70
P loss (kW) 84.803 98.569 98.5687 98.5687
Scenario 2 0 loss (kVAr) 82.623 92.024 92.02 92.02
Reduction % P loss 62.32 % 56.17 % 56.17 % 56.17 %
Reduction % O loss 19.14 % 9.90 % 9.91 % 991 %
Venin (p-01) 0.94948 0.94947 - -
Switches opened 07, 13, 18, 24, 35 14, 16, 41, 55, 64 8, 13, 20, 24, 55 12, 21, 40, 53, 70
1.004 + 0.697 (11) 0.4319+0.2913 (21) | 0.0887 +0.5722 (2) | 1.7298 +] 1.2346 (61)
DG size in MVA (bus) 0.848 +j 0.605 (39) 0.5897 +j 0.4161 (11) | 0.8475+j 0.5899 (11) | 0.7649 +j 0.5493 (50)
1.714 +3 1.224 (50) 1.6770 + 1.1979 (61) | 1.7651 +j 1.2605 (61) | 0.7791 +j 0.5339 (43)
Scenario 3 |P loss (kW) 3.6608 3.7132 5.4798 4.40472
0 loss (kVAT) 2.1806 5.6053 6.54 2.79
Reduction % P loss 98.37 % 98.34 % 97.56 % 98.04 %
Reduction % Q loss 97.87 % 94.51 % 93.59 % 97.26 %
Vinin (p.u.) 0.99588 0.99486 - -
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Table 3 and Fig. 9 show that the proposed algorithm
performs nearly identically to the metaheuristic algorithms
PSO, GWO, and hybrid PSO-GWO [24] in terms of solution
quality in all scenarios; additionally, the proposed technique
offers the best improvement in convergence speed.

Sensitivity analysis. A sensitivity analysis is carried
out to determine the range and impact of different variables,
and to verify the proposed method’s ability to find the
optimal solution under different load conditions. Each
scenario takes into account three different load factors: light
(8 =0,5), nominal (5= 1), and heavy (5 = 1,5). Although the
heavy load (overload) occurs in emergency conditions.

Table 4 shows that at load factor § = 1.0 (nominal load
level), the active power losses in the network with scenario 1
(base case) is 202.69, which is reduced to 139.55 and 10.10
using scenarios 2, and 3, respectively. The percentage
reduction in active power losses for scenarios 2 and 3 is
31.15 and 95.02, respectively. Similarly, under load factors
£ =0.5 (light) and = 1.5 (heavy), the percent reduction in
active power losses for Scenarios 2 and 3 is 29.32 and 95.37,
33.88 and 95.48, respectively.

It can also be seen from Table 4 that, at all load factors,
the magnitude of the minimum voltage of the system is
impressively improved in all three scenarios. Under the light,
nominal, and high load conditions, the magnitude of the
minimum voltage (in p.u.) is improved from 0.9131, 0.9583,
and 0.8528 to 0.9968, 0.9932, and 0.9891 in scenarios 1, 2,
and 3, respectively (Fig. 12 — Fig. 14).

It is observed that at three load factors, the values of
the active and reactive power losses and the minimum
voltage are the highest using scenario 3, which proves the
superiority of the proposed technique. The improvement
in the percentage reduction of active and reactive power
losses and the magnitude of the minimum voltage is
greater in scenario 3. This shows that changing the
network and where the DGs are located at the same time
(scenario 3) is better for the quality of the solutions than
the other scenarios that were looked at.

98

Electrical Engineering & Electromechanics, 2023, no. 2



Performance analysis of proposed method on 33-bus system at different load factors

Scenario o Load level
em Light (6=0.5) | Nominal (3=1.0) | Heavy (4=1.5)
Base case (scenario I) Switches opened | 33-34-35-36-37 33-34-35-36-37 33-34-35-36-37
PrLoss (kW) 47.072 202.69 575.4
Or.Loss (KVAr) 31.358 135.18 384.37
Vimin i p.u. 0.95826 0.91308 0.85281
(Bus no) 18 18 18
Switches opened 7-9-14-32-37 7-9-14-32-37 7-9-14-32-37
Pross (kW) 33.269 139.55 380.45
Only reconfiguration Or.Loss (KVAr) 24.388 102.32 279.02
(scenario IT) Vinin in p.U. 0.96978 0.93782 0.89667
(Bus no) 32 32 32
% Pross Teduction 29.32 31.15 33.88
Switches opened 5-13-15-20-23 6-13-17-21-22 6-13-17-21-22

DG size in MW

0.582 +j 0.277 (8)

1.075 + 0.510 (09)

1.720 +j 0.816 (9)

0.540 +j 0.257 (25)

0.930 4+ 0.450 (24)

1.488 +j 0.720 (24)

Table 4

(candidate bus)
Simultaneous 0.415 +j 0.445 (31)| 1.010 +j 0.990 (30) | 1.616 +j 1.584 (30)
reconfiguration and DG \p, | (1w 2.1795 10.102 26.0004
installation (scenario I1I)
Or.Loss (KVATr) 1.8406 8.2211 21.166
Vi in p.u. 0.99684 0.9932 0.98907
(Bus no) 13 17 17
% Pross reduction 95.37 95.02 95.48
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heavy load conditions

Conclusions. In this work, an extension of mixed
integer quadratic programming (EMIQP) has been
successfully applied to the 33 and 69-bus radial systems at
different load factors to minimize the power loss, improve the
system voltage profile and improve power quality in the
active distribution network. Three different scenarios were
considered, namely base case, reconfiguration, and
simultaneous reconfiguration, with DG’s units’ location and
sizing at three different load factors: f = 0.5 (light), # = 1.0
(nominal), and f = 1.5 (heavy) to analyze the performance of
the proposed algorithm. In addition, the proposed method is
verified using the metaheuristic algorithms PSO and GWO
individually and in a hybrid PSO-GWO. The results indicate
that scenario 3 (network reconfiguration with simultaneous
DG installation) is more effective in minimising the loss of
power and improving the voltage profile compared to the
other scenarios considered. Thus, we observe that the
proposed algorithm leads to precise results like the other
metaheuristic algorithms PSO, GWO, and hybrid PSO-GWO
in terms of power losses and voltage profile improvement.
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The proposed algorithm outperforms the other
metaheuristic algorithms in terms of convergence speed. In
addition, this study provides the network manager with a
robust tool for technically optimising the distribution
network. Future work will be devoted to solving the current
optimisation problem for the number of different renewable
DG technologies. The goal is to solve this complicated
problem by taking into account both the intermittent nature
of the power made by renewable DGs and the load.
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