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EnekmpuyHi mawuHu ma anapamu
UDC 621.313 https://doi.org/10.20998/2074-272X.2022.6.01

H. Miloudi, M. Miloudi, A. Gourbi, M.H. Bermaki, A. Bendaoud, A. Zeghoudi

A high-frequency modeling of AC motor in a frequency range from 40 Hz to 110 MHz

Introduction. Most electromagnetic compatibility models developed for the study of three-phase induction machines are generally valid for
low and medium frequencies (<< 1 MHz). This frequency limit seems to be too restrictive for the overall study of conducted electromagnetic
interference. In this paper, the model is using the proposed model and compared with experimental results in low and medium frequency.
And then, the high-frequency modeling of induction motor is presented new method based on transfer function model. The proposed
methodology is verified on an experimental and simulation, it’s suitable for prediction of the terminal overvoltage analysis and
electromagnetic interference problems and common-mode and differential-mode currents. The novelty of the work consists to develop an
improved high-frequency motor model based on transfer function to represent the motor high-frequency behavior for frequency-domain
analyses in the frequency range from 40 Hz up to 110 MHz .The purpose of this work is to study the common-mode impedance and the
differential-mode impedance of AC motor. The determination of these impedances is done for firstly both common and differential modes at
low and medium frequency, and then common-mode and differential-mode characteristics at high frequency. Methods. For the study of the
path of common-mode and differential-mode currents in typical AC motor (0.25 kW, 50 Hz) an identification method in high frequency for
induction motor has been proposed based on the transfer function in differential-mode and common-mode configuration. The low and
medium frequency model were presented in the first time based on equivalent circuit of electrical motor. Then, the common-mode and
differential-mode impedances were defined in high frequency using asymptotic approach. This motor was studied by MATLAB Sofiware for
simulation and also experimental measurements. Results. All the simulations were performed using the mathematical model and the results
obtained are validated by experimental measurements performed in the University of the Federal Armed Forces Hamburg in Germany. The
obtained results of common-mode and differential-mode at low frequency, medium and high frequency are compared between simulation
and experiment. References 34, table 2, figures 14.

Key words: AC motor, differential-mode, common-mode, electromagnetic interference, high frequency.

Bcmyn. Binvwicms modeneli enekmpomacHimuoi cyMiCHOCI, po3poOnieHux Ost OOCTONCEHHST MPUGPAZHUX ACUHXPOHHUX MAUIUH, 3A2aI0M
3ACMOCOBHI OISl HU3LKUX ma cepeduix uacmom (<<I MIy). L[]n wacmomna medxca 30ac€mucsi HAOMO CY8OPOK) OMs 3A2ATbHO2O GUBHEHHS
KOHOYKMUBHUX ~ eeKMPOMASHIMHUX nepewikod. Y yill cmammi 3anponoHosanda Mooenb BUKOPUCOBYEMbCs | NOPIGHIOEMbCA 3
eKCHepUMEHMATILHUMU Pe3VIIbIMamami. 34 Hu3bkoi ma cepeonvoi uacmomu. Tlomiv npedcmagnenuti HOBULL MeNOO GUCOKOUACHIOMHO20
MOOEO8AHHsL ACUHXPOHHO20 O08USYHa, Wo 6asyemvcs Ha Mmoodeli nepedasanvHol GyHkyil. 3anpononosana memooonocis nepesipena
EKCNepUMEHMANbHO MA 3d OONOMO2010 MOOENIOBAHHS, 60HA NPUOAMHA O/l NPOSHO3YBAHHS AHANIZY NepeHanpye Ha Kiemax ma npoonem
eNeKMPOMASHIMHUX NEPeuKo0, a makodic cungasnux ma ougepenyianonux cmpymis. Hoeusna sanpononosanoi’ pobomu nonsieae y pospooyi
B800CKOHAIEHOT MO0 BUCOKOUACTNOMHO20 08UZYHA HA OCHOBI NepedasanbHoi QyHKYil Oia npedcmagieHHs UCOKOUACHOMHOI NO8ediHKU
osucyHa 0 ananizy yacmommoi obracmi 6 dianasoni yacmom 6i0 40 I'y 0o 110 MI'y. Mema po6omu nonsieac y 6uguenHi cunghazHo2o
iMnedancy ma OughepenyianpHo2o IMNeOancy 08ueyHa 3MIHHO20 Cmpymy. Bushauenms yux iMneOaHCie SUKOHYEMbCS CHOYamKy OJis
CUHMA3HUX Ma JUpepeHYianbHUX MOO HA HU3KIL Ma cepeOHitl Yacmomi, a nNomim 01 CUHGQAZHUX MA OUPDEPEHYIATLHUX XAPAKMEPUCINUK HA
sucoxiil yacmomi. Memoou. /{1 0ocrioxiceHHs wiiaxy curgasHux ma oughepeHyianbHux cmpymie y munosomy 08UyHi 3MiHHO20 CIpyMy
(0,25 kBm, 50 I'y) 6yno 3anpononosano memoo idenmuikayii Ha 6UCOKil yacmomi Ol ACUHXPOHHO2O OBUZYHA, 3ACHOBAHUL HA
nepedasaivHiil  (QyHKyii y Koughieypayisx ougepenyianbHoeo ma CuH@AzHo20 pedcumis. Bnepuie npedcmaenena Huzbko- ma
CepedHbOYaCMomHa MoOellb Ha OCHOBI cxemu 3amiuyerns enekmpoosucyua. Tlomim cungasnuii ma ougepenyianshuil iMneoancu 8UHA4eHi
Ha BUCOKIT 4acmomi 3 BUKOPUCIAHHAM ACUMIIMOMUYHO20 nioxooy. Lleii osucyn 6ye susyenuii npoepamuum 3abesnevenusim MATLAB ona
MOO€TIOBAHHA MA eKCnepuUMeHmanbHux sumipiosans. Pezynemamu. Bce modenioganis GUKOHAHO 3 BUKOPUCIANHAM MAMEMAMUYHOT MOOeli,
a ompumani pesynbmamu NiOMeepONCceHi eKCREPUMEHMATILHUMU SUMIPAMU, NPOGedeHuMy 6 YHigepcumemi ¢e0epanbHux 30potiHUX Cun y
Tambypsi, Himeuuuna. Ompumani pesynomamu cun@aznoco ma ougepenyianshoco pejcumy Ha HU3bKill Yacmomi, cepeoHiti ma UCOKitl
uacmomi NOPIBHIOIOMbCA MIdHC MOOeT08aHHAM ma ekcnepumermom. biomn. 34, Tadm. 2, puc. 14.

Knuiouoei cnosa: IBUTYH 3MiHHOTO CTPyMY, Tu(epeHIianbHMI pexkuM, cuH(a3HHIl peskuM, eJ1eKTPOMArHiTHI 3aBa/ii, BHCOKA YacTOTA.

Introduction. The evaluation impedance characteristic c
of the induction machine in high-frequency can help study
and analyze the electromagnetic interference (EMI) in
adjustable drives system, so accurate modeling of induction

motors in high-frequency range plays an important role in P FOINT N\ —
overvoltage and EMI problems [1, 2]. R, L R R,
In association with the inverter-fed-AC motor, the

motor constitutes one of the main propagation paths of

T

common-mode (CM) and differential-mode (DM) currents
[3-5]. The proposed model based on the transfer function
description of the main parasitic couplings in the induction
machine can be used to evaluate the high-frequency leakage
currents, which are the cause of electromagnetic interference
to electronic, electric equipment, and electrical networks. We
developed a behavioral model allowing a better
representation of impedances of the machine.

In this paper the two models are presented, the first one
is shown in Fig. 1, which is valid for low and medium
frequencies (<< 1 MHz), this model was reported in [6-8].
After, we develop a new model for the high-frequency that is
based on the asymptotical method using DM and CM
impedance measurements of the induction machine.

C;
G 1=

Fig. 1. Single-phase CM impedance proposed of AC motor [6, 9, 21].
Here r is stator and rotor phase resistance; L is phase leakage
inductance; C is capacitance representing the turn to turn
distributed capacitive coupling; R is resistance representing eddy
currents inside the magnetic core and the frame; R, is resistance
representing winding-to-ground distributed resistances; C, is
capacitance representing the winding to ground distributed
capacitive coupling

The proposed approach needs only the magnitude plot
in the CM measurement configuration to descript the CM
impedance of the AC motor, and the magnitude plot in the
DM measurement configuration to descript the DM
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impedance of the AC motor, and after we can verify the
transfer function parameters of the motor by the second
curve. So in this experimental setup, the motor is considered
as a black box, and with frequency response, we can find the
transfer function of CM and DM impedances of AC motor in
a frequency range from 40 Hz up to 110 MHz.

A high-frequency induction machine model. The
most frequency models of three-phase induction machines
are generally constituted of a limited number of elements
such as that presented in [2, 7, 9]. These models have
been proposed in the literature for overvoltage and
electromagnetic interference (EMI) analysis.

Many investigations into high-frequency induction
motor modeling were recently reported in [6-8, 10-19].
The model presented in this work as well as those found
in the literature requires the hypothesis of linearity of the
machine. This assumes that the machine is never
saturated. The elements depend solely on the frequency,
which makes it possible to use the notion of impedance.

In [20] the influence of saturation is proved to be
smaller than 2 % of the impedance’s absolute value with a
5.5 kW induction machine. With frequencies higher than
80 kHz, the influence of the saturation disappears completely.

The studies in [16] have shown that the state of
electromagnetic compatibility in motors, synchronous or
induction, is not dependent on operating point, the high
frequency (HF) model motor has the same characteristic
with low speed or high speed. This enables us to restrict
ourselves to identifying the machine in an off state.

The initial development of the equivalent models
(Fig. 1) is generally based on an interpretation of the
physical phenomena in the machine. The simplicity of
this equivalent circuit gives them the advantage of being
able to determine the various elements that make up them
with a minimum number of measurements.

The impedance is a complex quantity, hence the
magnitude and phase information are included in the
impedance [22].

The magnitude Zp,, and phase angle ¢, of the DM
impedance of the induction machine can be evaluated
respectively as:

K[l.s ; lj
Zpy = il 1
DM = , (1)
L 3 5 +—2.§2 s+1
(%) 27}
@
0 2ey,
P70y = arctg(a) —arctg 22 2)
-2
)

The magnitude Z¢,, and phase angle @, of the CM
impedance corresponding to the circuit of Fig. 1 can be

evaluated as:
K- % 52+ 2.—§ls +1
2] @n)

; €)
e [[12}2 + ﬁs + 1}
W2 W2

Zey =

%2 1.4

2 2
w w
2] 2]

where @ is the pulsation (@ = 2-zf, where fis the frequency);
s is the variable from a Laplace transform (s = j-@); rest of
symbols are described in Tables 1, 2.

Experimental results. The impedance Analyzer
Agilent 4294A was used to measure the impedance and
phase angle of the motor ranging from small size (0.25 kW —
50 Hz) in the frequency range from 40 Hz to 110 MHz.

There are two measurements conducted with the
induction machine.

Differential-mode configuration. Measuring the
impedance between the three-phase terminals connected
and the motor neutral using the setup shown in Fig. 2
provides the DM characteristics of the induction machine
under test [11, 20, 21, 23-25].

Agilent
4294A

Fig. 2. DM test configuration

PZey = —90 + arctg

AC motor

Fig. 3, 4 show respectively the magnitude and the
phase of the measured DM characteristics as a function of
frequency for 40 Hz to 110 MHz.

s Impedance, Q

10

77777777 Ry
1

Frequency, rad/s
10 10 10 10° 10°
Fig. 3. DM impedance magnitude measurement

100 Phase, [°]

I ‘ ==Measured DM impedance of AC motor|
|

50 —

SOk ——————— ——— — — —

100 I I : Frequency, rad/s
10 10 10 10° 10
Fig. 4. DM impedance phase measurement

Common-mode configuration. Measuring three
shortened phases against ground using the setup [1, 21,
23-26] shown in Fig. 5 provides the CM characteristics.

. AC motor
Agilent

4294A

G
Fig. 5. CM test configuration
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The evolution of the CM impedance of the motor as
a function of the frequency obtained experimentally is
represented in Fig. 6 (magnitude) and Fig. 7 (phase).

s Impedance, Q

10

‘ == Common mode impedance (Zcm)measured‘
[ [

: Frequency, rad/s
10° 10 10 10° 10
Fig. 6. CM impedance magnitude measurement
Phase, [°]

100 \ == Common mode impedance (Zcm)mcasurcd‘

: Frequency, rad/s
10 10° 10° 10"
Fig. 7. CM impedance phase measurement

A high-frequency model for AC motor. In [2] and
as illustrated in Fig. 3, 6, the model has been validated by
DM and CM test measurements in both magnitude and
phase within the frequency range from
40 Hz to 110 MHz.

The measurement impedance phase-motor neutral
(Fig. 8, 9) provides the DM characteristics of the
induction machine under test compared with the first

proposed model shown respectively in (1) and (3).
10° Impedance, Q

B S oo | Freqiency, rad/g
10° 10° 10° 10° 10"
Fig. 8. Magnitude of the DM impedance

100, 2hase. [°] :

== Measured phase angle of DM impedance
d phase angle of DM imped:
T

|
I [ Frequency, rad/s

[
l
1005 L 5 0 10
107 10 10 10 10
Fig. 9. Phase of the DM impedance
The values of transfer function parameters are listed
in Table 1.

Table 1
Transfer functions parameters of DM impedance of AC motor
Constant terms K 65
The first natural frequency @, 487
Value of zero —487
The second natural frequency @,, 2.88:-10°
Damped natural frequency ,, 2.6713-10°

-1.07-10°-j2.67-10°
~1.07-10°+ ;2.67-10°
0.371

Value of the first pole
Value of the second pole
The damping ratio &

Figures 10, 11 show the measurement CM impedance is
plotted and compared with the mathematical model.

s Impedance, Q
T T T
| | ! simulation
: : : == experimental
|

10

|

|

| |

| , Frequency, rad/s
10 10 10 10° 10

Fig. 10. Magnitude of the CM impedance
100 Phase. [°] ‘ ‘ ‘
simulation
== experimental : : :
s0F —— — — — — i e [N S |

SOF---—---—----—-}|

|

|

|

| | Frequency, rad/s
10 10° 10° 10"

Fig. 11. Phase of the CM impedance

The values of transfer function parameters of the
CM impedance are listed in Table 2.
Table 2
Transfer functions parameters of the CM impedance of AC motor
2.62005719-10°
2.87688758:10°
2.81876265-10°

Constant terms K

The first natural frequency @,
Damped natural frequency @,
The second natural frequency @,, 4.16779364-10°
Damped natural frequency @,, 4.04598107-10°
The first damping ratio & 0.2

The second damping ratio & 0.24

As shown in Fig. 8-11, superimposing the
experimental results and simulation results of the
proposed model, we verified that there is very good
accordance between them in both magnitude and phase
for low and medium frequencies (<< 1 MHz), and
frequency components higher than 1 MHz are not able to
deeply penetrate in the motor windings. For this reason,
it’s necessary to develop a new model in high-frequency.

A high-frequency model development for AC motor.
The EMI interference levels produced by power switching
converters in motor drive depend on several factors as:

o the switching frequency of the converter;

o the slope of the current and voltage at switching;

o the impedance of the main power supply;

o the length of cables from the converter to the motor.

The good evaluation of the input impedance of the
system motor is key in the future evaluation of the level
of the electromagnetic field around this system [27].

The most effective method in researching high-
frequency characters of motor windings is multi-conductor
and multi-element conducting mode [28-31] adopted lumped
parameter model, this method is simplified and got the
acceptable result. We proposed an approach applied to
prediction the transfer function of three-phase AC motor in
high-frequency, deal with the problem of building
mathematical models of dynamic systems based on observed
data from the motor in two configurations, CM and DM, and
is thus an experimental modeling method. The proposed
approach is valid for all physical models.

The system identification method base on the
asymptote approach [32-34], this method is based on finding
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the resonance frequencies, slopes of the asymptotes, and the
terms of transfer functions corresponding to each straight
line, to construct the entire transfer function of impedance in
two configurations, CM and DM.

To validate the second proposed model described in this
paper, two measurements were carried out on the 0.25 kW
induction motor by using a Network Analyzer Agilent 4294 A
in the frequency domain.

The model has been validated by DM (Fig. 12) and
CM (Fig. 13) test measurements within the frequency
range from 40 Hz to 110 MHz.

10° mpedance, Q

== Measured DM impedance of AC motor

lated DM impedance of AC motor
,,,,,,, ——

S
TTTITIT T T T T T 11T

T T T

10 10° 10° 10"
Fig. 12. Magnitude of DM impedance

10° Impedance, Q

==Measured magnitude of CM impedance
itude of CM impedance]

| |

| |

| |

| | | Frequency, rad/s
10° 10 10 10° 10"

Fig. 13. Magnitude of CM impedance

The second model developed in this section is plotted
with the measured results to verify that the model is an
accurate representation of the machine in low, medium, and
high frequencies. The plot in Fig. 12, 13 verifies that the
model developed fits the measured impedance in the
frequency range from 40 Hz to 110 MHz.

Analysis of HF model. HF impedances of the CM
and the DM are shown in Fig. 14.

10° Impedance, Q

== CM impedance of AC motor
== DM impedance of AC motor|

| 1

| |

| | |

| L | Frequency, rad/s
10° 10 10 10° 10"

Fig. 14. Magnitude of CM impedance

The corresponding plot shown in Fig. 14 indicates that
at DC the CM impedance of the induction machine behaves
as an open circuit. As we increase the frequency, the
impedance of the capacitor C, dominates and decreases
linearly with the frequency of slope —1. At the first resonant
frequency, the impedance of the inductor equals that of the
capacitor. Above the first resonance frequency, the
magnitude of the impedance of the inductor L dominates and
increases of slope +1 until the second resonance frequency,
after the impedance of the capacitor contributes and the
impedance magnitude decreases with the slope of —1. As the
frequency is further increased, the CM impedance has series
resonance phenomena until 110 MHz.

For the DM impedance, we can see that at low
frequencies the inductor L dominates until the first resonance
frequency. As the frequency increases, the capacitor C

begins to dominate at the DM resonance frequency and the
impedance decreases of slope —1. As the frequency is further
increased, the DM impedance has the same series of
resonance phenomena as the CM impedance.

Conclusions.

1. For the analysis of conducted EMI, it is necessary to
build a satisfactory model of all parts of common-mode and
differential-mode coupling paths between source and target of
electromagnetic interference. Particularly for the adjustable
speed drive system, the AC motor constitutes one of the main
propagation paths of conducted electromagnetic perturbation.

2. In this paper, we investigated high-frequency modeling
of the common-mode and differential-mode impedances of
AC motors. The simulations are carried out using the
proposed model in literature and compared with
experimental results, making it possible to validate the first
model in low and medium frequency.

3. An improved high-frequency motor model is
developed to represent the motor high frequency; this
model based on transfer function gives satisfactory results
behavior for frequency-domain analyses in the frequency
range from 40 Hz up to 110 MHz.
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MeTtoauka po3paxyHKy eJIeKTPOMAarHiTHOr0O MOMEHTY Ta BTPAaT eHeprii
TpuGa3HUX ACHHXPOHHMX JIBUTYHIB NPH KUBJIEHHI Pery;iboBaHOI0 01HO(a3HOI HATIPYT 010

Pospobneno ananimuuny memoouxy po3paxyHKy eieKmpoMAacHimHO20 MOMEHmY ma 8mpam eHepeii pecylibO8anux 3a Hanpy2oio
MPUDAZHUX ACUHXPOHHUX OBUSYHI6 NPU JCUBTEHHI 8i0 0OHODA3HOT MepedIci 3a cxeMoio 3 haz03cy8alouuM KoHOeHcamopom. B ocnogy
MEMOOUKU NOKNAOEHO MeMOO CUMEMPUYHUX CKIAOOBUX MA AHALI3 CXeM 3aMIujeHHsl ACUHXPOHHOL MAWUHY Y OGUSYHHOMY MA 2eHe-
pamopromy pedicumax pobomu. Ha ocHosi yici memoouxu modicymos Oymu 6U3HAYeHi ONMuMAIbHI napamempu Qazo3cyearouux
KOHOeHcamopie ma GUOPaHi payionanbHi cxemMu 6KIIOYEeHHsT MPUQAZHUX ACUHXPOHHUX OBUSYHIE 8 OOHOpA3HY Mepedcy 3 pe2ylbosa-
Hoto Hanpyeotwo. Tlokazano, wo pe2yissmop Hanpyau modice 6ymu GUKOPUCIMANULL K eHep2o30epieaiouuti eieMmenm npu 00HOPAZHOMY
JICUBLEHHT MPUDAZHUX ACUHXPOHHUX OBUSYHIE MA 1020 3ACMOCYB8AHHSL 00360JI€ GUKOPUCHIOBY8AMU NOCMITHY EMHICMb (Paz03cysaio-
Y020 KOHOeHCamopa npu 3MiHi HA8AHMANCEHHs Y wupokux mexcax. biomn. 25, puc. 3.

Kniouogi cnosa: acMHXpPOHHMII NBUTYH, OQHO(A3He SKUBJIEHHS, PEryJisiTOp HANpPyru, MeTO] CUMETPHUYHUX CKJIATOBHUX,

(azo3cyBarouuii KOHAEHCATOP.

Beryn. OngHodasHe KUBIEHHS aCMHXPOHHUX JIBU-
ryHiB (AJ]) 3HaXOIWUTH 3aCTOCYBaHHS y MOOYTi Ta KOMY-
HAJILHOMY TOCHOAapcTBi [1], y cucTemMax perysroBaHHS
MIKpOKIIIMAaTy CLIBCHKOTOCIIOIaPCHKIX CIOXHUBAYIB [2], y
cHCTeMax BOJOIIOCTAYaHHs Ta TPYOOIPOBIAHOTO TpaHC-
mopty [3]. Ha mpakTumi crioctepiraerbcss BUKOPHCTAHHS
ACHHXPOHHHUX JIBUTYHIB 3 TpU(a3HOI 0OMOTKOIO cTaTopa
B yMoBax oxHo(azHoro xwusieHHs [4, 5]. ast MOXIHMBO-
CTi iX poOOTHM TP KHUBICHHI Bil OAHO(A3HOI Mepexi
BHUKOPHCTOBYIOTBCSI ITyCKOBI Ta po0OYi KOHAEHCATOpH
[6,7]. BukopucTtaHHs peryJbOBaHUX 33 HANPYTOIO €JIEKT-
porpuBo/iB Ha 0a3i Tpu(a3sHUX ACHHXPOHHUX JIBUTYHIB
JI03BOJIsIE 320€3MeYNTH TEXHOJOTI4HI Ta eHepro3bepiraio-
4i BUMOTH 0araThoX CIIOKHBadviB [8, 9], mojermmru ymo-
Bu 1ycky [10], 30inb1nTH eHeproeeKTHBHICTh TEXHOJIO-
TYHUX arperaTiB 3a paxyHOK BpaxyBaHHsS Y aJrOpUTMIi
pETYIIOBaHHS 3aMKHYTHX CHCTEM E€JIEKTPOIIPHUBOIY Xapa-
KTepy 3MiHM HaBaHTaxeHHs [11].

IcHye 6arato IOCHTH TOYHHMX METOIMK PO3PAXyHKY
[4-7, 12, 13] xapakTepUCTUK ACUHXPOHHOIO IBHUIYHA Yy
HECHUMETPHYHHX, Y TOMY YHCIi i OZHO(A3HHUX, PeKIMAX
poboTH, mpoTre BOHM 0a3ylOTbCS Ha JAUQEpeHLIATbHUX
PIBHSHHSX, III0 HE JO3BOJISIE OTPHMATH aHANITUYHI BUpa-
3¢ ISl TIONIEPEHBOTO BUOOPY EMHOCTI (pa303CyBarOuoro
KOHJICHCAaTOpa Ta TMOPIBHSJIBHOTO aHai3y MOMKINBUX
BapiaHTIB CXEM BKJIFOUCHHS.

MeTor0 cTATTi € Po3poOKa aHANITHYHOI METOAUKH
BU3HAYCHHS €JICKTPOMArHiTHOIO MOMEHTY Ta BTpaTr eHep-
Tii perynpOBaHMX 3a HANPYTo0 TpH(a3HUX aCHHXPOHHUX
JBUTYHIB, IIO MpPAaLIOOTh 3a CXEMOI OJHO(A3HOTO
BKJTIOUEHHS 3 ()a303CYBalOUYNM KOHICHCATOPOM.

O0’€ekT MOCTITKEHHA. AHATITUYHI BUPA3H JUIsL PO3-
pPaxyHKy €JIEKTPOMAarHiTHOrO MOMEHTY Ta BTpaT CHeprii
PeryJboBaHOro 3a HANpYrow TpruazHOro aCHHXPOHHOTO
JIBUTYHA TIPH OJHO(A3HOMY JKMBJIEHHI Oy/eMo po3risiia-
TH Ha npukiani cxemu llreitamerna (puc. 1).

PerynroBaHHS BUTYHA 3a Hampyrolo B JaHid cxemi
BiIOYBA€ETHCS 3a JOMOMOTOI0 THPUCTOPHOTO PEryssTopa
Hanpyru (TPH). 3Bepremo yBary, mo po3poOieHa y na-
HIill cTaTTi MeToMuKa 0a3yeThCsl Ha MPUITYNICHHI, MO0 HA
Buxoni TPH mpucyTHS TibKM Iepiia rapMOHIYHa CKiia-
JIOBa HAIIPyTH, TOMy MOXe OyTH 3acTocoBaHa A0 OyImb
SKOro BUAy perynaropa Hampyru [14, 15]. Ilpuuomy
PETYISTOp HANpYTH MOXKE PO3MIIAAATHCh AHAJIOTIYHO 10
TpruasHUX CHCTEM SIK eHepro3oepirarounii eixemeHt [8].
IIpn mpoMy citifi BpaxoByBaTH, IO BUKOPHCTaHA METOIH-
Ka HE BPaxOBY€ BTPATH BiJ| BUIIMX 'APMOHIK CTPyMYy, IO

TeHEPYIOTHCSI TAPUCTOPHUM PETYJISITOPOM, TOMY JIHCHHUN
epeKxT eHepro3OepexeHHs Oyae MCHIINA TpH Malux
HaBaHTaxeHHsX [16].

Vs

Ay

c

o A

_|

Puc. 1. Cxema BKIIIOYEHHS PETyJIbOBAHOT'O 32 HAIIPYT'OIO
Tpuda3HOro IBUryHa Y OAHOGDA3HY MEPEKY

JlaHa MeTomMKa IIPOMOHYEThCS ISl IONEPEAHBOrO
TIOIIYKOBOTO aHATI3y BEIMYUH EJICKTPOMArHiTHOTO MOMEH-
Ty Ta BTPAT €HEeprii aCHHXPOHHOTO BUTYHA, L0 ’KUBUTHCS
Bifl 0THO(A3HOI MEPEXKi 32 CXEMOIO 3 TUPHCTOPHHUM PEryJisi-
TOPOM Hampyrd Ta (ha3o3MilIlyrourM KOHzeHcaTopoM. J[is
OLTBII TOYHMX JOCII/DKEHb HEOOXIIHO BHKOPHCTOBYBATH
MOIeli, 110 BPaxOBYIOTh BIUIMB HECHHYCOIHOCTI Ta HECH-
MeTpii Ha nmapamerpu auryHa [17-20].

3aranbHi cniBBiTHOIICHHSI B ACHHXPOHHOMY JIBH-
ryHi npu oaHogazHomy pe:xxkumi podoru. s aHamzy
poOOTH aCHHXPOHHOTO IBUTYHA B OJHO(AZHOMY PEKUMIi
OyZIeMO BUKOPHCTOBYBATH METOJl CUMETPUYHHUX CKIag0-
BUX. B OCHOBY po3paxyHKy HOKIaJeMO XapaKTEPUCTHKU
AJl B cumerpudnomy TpudazHomy pexumi podotu. [Ipu
LOMY BBEIEMO TMO3HAa4YeHHS: M, I}, Z;, ¢| — BIINOBITHO
3aJISKHOCTI Bi KOB3aHHA MOMEHTY, CTPyMYy, MOIYJS i
apryMeHTY MOBHOIO ONopy cxeMmu 3amiuieHHst A/l B cu-
METPUYHOMY IOBUTYHHOMY PeXuMi, a My, I, Z,, @, — 1l X
3aJIeKHOCTI B CHMETPUYHOMY T'€HEPATOPHOMY PEKHMI.

Pigusinnst Kipxroda anst cxemu Ha puc. 1 Oyayts
HaCTYIIHI:

Uc-Up=U; (1)
Uy-Up=iXaly, ()

Je U — KOMIUIEKCHE 3HAY€HHs HAIpyrd KuBJeHHS AJl,
o € BuxigHowo Hanpyroto TPH; U ,,U 5,U ~ — komiuie-
KCHi 3Ha4eHHs (asHUX HAaOpyr cratopa; jX o1l 4 — KOM-

[UIeKCHEe 3HAYCHHS HAmpyrd Ha (a303cyBaroyoMy KOH-
neHcaropi, ne Xc; = 1/(aC1).

© 10.B. lllypy6, B.€. Bacunenkos, FO.JI. Luiropcbkuit
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BBenemo ckianoBi Hampyr Ta cTpyMiB HpsMoi (T10-
3HAYCHI 1HJCKCOM p), 3BOpOTHOI (1) Ta HynboBOi (0) mo-
CIIIJOBHOCTEM:

QA:gp+Qn+g0; (3)
2
Up=UpatlU,a" +Uy; @)
2 .
gczgpa +Qna+g0’ (5)
Ly=1,+1,+I, (©)
ae U I’ U, .U, — KOMILIEKCHI 3HaYEHHs HAaNpyr MpsMoi,
2
3BOPOTHOI Ta HYJbOBOI NOCITIJOBHOCTEH; a=e 3 —
9 QP Un UO
NOBOPOTHUH MHOXHUK;, [ =——1 == [l,==— —
Pz, 4 Zy

KOMIUTEKCHI 3HAYeHHS CTPYMIB MpPsAMOi Ta 3BOPOTHOI
HOCJTIIOBHOCTEHA.
Bigznauumo, 1110 Ui cXeMu Ha prc. 1 HyJIbOBa MOCIi-
JIOBHICTb BIJICYTHS 4epe3 BiCYTHICTh HyJIOBOI'O IIPOBOLLY.
Tyr Z,,Z, — KOMIUIEKCHi OIOpH 3a HapaMeTpaMu
CXeM 3aMIlIeHHS BiIOBITHO MPSIMOI Ta 3BOPOTHOI MOCTIi-
JIOBHOCTEMN:
ZI:Zl(cos¢1+jsingol); @)
Z, =2Z,(cosp, + jsing), ®)
ne Z1,Z,,9,,¢, — MOIyi Ta (a3 KOMIUIEKCHUX OIOpiB
IPsIMOT Ta 3BOPOTHOT MOCIIZIOBHOCTEH
[MincraBnsroun (3) — (6) B piBHsas (1) — (2), oTpU-
MaeMo:

v, -u,le*-a)=u: ©)

2 JXc
S| 1-a-LC v f1-a - 2
Z, Z)

BBenemo OasucHi 3HaueHHsT X c, At €MHICHOTO OTIOpYy:

J3u
Xc, :T=ﬁzl, (11)

ne Ui I) — ¢da3ni 3HaUeHHS HANPYTHU 1 CTPyMY Y CUMETpH-
YHOMY ABUTYHHOMY PEXKHMI.
Tako BBeIeMO BiJIHOCHE 3HAUCHHS €EMHOCTI:

Lo Xe _VeGy _C1
Xop oG Gy
Ta KOe]iLli€HT, 110 JOPIBHIOE BIHOIICHHIO CTPYMIB pe-

JKMMIB MTPOTUBOBKIIIOUEHHS 1 IBUTYHHOTO TIPY CUMETPHY-
HIOMY JKUBJICHHI:

=0. (10)

(12)

Ujz, z
UL 7 (13)
Ulzy, 7y
[TpoBiBmIM psi MEPETBOPEHb, OTPUMAEMO BHpa3H
JUISL HAIIPYT MPSIMOT Ta 3BOPOTHOT ITOCTiIOBHOCTEH:

i

g{\/jx—ki sing, —j(;x+k,- COS‘PZH

=" \/5{005601 +k;cosgy + j[N3x—(sing; +k; Sin‘/’2)]} o
-U \/zgx—sin(pl+j(ix—cos¢’lj:l

= V3 los gy +k; cos gy + jN3x~(sin gy + k; sin gy )] )

BBenemo mapaMerpH, LI0 XapaKTepH3YIOTh piBEHb
HaINpPYTH NPSIMOT MOCIIJOBHOCTI

a=U, / U, (16)
PIiBEHb HAMpPyTH 3BOPOTHOI ITOCIIIOBHOCTI

p=U,[U a7
Ta KoedilieHT HeCUMeTpii

y=U, / U,. (18)

Y (16) - (18) U,, U,, U — monyni BinmoBifHO Ha-
Ipyr TpsIMOI, 3BOPOTHOI IIOCIIIOBHOCTEH Ta Hampyru
JKUBJICHHSL.

[epexonsun o moxymis y (14), (15), 3naiinemo mi
napaMeTpu:

X2 - k;x+ kiz ]

a= ; 19)
W3x—gaf 47
2 _gx+1
f= |2 AT (20)
W3x—6of ot
2
y= X —6x+1 @)

X2 —Ookix + k?

ze lex/gsingol+cos¢)1, szﬁsin@_cos%,

@ =cosg+k;cosp,, ¢ =sing +k;sing, .

3a BHKIJIaJICHOI0 METOANKOIO MOXKYTh OyTH BH3Haue-
Hi i mMapaMeTpyu HECHMETPii TAKOX 1 IUIS IHIINX CXeM
BKITFOYCHHS TpU(a3HOTO IBUTYHA V OTHO(DA3HY MEPEKy,
HaAIpUKIIAJ, U MTOCIiTOBHO-TIapanenbHoi cxemu [3] abo
UL CXeMH «3ipKa 3 HyJBOBHM IPOBOJOM» 3 CaMo30y-
JDKEHHSIM KOHZEHcaTopHoi a3y uepe3 poTop, 10 odep-
Taetbes [21]. st 11p0ro HEOOXITHO 3aIMUCATH BiAIMOBIIHI
KoxHi# cxemi piBHsHHS Kipxroga (1) — (2) Ta BukoHatn
HACTYIHI aHamiTH4HI nepetBopeHHs (3) — (15). Toxi na-
pametpu (16) — (18) MOKHA BUKOPHCTOBYBATH Y ITOJaJTb-
IIMX po3paxyHKax JuId IMX cxeM. OTKe, METOIHKa, IO
IIPOTIOHYETHCS MOXe OyTH y3arajbHEHa TakoX 1 Ha IHIII
MOXIJIUBI CXEMH BKJIIOYEHHS TpH(a3HOTO ABHTYHA 3 (a-
303CyBalOYMM KOHICHCATOPOM Y OHO(A3HY MEPEKY.

Po3paxyHoK eJIEKTPOMAarHiTHOro MOMEHTY ACHH-
XPOHHOI MalIMHU NP oaHOGA3ZHOMY peXNMi podOTH.
EnexrpoMartiTHHil MOMEHT IIpU CUMETPUYHOMY JBHUIYH-
HOMY pE&XHuMI Yy pa3i TpuU(a3HOro >KUBIEHHS M| MOxe
OyTH BH3HAUEHMH 3 BHpa3iB €JIEKTPOMArHiTHOI IOTY>KHO-
cti P,,,. 3 otHOTO OOKY BOHA JTOPIBHIOE

P, =M a, (22)
Ie @y — KyTOBa 4acToTa 00epTaHH: XOJIOCTOr0 XO/y.
3 inmmoro 00Ky
2 R
Fom =305 =2 (23)

ne 1,4 =U/Z;, — nitode 3HAYEHHs IPUBEJEHOTO CTPYMY
poTOpa MpU CUMETPHYHOMY PEXKHMi; § — KOB3aHHA; R, —

TIPUBEICHNUH 10 OOMOTKH CTaTOpa aKTUBHHH OIip poTOpa.
[IpupiBHIOIOYH I1i 1Ba BUPA3H, OTPUMAEMO:

3( R
Mlz_( rl_zj'
o N

24

EsekTpoMarHiTHU MOMEHT B OJHO(A3HOMY PEXH-
Mi BU3HAYAETHCSA SK PI3HUI MOMEHTIB IPSAMOi Ta 3BOPO-
THOI IOCJIIIOBHOCTEM:

- 3R _p B
M_Mp_Mn_a)_O[[rpT_[rnZ , (25)
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ne I,,=U,[Zy., I, =U,[Z;, — wmomyni npusesiennx

CTPYyMiB POTOpa TMPsMOi Ta 3BOPOTHOI IMOCIITOBHOCTEHH;
Z\+, Z», — BIATIOBITHO MOJIYITi €KBIBaJEHTHHUX OIOPIiB TUIKH
HABaHTAKCHHA [ -MOmiOHMX cXeM 3aMilleHHs OpsMol i
3BOPOTHOI TOCITIJOBHOCTEH.

BBenemo koedillieHT g, 10 JOPIBHIOE CIiBBiJHO-
LIEHHIO MOMEHTIB U1 OAHO(A3HOTO PEKUMY Ta JBHUIYH-
HOTo Tpr(azHOr0 CUMMETPHYHOTO pexuMy 1 = M/M;:

(26)

ae k, = M>/M, — xoedilieHT, O JOPIBHIOE BiHOIIEHHIO
reHepaTtopHoro M, Ta ABUTYHHOTO M| MOMEHTIB y TpH-
(hazHOMY CUMETPUYHOMY PEIKHMI:

2
- .5 27)

Z 2r 2-s

Ockinbku onHO(a3HUI PEeXUM 1 TpuQazHUil JIBUTYH-
HHUH PEeXXUM PO3IIISIAIOTHCS MPH OAHAKOBUX KOB3AHHSX, TO
Koe(iLieHT £/ BU3HAYA€E TAKOX 1 CHIBBIJHOIICHHS €JIEKTPO-
MarHiTHHX 1oty>xHocteil A/l ipu poOOTi B IIMX pexkUMax.

BukopucroBytoun otpumani koedillieHT! @, B, ¥, U
MOJKHA aHAJi3yBaTH XapakTepucTuku AJl 3a J0mMOMOroro
(dhopmyn, cpaBemIMBHUX IS TPUPAZHOTO CHUMETPUIHOTO
peXuMy poOOTH, OTPUMAHHUX 31 CXEMH 3aMIIECHHS.

3rigHo (24), eIeKTPOMAarHiTHUH MOMEHT B TpHdas-
HOMY CUMETPHUYHOMY PEKHMi BU3HAYAETHCS:

3U%R,

p=a+k,pr=a*l+k,?),

7

M| =

(28)
R 2

[N [Rl+2J +(X1+X2)2
S

e Ry, R, Xj, X> — napameTpu cxemu 3amimneHas A/l
EnextpomarnitTHuit momeHT A/l B onHOodazHOMY

PEXUMI BU3HAYAETHCSI BUPA30M:

a1+ kﬂ72)3U2R2

M=uM, =

(29)
R 2 5

(24N [Rl+2j +(X]+X2)
S

Sk BugHO 3 (29), MOMEHT 0/1HO(A3HOTO ACUHXPOH-
HOTO JIBUT'YHA 3 PETyJIbOBaHOIO HANPYTOO IIPU 334aHOMY
KOB3aHHI 3aJIS)KUTD Bijl HAPYTH )KUBJICHHS, PIBHS HaNpy-
T'M IPSIMOT TIOCITITOBHOCTI 1 KoedilieHTa HeCUMeTpii, SKi B
CBOIO UEpry, 3alIexkKaTh BiJl BIIHOCHOIO 3HAYEHHS €MHOCTI
(ha303cyBar04oro KOHJIEHCaTOpa X = X, G / Xt

Po3paxyHok BTpaT B ACHHXPOHHOMY ABHTYHi IpH
oxHogaznomy pexumi podoru. IIpu poboti 3 mocriii-
HOIO Harpyroro BTpatu B AJl y cumerpudnomy Tpudaz-
HOMY pEXHMI MOIUIAIOThCS Ha IMOCTIHHI BTpatu (Lo
CKJIaJIal0ThCs 3 BTPAT B MiJi CTaTopa Bij CTPYMY Hamar-
HiYyBaHHS 1 BTpaT B CTali), sKi HE 3aJIe)KaTh BiJ HaBaH-
TaXCHHS, 1 3MiHHI BTpaTH (IO CKJIAJAIOThCA 3 BTpPAT B
MiZi cTaropa i poTopa Bif CTpyMy HaBaHTaKEHHS), SIKi
pu poOOTi 3 MOCTIHOI HAMIPYTOIO 3AJIeXKATh BiJ €JIEKT-
pOMarHiTHOT0 MOMEHTY [8]:

2

APy = M APjar N+ AFonst.N >
N
ne APvar.N’APconsl.N
BTpaTu; My — HOMiHAJIbHUH MOMCHT.
Y acHMHXpOHHOMY IBUTYHI mpH poOOTi i3 3MiHHOIO
HaIpyTor OOWJIBI 3rajjaHi CKIIAJOBI BTPAT CTAIOTh 3MiH-

(30)

— HOMIHQJIBHI 3MiHHI 1 mOCTIiHI

HUMH, TIPUYOMY 3MiHHI BTPATH 3aJI€kKaTh BiJl KOB3aHHA i
MOMEHTY, a TOCTIifHI BTpPaTH — BiJl HANpPYr# OOMOTOK
craropa. [1oTykHICTh BTpaT B pOTOpI (BTPaTH KOB3aHHS):
AP, = Mwys (31)
JIe @y — 9acToTa 00epTaHHS X0JIOCTOTO XOIy.
[NoTy>HicTb BTpar B CTaTOpi BiJ] CTPYyMy HaBaHTAXKEH-
Hsl TIEpEepaxOBYEThCS Yepe3 MOTYXKHICTh BTpaT B POTOpI Ta
CIiBBITHOIIEHHS aKTHBHUX OIOPIB CTATOpA i pOTOpa:
R
AP, = AP, |
Ry
e Ry, R, — akTuBHI onopu cxemu 3amimeHHst AJl.
Takum 4uHOM, BUpa3 3MIHHUX BTPAT Ma€ BUTIISA:

(32)

R
AP, = Mys 1+R—1

2

Hpyra cxmanoBa Brpat B AJl, APy, 3aJICKUTH Bij
Hamnpyru OOMOTOK CTaropa, L0 MOOIYHO PiBHO3HAYHO
3aJIeXKHOCTI BiJl MOMEHTY. Tak, mpu NpUHHATTI NpHITy-
OICHb PO JIHIMHICTE MapaMeTpiB MarHiTHOTO KOJa Ta
BpaxyBaHHI TUIBKH TIIEPIIOi TapMOHIHHOI CKIIQZOBOL
CTPYMIB 1 HallpyT, IMOCTiHHI BTPAaTH MPOMOPIIiiHI KBaapa-
Ty HaIllpyTH, KW, B CBOIO YEPTy, MPOMOPIIIHUIN eNeKT-
POMarHiTHOMy MOMEHTY:

APconst — L — M , (34)

APconst.N UN M nat
ne AP,y U, M — MOTOYHI 3HAYCHHS IOCTIHHUX BTPAT,
Hanpyru i MOMeHTY; AP o5, Uy, M — TIOCTIHHI BTpaTH
B HOMIHQJIbHOMY PEXHMi, HOMIHAJIbHA HANpyra i MOMEHT
Ha TMPHUPOJHIA MEXaHIYHIH XapaKTepUCTHLl IPH HOMiHa-
JIbHIN Hampys3i Ta BiANOBiqHOMY KoB3aHHI. ToMy mocriitHi
BTPaTH MOXYTb OyTH BHPaXKeHi:

U

N
ba3oBi BenMYMHM OCHOBHMX BWIB BTpaT BH3Haua-
I0TbCS B HOMIHAJIBHOMY PEXHMI 1 NPEICTaBISIOTBCS Y
BUTJISII IBOX CKJIanoBuX. Bupasumo ix uepes mapamerpu
cxemu 3amimieHHs. [lepma ckiagoBa — 3MiHHI BTpaTH
(BTpat:m B Mimi poTopa i cTaTopa Bii CTpyMy HaBaHTa-
JKCHHS) B HOMIHAJTbHOMY PEXKIMi:

(33)

2

2
AP,

const.N +

AP,

const =

(35)

R
AP,y v =M yagsy| 1+—- (36)
Ry
i€ Sy — HOMIHaJIbHE KOB3aHHS.
Toni 3 (33)1(36):
M s
APvar = _APvar.N . (37)
MN SN

Jpyra cknagoBa — MocTiifHI BTpaTH (BTpaTd B Mifi
cTaTtopa BiJ CTpyMy HaMarHidyBaHHS i BTPaTH B CTalli) B
HOMIHAJBHOMY PEXKHMI:

Myag | RiRy Ry
sv | X3 R

ne Ry, Xy — mapaMeTpu TiJKH HAMarHidyBaHHS CXEMH
3amimieHHs AJl.

IIpu poboti A/l B omHO(A3HOMY pEXHMIi TTOBHI €Jie-
KTPUYHI BTPaTH [OPIBHIOIOTH CyMi BTpaTr BijJi CTPyMIB
MIPSIMOT 1 3BOPOTHOT TOCITIJOBHOCTEH:

AR = AP, +AP, + AP,

var.p const.p var.n

AP opst.N = > (38)

+AP.

const.n *

(39)
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VY 3arajpHOMY BWIIQJIKy HOCTiHHI 1 3MiHHI BTpaTu
po3paxoByroThkcst 3a Bupazamu (33) ta (35) okpemo mis
MIPSIMOT 1 3BOPOTHOI IMOCIAOBHOCTEH. Y mepmoMy BUMAI-
Ky B HHX HIJICTaBISIOTHCS 3HAYCHHS MOMEHTY, KOB3aHHS 1
Hanpyry Juis NpaMoi nocnifosHocTi: M, s Ta U,. Y 1py-
romy — M, 2—s, Ta U,,.

VY nopanbuiomy aHanizi OyaeMo BHKOPHUCTOBYBATH
koedinientn «, f, 3, k,, g, WO Oynu OTpHMaHi paHimre.
[Ipu perysroBanHi Harpyrn AJl 3MiHHI BTpaTH BUpaka-
I0ThCSI 3AJIEKHOCTSIMU:

- UTsI IPSIMOT MOCITiIOBHOCTI:

ap Mo s \p (40)
var.p MN Sy var.N »
- IUTst 3BOPOTHIM HOCITI TOBHOCTI:
M, 2-s
APjarn = M__APvar.N . 41)
N SN

Bupasnmo MOMEHTH Bif CTpyMiB TIPSIMOi 1 3BOPOTHOL
TIOCIIIOBHOCTEW Yepe3 MOMEHTH JIBUT'YHHUIT M| Ta reHepa-
TOpHHMH (POTHUBKITFOYEHHS) M, Y CHMETPUYHOMY PEXKUMI:

2

M, =M Yn | . a’M (42)
)4 1 U 1>
2
U
M,=M, (—”j =p*M,. (43)
U
Bpaxosytoun, 1mo
M2/M1:k/1; (44)
OTPUMAEMO:
2
M, =k,p"M,. (45)
Toni 3aranbHi 3MiHHI BTpaTH:
APy, = APvar.p + ARy =
> My s » My 2—5s (46)
=a”"———AP, +k — AP, .
MN Sy var.N yﬁ MN Sy var.N

Bupaznumo AP, uepe3 koedinieHT HecuMeTpii y= fa:

AP, = aleA(s +k, 2 2-s]), (47)
e A=—"aN _ pocriiinumii KoedilieHT.
Mysy

[MocTiiiHi BTpaTH NpH peryJroBaHHI HAIPyrd BUpa-
JKAIOTHCSI 3JIE)KHOCTSIMU:
- IS IPSIMOT MOCITIZIOBHOCTI:

2 2
Up of U
APconst.p = AP ppsen =@ A o5t » (48)
Uy Uy
- IUTsl 3BBOPOTHOT TIOCITiTOBHOCTI:
U 2 U 2
2
APeonstn = . AP opst.N = s AP opst.N - 49)
Uy Uy
3 orIsiAy Ha CIBBIIHOLIEHHS
2
U M
| =1, (50)
UN M nat

ne M,,, — MOMEHT Ha NPHUPOJHiI MeXaHIuHIi XapaKkTepuc-
THUII y ABUTYHHOMY PEXHMi IIpH TpU(Ha3HOMY CUMETPHY-
HOMY JKWBJICHHI TIpM KOB3aHHi, PiBHOMY KOB3aHHIO Yy
omHO(Aa3HOMY pEXKHMi, OTPUMAEMO:

AP,

const.p — const.N » (51)

QZ&AP‘
M

nat

2M1AP

const.N *

APconst.n = ﬁ (52)
nat

Jnst nineapn30BaHUX MEXaHIYHMX XapakTepHCTUK AJ]
€ CIPaBeUIMBAM CIIBBIIHOICHHS M, /s =My sy , wo

JI03BOJIsE BUpa3uTu M, depes s. Tomi 3araibHi 3MiHHI BTpa-
1 AJl MOXXyTh OyTH TIO/IaHi BUPa30oM

2 1 2
AL o5t = APconst.p +AF opstn = MIB;(I +7 ): (53)
AP X R ..
ne B=—"CcomtN°N _ pocrijinnii koedimient.
My

EnexktpoMarHiTHHII MOMEHT B HECHMETPHIHOMY
pexuMi M 1 MOMEHT JIBUTYHHOTO CUMETPUYHOTO PEXUMY
M, ioB’si3aHi KoeilieHTOM :

M 2( 2)
=—=a|{l+k,r°).
. M, w¥

Toni moBHI enektpuuHi BTpatu B AJl Bin cTpyMmiB
MPSIMO] 1 3BOPOTHOT TOCITIJOBHOCTEH:

M 1
:W(As+kﬂ7/2(2—s)]+BE[1+}/2D .(55)

(54)

AR

3anpornoHOBaHa METOJHMKA JO3BOJISE MPOBOIUTH
ToTIepeTHil MOITYKOBHH aHai3 TaHOi CHCTEMHU.

PesynbTaTn pospaxyHkis. [IpoBenemo aHami3 eHep-
rerrmgHuX Xapaktepuctuk AJ] 4A71B2Y3 3 dasoscysaro-
YUM KOHJIEHCATOPOM MpH 3 €/1HaHHI 3a cxemoto 1lTeitnmer-
1a (puc. 1), po3paxoBaHKX 3a BUILCHABEICHOK METOIUKOIO.
Ha puc. 2 nomani rpadiku 3aeKHOCTEH BiJHOCHHX BTPAT
onuo(azHoro pexumy AP; 10 BTpar Tpr(a3HOro CUMETPH-
YHOTO PeXUMY AP; BiJl KOB3aHHS TPH PI3HUX 3HAYCHHSX
€MHOCTI ()a303CyBarOuoro KOHJICHCATOpa Ta IMOCTiHHINA HO-
MiHaNIbHINM Hampy3i. 3 1ux rpadikiB BUAHO, IO HPU 3MiHI
HABAHTAXKEHHSI YISl TOrO, 100 BTpaTH HE MEPEBHUIIYBAIN
Oinbiie HiK Ha 20 % BTpaTH CUMETPUYHOTO PEXUMY, HE00-
XiJTHO 3MiHIOBATH €MHICTh KOH/IEHCATOPA.

AP /AP, p.u. u = const
2,0
1,5 — —
\\ <1
1,0 — —7
C=20uF [C=25uF |C=30uF
0,5
0

0,02 0,04 0,06 0,08 0,1 S
Puc. 2. 3anexxHOCTI BITHOCHUX BTpPAT BijJl KOB3aHHS IIPU Pi3HHUX
3HAUCHHSIX €EMHOCTI

Pazom 3 TuM, SKIIO NMPH 3MiHI HABAHTAKEHHS 3Mi-
HIOBATH HAIMPYTY >KUBICHHS, MOKHA JOCATHYTH PEKHUMY
€KOHOMIT eHepril, sIK 1 y BUIaJIKy CUMETPUYHOT0 TpHdas-
Horo xuBieHHs [8]. Tak, Ha puc. 3 moxaHi rpadiku 3aie-
JKHOCTEH BiZHOCHUX BTpar AP;/AP; Big KOB3aHHS IpH
pi3HMX 3HAYCHHSX BiJHOCHOI HAmpyrd OAHO(MA3ZHOTO
xkuBneHHst u =U/U)y Ta NOCTIiHOMY 3HAY€HHi €eMHOCTI
¢azo3cyBatoyoro koHumeHcaropa C = 20 Mx®. 3 mux xa-
PaKTEpPUCTHK BHUJHO, IO NPHU IMOCTIHHOMY 3HA4YeHHI €M-
HOcTi AJl Mae MiHIMYM BiTHOCHUX BTPAT MPH IPUOIHUIHO
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MMOCTIHHOMY 3HAuY€HHI KOB3aHHS IPH PI3HUX 3HAYCHHSIX
HATIPYTH JKUBJICHHS.

AP, /AP, pu.  C =const
2,0
15 w10
/ b
1 O\—“/ //Li 0%
B \ ///11 FU,0
\\ ///u =0,4
0.5
0

0,02 0,04 0,06 0,08 0,1 §
Puc. 3. 3anexHOCTi BiTHOCHUX BTpAT BiJl KOB3AHHS IIPU Pi3HUX
3HAYCHHSX HAMPYTH KUBJICHHS

OTxe, SIKIIO MIATPUMYBATH 1€ KOB3aHHS MOCTIHUM
TP 3MiHI HABAaHTAKEHHS, MOXKHA JIOCSTTH PEXKUMY MiHIMI-
3ariii BTpaT npu NOCTIHHOMY ONTUMAJILHOMY 33 KpUTEpiEM
MIHIMyMy BIZHOLIEHHSI BTpaT OJHO(A3HOIO PEXUMY [0
BTpar TPU(A3HOr0 PEKUMY 3HAUYEHHI €MHOCTI, BH3Haue-
HOMY 3a KPUBHMH Ha puC. 3, ISl JEIKOTO KOB3aHHS, IO
MoOXKe OyTH 3aJaHO, HaNpHKIIAMA, 32 peKoMeHpaarisMu [§],
IIPM yMOBI HENEPEBHIIEHHS EIEeKTPUIHUMH BTpaTaMu
HOMIHAJILHOTO 3HayeHHs. lle mokasye, 10 TUPUCTOPHUN
PETYJISITOp HalpyrH MOXe OyTH BUKOPHCTaHUH SIK €HEpro-
30epiralounii eeMeHT NPy 3MIHHOMY HaBaHTaXEHHI, MpU
bOMY €MHICTh KOH/IEHCATOpa MOXE 3aJIMILIATUCh MOCTiH-
HOIO [IPY 3MiHI HABAHTAKEHHS Y IIUPOKOMY J[iaIla30Hi.

[TopiBHAHHA pPO3PaxOBaHUX 3a 3alPOIOHOBAHOIO
METOJHMKOI0 BEJIMYMH 3 OTPUMAaHMMHU 3a Mojemto [20],
[0 BPaxOBY€ BIUIMB HECHHYCOITHOCTI Ta HECHMETpii Ta
0a3yeTbcsa Ha AudepeHmiaTbHAX PIBHAHHAX EIeKTPHUIHOL
MAaIllMHY, MOKa3alo BigxwieHHs y 3...15 % npu BuzHa-
YeHHI MOMeHTIB Ta y 5...20 % npu BH3HAueHHI BTpaT.
MeHun nudpy BiINOBIAAIOTh PeKUMaM 3 OJIM3bKUMH J10
HOMIHAJBHUX KOB3aHHsAMH. [lpoTe HaBeneHa y crarTi
aHAJTITUYHA METOIMKA JJ03BOJISIE IIPOBOAUTH IMOPIBHAIB-
HUH aHaNi3 XapaKTepUCTHK JBUTYHA 3 PI3HUMH €MHOCTS-
MU (a303CyBalOdOro KOHJEHCATOopa MPH PI3HUX CXeMax
BKIIIOYEHHSI B ONHO(A3Hy MEpexXy Ta Yy CHMETPUYHOMY
PEXUMI TIPU OJJHAKOBHX JIOMYIICHHSX, TaKUX SIK HE3MiH-
HICTb MapaMeTpiB CXEM 3aMillleHHs Ta HEBpaxyBaHHS
MEXaHIYHUX Ta JO0AaTKOBUX BTpar. lle mae MoIuBIiCTH
no0aYuTH 00YMOBIICHUI caMe HECUMETPHYHHUM PEXUMOM
poboTH BIUIMB €MHOCTI (ha303CyBarOvY0Oro KOHAEHCATOPa
Ta CXeMH BKIIOUeHHS [3, 21] Ha BTpaTH eHeprii.

BnuiuB Buiux rapMonik. OyHKIIIOHATBEHI MOXKITH-
BOCTI peryJbOBaHMX 32 HANpyror AaCHHXPOHHHX EJIEKT-
POTIPHBOIB peaizyloThcs y JBOX OCHOBHUX HAIpsMKax.
[epmmit OB A3aHMi 3 peryJIOBaHHAM IIBHIKOCTI y He-
BemukoMy (1o 30 %) miama3oHi MpH MEepeBaXKHO BEHTHIIS-
TOPHOMY XapaKTepi HaBaHTAKCHHS Ta 3a0e3MCUCHHSIM
M sikoro mycky [8]. Ilpu xuBnenni Big TPH crnoxxusana
MOTY)KHICTh BHWINA, HDK MPH CHHYCOiJHOMY >KHBJICHHI
BHACIHIJOK 30UIBIICHHS BTPAT BiX BHIUX TapMOHIK, IPU
OJHAKOBHX MOMEHTAaX Ta KOB3aHHI JOCSTalo4dl IIpH
o = 90...110 en. rpan. nepesumenns Ha 20-30 % [16].
[Tpuyomy, BKa3aHuUi iarma3oH 3MiHHU IIBUIKOCTI 3abe3Iie-
YyeThCSl 3MIHOIO KyTa KepyBaHHS TUpUCTOpaMu a<60 ed.
rpaz [3]. [Ipu HeoOXigHOCTI 30UIBIICHHS Aiala30Hy pery-
JIIOBaHHSI MO’KHAa BUKOPHCTOBYBATH KOMOIHOBaHYy CXeMy 3
MepEeMHUKaHHAM CXeMH 3’ €THaHb cuioBoi yactuHu [lITeit-

HMETIa Ha MOCIiOBHO-TIApANIeNIbHY, LI0 Mae€ Kpauui
rapMoHiiHuiA cxian [16].

s % cxema MoxKe 3a0€3MEeYUTH BUIIUN MOPIBHIHO 3
cxemoro lllTeifHMeTIIA ITyCKOBHA MOMEHT 3 po0OO0YOI0
emHicTio [3]. Toxi sk I CXeM 3 MOCTIHHOI CTPYKTYPOIO
CHJIOBOI YaCTHHH BHUKOPHUCTaHHS poO0YOi €MHOCTI MOXeE
He 3a0e3neuyBaTH HEOOXiJHI ITyCKOBI BJIACTUBOCTI, Ta
BUMarae BUKOPHUCTAHHS OKPEMOTO ITyCKOBOTO KOHJICHCa-
TOpa, 1110 NOTipIy€e Maco-rabapuTHI MOKa3HUKHU arperary.

Jpyruii HampsMOK pO3BUTKY LUX €JIEKTPONPHBOIIB
OB ' SI3aHUH 3 MiHIMI3aIli€l0 BTPAT MOTY>KHOCTI MPH 3MiHi
HaBaHTAXEHHS, [0 y BHUIAJIKY IPHUITYLICHHS IIPO CHHYCO-
inHy Hampyry Ha BUXOJI peryisTopa HalpyTd JOCSATaeTh-
csl nursixoM craOimizanii koB3auHs [8]. Ilpu npakTuyHin
peaizarlii 3aKOHy ONTHMIi3alii eHeprocnoKUBaHHS, BHA-
CIIJIOK BIUIMBY BHIIMX T'apMOHIK 3MEHIIYEThCS Jiarna3oH
3MiHH MOMEHTY HaBaHTAXXEHHS, 3a SIKOTO MOXIIMBE CHEp-
ro30epexeHHs. 30UTBIIATH [IEH Niara30H MOXIIUBO TEXK
3a paXyHOK BHKOPHCTaHHSI KOMOIHOBaHOI CXeMH 3 mepe-
MuKaHHSAM cxemH lllTeifHMeTnia Ha cxeMmy «3ipka 3 Hy-
JIOBHHM IPOBOAOMY MPU MaJIMX BaHTKEHHAX [21].

Tako>x 3alporoHOBaHa y CTaTTi METO/IMKa, 10 Bpa-
XOBYE€ TIJIBKH TEPIIy TAPMOHIKY, MOKe OYTH 3aCTOCOBaHA
JIO PETYJISITOPIB HAIIPYTH 3 CYYaCHUMH 3aC00aMU KOPEKIIil
SIKOCTI eTeKTpoeHeprii [22-25].

Bucnosku. Ha npukiazi cxemu IllTeiinmeriia po3po-
OJIeHa aHANITHYHA METOMKA PO3PAaXyHKY eNEKTPOMATHITHO-
ro MOMEHTY Ta BTpaT eHeprii Tpu]asHOro acHHXPOHHOTO
JBUTYHA 33 CXEMOIO BKJIIOUCHHS Yy ONHO(A3HYy MEpexy 3
(haz03cyBarOYMM KOHJICHCATOPOM, 10 JIO3BOJISIE TIPH ASSIKUX
TIPUIYIICHHSX TPOBOJUTH TIOTIEPENHINA ITONTYKOBHIA aHAIi3
pEryJabOBaHMX 32 HANpPYrol OAHO(A3HWX aCHHXPOHHHX
ENIEKTPOTIPUBOIIB 1 BHOMPATH ONTHUMAIBHI MapaMeTpy KOH-
JIeHcaTopa. 3arporioHOBaHA METOMKa MOXKE OyTH 3aCTOCO-
BaHa TAKOX 1 IO 1HIINX MOXIIMBHUX CXEM BKITFOUCHHS TpHU]a-
3HOTO JIBUT'YHa y OAHO(A3Hy Mepexy IpH 3aCTOCYBaHHI
BIATIOBITHIX JaHUM cxeMaM piBHsHB Kipxroda. TTokasaHo,
IO PEryJIATOp HANPYTd MOke OyTH 3aCTOCOBAHMIA SIK €HEep-
ro30epiraroumii MpUCTPil, Ta HOro 3aCTOCYBaHHS JI03BOJISIE
BUKOPHCTOBYBATH MOCTIHHY €EMHICTh ()a303CyBalO4Or0 KOH-
JICHCAaTOpa, ONTUMAJIBHY JUIsL OJJHOTO 3HA4YeHHS KOB3aHHS,
IIPY 3MiHI HABAaHTAXKEHHS Y IIMPOKUX MEXaX 32 YMOBHU CTa-
Olmizawii 1bOro KOB3aHHSI.

Kouduikr intepeciB. ABTOpW cTaTTi 3asBISAIOTH
PO BiJICYTHICTb KOH(IIIKTY iHTEpECIB.
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Method of calculation of electromagnetic torque and energy
losses of three-phase induction motors when powered by a
regulated single-phase voltage.

Introduction. Single-phase power supply of induction motors is
used in public utilities, in microclimate control systems for remote
agricultural consumers, in water supply and pipeline transport
systems, etc. In practice, there is the use of induction motors with
three-phase stator winding in the conditions of single-phase power
supply. Starting and operating capacitors are used to enable their
operation when powered by a single-phase network. Problem.
There are many fairly accurate methods for calculating the charac-
teristics of an induction motor in asymmetric, including single-
phase, modes of operation, but they are based on differential equa-
tions, which does not allow to obtain analytical expressions for
preliminary analysis and synthesis of such systems. Goal. The
purpose of this article is to develop the analytical method of defini-
tion of electromagnetic torque and energy losses of voltage-
regulated three-phase induction motors working according to the
scheme of single-phase inclusion with the phase-shifting capacitor.
Methodology. The method is based on the theory of symmetric
components and analysis of replacement schemes of induction
machine in motor and generator modes. Results. The analysis of the
obtained data shows that at a constant value of the phase-shifting
capacitor capacity induction motor working according to the
scheme of single-phase inclusion has a minimum of losses at one
value of slip at different values of supply voltage. Therefore, if you
keep this slip constant when the load changes, you can achieve a
mode of minimizing losses at a constant value of the capacity, opti-
mal for this slip. This shows that the thyristor voltage regulator can
be used as an energy-saving element under variable load, while the
capacitance of the phase-shifting capacitor can remain constant
when changing the load in a wide range provided that this slip is
stabilized. Originality. The developed method allows to obtain
analytical expressions for comparative analysis of electromagnetic
torque and energy losses of three-phase induction motors powered
by a single-phase network at different values of the capacity of the
phase-shifting capacitor, supply voltage for different variants of
schemes for including three-phase induction motors in a single-
phase network. Practical value. Based on the developed analytical
method, the optimal parameters of phase-shifting capacitors and
rational schemes for including three-phase induction motors in a
single-phase network can be determined. References 25, figures 3.
Key words: induction motor, single-phase supply, voltage
regulator, method of symmetric components, phase-shifting
capacitor.
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Synthesis of an effective system of active shielding of the magnetic field of a power
transmission line with a horizontal arrangement of wires using a single compensation winding

Aim. The theoretical and experimental studies of the effectiveness of reducing the level of the magnetic field in two-storey cottage of
the old building of a power transmission line with a horizontal arrangement of wires by means of active shielding with single
compensation winding. Methodology Spatial location coordinates of the compensating winding and the current in the shielding
winding were determined during the design of systems of active screening based on solution of the vector game, in whith the vector
payoffs is calculated based on Biot-Savart's law. The solution of this vector game calculated based on algorithms of multi-swarm
multi-agent optimization. Results The results of theoretical and experimental studies of the effectiveness of reducing the level of the
magnetic field in two-storey cottage of the old building of a power transmission line with a horizontal arrangement of wires by means
of active shielding with single compensation winding are presented. Originality. For the first time, the theoretical and experimental
studies of the effectiveness of reducing the level of the magnetic field in two-storey cottage of the old building of a power
transmission line with a horizontal arrangement of wires by means of active shielding with single compensation winding are
considered. Practical value. From the point of view of the practical implementation it is shown the possibility to reduce the level of
magnetic field in two-storey cottage of the old building from power transmission line with a horizontal arrangement of wires by
means of active shielding with single compensation winding to the sanitary standards of Ukraine. References 48, figures 14.

Key words: power transmission line, horizontal arrangement of wires, magnetic field, system of active screening, computer
simulation, experimental research.

Mema. I[Iposedeno meopemuuni ma eKcnepumMeHmanbhi OOCAIONCeHHs eQeKMmuUSHOCMI 3HUICEHHS PIGHA MACHIMHO20 MO 8
ogonogepxosomy Komeoci cmapoi 6yoieni JIEIl 3 zcopuzonmanbHum po3mauty8aHHAM Npoeo0ie 3a O00NOMO20I0 AKMUEBHO20
eKpaHy8aHHs 3 OOHI€EI KoMneHcayitinoio oomomxoro. Memoouka. [Ipocmoposi koopounamu po3mauty8anHs KOMNEHcyiouoi oomomu
i cmpymy 68 obMmomuyi 6U3HAYEHO NPU NPOEKMYBAHHI CUCTEeMU AKIMUBHO20 eKPAHY8AHH HA OCHOGI piuleHHs 8eKMOPHOI epu, 8 AKill
6exmop yinu pospaxoeyromucs 3a 3axonom bio-Caeapa. Piwenna yiei 6exmopHOi 2pu po3paxoeaHo HA OCHOGI aneopummis
bacamopotiosoi bacamoacenmnoi onmumizayii. Pezyaomamu. Hasedeno pesyiemamu meopemuynux ma eKCnepuMeHmaibHux
00CNiOCEHb  eeKMUBHOCME  3HUMNICEHHS. DIGHST MASHIMHO20 NOAsL 6 080NOSEPX08OMY Komeddci cmapoi 6yoieni JIEII 3
2OPU3OHMANLHUM PO3MAULYBAHHAM NPOB00I8 3a OONOMO20I0 AKMUBHO20 EKPAMYB8AHHA 3 OOHIEI0 KOMNEHCAYIUHOW O0OMOMKOIO.
Opuczinanshicms. Bnepuie nposedeHo meopemuuni ma eKCnepuMeHmanbHi O0CHIONCEeHH e@DeKmUBHOCMI 3HUNCEHHS DIGHS
MA2ZHIMHO20 NOJSL 8 080N0BEPXOBOMY Komeddici cmapoi 6yoieni JIEII 3 2opuzonmansHum po3smauty8aHHam nposooie 3a 00NomMo2or0
AKMUBHO20 eKPAHYBAHHS 3 0OHIEI0 Komnencayiunoio obmomxorwo. Ilpaxkmuuna winnicme. 3 mouku 30py npakmuynoi peanizayii
NOKA3AHA MOJHCIUGICING ZHUNCEHHS PIGHS MASHIMHO20 NOJIA 8 080N08EPX080OMY KOmeodxci cmapoi 6yoieni i JIEII 3 zopuzonmanvuum
PO3MAULYBAHHAM NPOBOOI6 3d OONOMO20K0 AKMUBHO20 €KPAHY8AHHA 3 OOHIEI0 KOMNEHCAYIUHOW 0OMOMKOK OOpI6HA CAHIMAPHUX
nopm Yrpainu. bion. 48, puc. 14.

Knouosi cnosa: mnoBiTpsina JliHis ejekTpomnepenayvi, ropu3oHTaJIbHE PO3TALIYBAHHSI NMPOBOAIB, Mar"iTHe ImoJie, cHCTeMa
AKTHBHOI0 ¢KPAHYBAHHS, KOMII'IOTEPHE MOJ¢/II0BAHHS, €eKCIIEPUMEHTAJIbHI JOC/i/IKeHHS.

Introduction. The most dangerous source of
technogenic magnetic field of power frequency for the
population are high-voltage power lines. Without taking
special measures, they create an intensive magnetic field
(MF), which has carcinogenic properties at distances up to
100 m from the transmission line. Therefore, the world is
tightening sanitary standards for the maximum allowable
level of MF induction 50-60 Hz (less than 1 pT) and
intensive work is being done to ensure them for the
population. Currently, strict sanitary norms on the
induction of MF (0.5 uT) are introduced in the regulations
of the Ministry of Energy of Ukraine. However, at present
in Ukraine these norms are often exceeded, which poses a
threat to the health of millions of people living closer than
100 m from high-voltage power lines.

Comprehensive experimental studies of 10-330 kV
overhead transmission lines conducted by the A. Pidhornyi
Institute of Mechanical Engineering Problems of the
National Academy of Sciences of Ukraine showed [1-4], that
their MF are 3-5 times higher than the normative level at the
border of previously formed sanitary zones by electric field.

This situation requires urgent measures to reduce by
3-5 times the MF of existing transmission lines within the
cities of Ukraine. A similar situation is typical for most
industrialized countries of the world, but in these countries
have already created and widely used technologies for
normalization of existing transmission lines.

The most effective technology is the reconstruction
of power lines by removing them to a safe distance from
residential buildings, or replacing overhead power lines
with a cable line. However, such reconstruction requires
huge financial resources. Therefore, less expensive for
Ukraine are less expensive methods of shielding MF
operating power lines, of which the required efficiency is
provided by methods of active contour shielding of the
magnetic field [5-10].

The technology of active contour shielding of
magnetic field power lines has been developed [11-18]
and used in developed countries for more than 10 years,
such as the United States and Israel. In Ukraine at present,
both such technology and the scientific basis for its
creation are absent [19]. This does not allow relatively
inexpensive methods to protect the population from man-
made industrial frequency industrial power generated by
transmission lines. Therefore, the creation of scientific
bases of domestic technology of active shielding of
industrial frequency magnetic field in buildings to a safe
level is an urgent scientific and technical problem.

Many residential buildings and structures are located
in close proximity to high-voltage power lines so that the
level of induction of the MF inside them exceeds modern
sanitary standards. In addition, due to the constant rise in
land prices, the construction of residential, administrative
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and other public buildings and structures in the areas of
the existing high-voltage power lines continues. One of
the possible ways to operate such buildings is the use of
active shielding systems.

At present, various systems of active shielding of the
technogenic magnetic field of power frequency are being
intensively researched and implemented all over the
world. In such systems, special windings are used as the
executive body of the active shielding system — active
winding, the number of which is determined by the
specifics of the problem to be solved.

The simplest system is one that uses only one single
compensating winding.

The aim of the work is to synthesize and study the
effectiveness of the simplest system of active shielding of the
magnetic field of a single-circuit power line with a horizontal
arrangement of wires using only one compensation winding
to reduce the magnetic field to a safe level.

Problem statement. As a source of technogenic
magnetic field in the development of a power
transmission line layout, we will take a single-circuit
three-phase power transmission line 110 kV with a
horizontal arrangement of current conductors, the
dimensions of the supports of which are shown in Fig. 1.

3,25 m3,25

/

‘4m

conductor

13,4 m

9.4 m

level

OAMNAARRAARNRENRNRAAN
Fig. 1. Dimensions of the power transmission line
with horizontal arrangement of wires

The choice of the dimensions of the suspension of
current conductors on the supports of the power
transmission line is carried out based on the condition for
creating the maximum external magnetic field created by
the current conductors of the power transmission line
along the passage of the power transmission line route,
namely, for the option with a minimum height of the
location of the current conductors and the maximum
distance between them. Based on the stated conditions, as
the calculated dimensions of the power transmission line
support, we select the dimensions of the anchor cable
support (Fig. 1), while taking into account the height of
the insulators (1 m) and the amount of sag of the
conductors in the middle part between the supports (3 m).

The calculated dimensions of the anchor cable
support of the «glass» type, taking into account the sag of
the current conductors and the height of the insulators, are
shown in Fig. 1. We do not take into account the «dance»

of current conductors under the action of wind load,
assuming the projection of current conductors in a vertical
plane perpendicular to the base of the power transmission
line support.

On Fig. 2 are shown the layout of the power
transmission line, compensating winding and protected area.
Arrangement of active elements

|
[
|
-
| —
-

X, m
Fig. 2. Layout of the power transmission line, compensating
winding and protected area

On Fig. 3 are shown lines of equal level of the
induction module of the initial magnetic field of a three-
phase single-circuit overhead power line. This induction
is computed at a power line current of 1000 A. The
induction of initial magnetic field in the considered space
is 1.8 uT, which is 3.6 times higher than sanitary norms.

Fig. 3. Lines of equal level of the induction module of the initial
magnetic field of a three-phase single-circuit overhead power line

To reduce the level of the magnetic field around the
world, systems of active shielding of the magnetic field
are used with the help of a system of special controlled
magnetic field sources — windings with adjustable current,
installed in the area where it is necessary to maintain
internal magnetic field parameters [11-14].

For a given shielding space, in particular an two-
storey cottage of the old building located in the immediate
vicinity of an overhead power line, it is necessary to
create a magnetic field by means of active shielding,
which would compensate for the original magnetic field.

Consider a system of active shielding of magnetic
field using a system of special controlled sources of
magnetic field — windings with adjustable current, installed
in the area where it is necessary to maintain the parameters
of the internal magnetic field within specified limits.
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Computational method. We introduce the vector of
the required parameters of systems of active shielding, the
components of which are vector of coordinates of the
spatial location of the compensation windings and
regulators parameters [20-24]. Also we introduce vector
of the parameter of uncertainty of external magnetic field
model [23, 24]. Then the problem of synthesis of systems
of active shielding is associated with computation of such
vector of the required parameters of systems of active
shielding which assumes a minimum value from
maximum value of the magnetic flux density at selected
points of the shielding space [25-29]. However, in this
case, it is necessary to simultaneously determine such a
value of vector of the parameter uncertainty, at which the
maximum value of the same magnetic flux density is
maximum. This is the worst-case approach when robust
systems synthesis [30-33].

This problem is the multi-criteria two-player zero-
sum antagonistic game [40, 41]. The vector payoffs are
the magnetic flux density in points of the shielding space.
The vector payoff is the vector nonlinear functions of
vector of the required parameters of systems of active
shielding and vector of the parameter of uncertainty of
external magnetic field model and calculated based on
Biot-Savart's law [1]. In this game the first player is the
parameters of systems of active shielding and its strategy
is the minimization of vector payoff. The second player is
the vector of parameter uncertainty and its strategy is
maximization of the same vector payoff. The decision of
this game is calculated on based of multi-swarm
stochastic multi-agent optimization algorithm [42-48].
This decision is choose from systems of Pareto-optimal
decisions [42].

Simulation results. Let us study the efficiency of
the synthesized system of active shielding for this power
transmission lines. To compensate for this technogenic
magnetic field in the space under consideration, only one
single compensation winding is used, the spatial
arrangement of which is shown in Fig. 2. The distribution
of the resulting magnetic field with the active screening
system turned on is shown in Fig. 4.

Fig. 4. Lines of equal level of the magnetic field induction
module of a three-phase single-circuit overhead power line with
active shielding system enabled with one winding of the
magnetic actuator

As can be seen from this figure, using the active
screening system, it was possible to reduce the induction
level of the initial magnetic field to the level of 0.6 uT in
the space under consideration. In this case, the efficiency
of the active shielding system is more than 2.

On Fig. 5 are shown the dependences of the
induction value of the initial magnetic field and the
magnetic field with the active shielding system turned on
as a function of the distance from the extreme current
conductor of the power line.

18 BLuT

O 215 22 225 235 285 24 245 25 255 26
Fig. 5. Dependences of the induction value of the initial
magnetic field and the magnetic field with the active shielding
system turned on as a function of the distance from the extreme
current conductor of the power line

On Fig. 6 are shown the space time characteristics of
the magnetic field created by: [) power lines;
2) compensating winding; 3) the total magnetic field with
the system turned on.
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Fig. 6. The space time characteristics of the magnetic field
created by: I — power lines; 2 — compensating winding;
3 — the total magnetic field with the system turned on

Experimental studies. To conduct experimental
studies of the efficiency of the synthesized system,
models of power transmission lines and systems have
been developed. Using the geometric dimensions of the
power transmission line (Fig. 1), the relative position and
dimensions of the protected area, we calculate the
dimensions of the overhead line layout. The obtained
dimensions for placing the windings and installing three-
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phase wires for modeling the field of an overhead line are
shown in Fig. 7.
An example of the developed layout of the current

compensating winding and the protected area is shown in
Fig. 7. The area in which it is necessary to shield the
magnetic field also is shown by a rectangle located on the

conductors of the power transmission line, the right side of the Fig. 7.
0.4 m, 0.4m
conductors
2,6 m 0,55m

g

o~

= protected area S g

- N " =
= =3

level ground

AUUEEIEEER R RER I AR EEEEERAEEEAREEEAEEEEEERAREEEREEEREREERRRRNNRNRRNN RN

Fig. 7. Estimated dimensions of models of anchor cable support and shielding area

Simulation of model of system of active shielding.
Let us study the efficiency of the synthesized model of
system of active shielding for this power transmission
lines. In Fig. 8 are shown the calculation scheme for the
layout of power transmission lines, compensating winding
and protected area.
Arrangement of active elements

_______________

X, m
Fig. 8. The calculation scheme for the layout of power
transmission lines, compensating winding and protected area

The distribution of the resulting magnetic field with
the active screening system turned on is shown in Fig. 4.
As can be seen from this figure, using the active screening
system, it was possible to reduce the induction level of the
initial magnetic field to the level of 0.6 uT in the space
under consideration. In this case, the efficiency of the
active shielding system is more than 2.

On Fig. 9 are shown the lines of equal level of the
induction module of the initial magnetic field of the
model of three-phase single-circuit overhead power line.
This induction is computed at the model power line
current of 100 A. The induction of initial magnetic field
of model in the considered space is 1.6 uT.

The distribution of the resulting magnetic field with
the model of active screening system turned on is shown
in Fig. 10. As can be seen from this figure, using the
active screening system, it was possible to reduce the
induction level of the initial magnetic field to the level of
0.4 uT in the space under consideration. In this case, the
efficiency of the active shielding system is 4.

Fig. 9. The lines of equal level of the induction module of the
initial magnetic field of the model of three-phase single-circuit
overhead power line

L
4 0§ 3, ma6

Fig. 10. The distribution of the resulting magnetic field
with the model of active screening system turned on
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On Fig. 11 are shown the dependences of the
induction value of the initial magnetic field and the
magnetic field with the active shielding system turned on
as a function of the distance from the extreme current
conductor of the power line.

Note that as follows from the comparison of Fig. 5
and Fig. 11, the shielding factor of the system layout is 4,
which is greater than the shielding factor of the original
system.

1.6

1.4

1.2

0.8

0.6

0.4

| |
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0.2 -————-

%6 265 27 275 28 285 29 295 3 305 31

Fig. 11. Dependences of the induction value of the initial
magnetic field and the magnetic field with the active shielding
system turned on as a function of the distance from the extreme
current conductor of the power line

On Fig. 12 are shown the space time characteristics
of the magnetic field created by: /) power lines;
2) compensating winding; 3) the total magnetic field with
the system turned on.

B,, pT
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Fig. 12. The space time characteristics of the magnetic field
created by: / — power; 2 — compensating winding;

3 — the total magnetic field with the system turned on

Results of experimental studies of model of
system of active screening. Let us now consider the
results of experimental studies of model of system of
active screening.

The layout of the models of power transmission
lines, compensating winding and protected area are shown
in Fig. 13.

Fig. 13. The layout of the models of power transmission lines,
compensating winding and protected area

On Fig. 14 are shown the experimental dependences of
the induction of the initial magnetic field of the layout /) and
the magnetic field when the layout of the active shielding
system is turned on 2)—4) as a function of the distance from
the extreme current conductor of the power transmission line.

It has been experimentally established that the system
with the open control circuit has the greatest shielding factor
— more than 3, as it is shown curve 2 in Fig. 14. The
screening factor with a closed control loop (curves 3) and
(curves 4) depends on the position of the sensor, with which
the resulting magnetic field is measured.
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Fig. 14. The experimental dependences of the induction of the
initial magnetic field of the layout and the magnetic field when
the layout of the system of active shielding is turned on

Conclusions.

1. For the first time, the theoretical and experimental
studies of the effectiveness of reducing the level of the
magnetic field in two-storey cottage of the old building of
a power transmission line with a horizontal arrangement
of wires by means of active shielding with single
compensation winding.

2. The space-time characteristics of the magnetic field
generated by a power transmission line with a horizontal
arrangement of wires have been studied. It is shown that
these characteristics have the shape of an elongated
ellipse, which confirms the possibility of effective
compensation of such a magnetic field using single
compensation winding.

3. The synthesis of single-circuit systems of active
shielding of the magnetic field created by single-circuit
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overhead power lines 110 kV with a horizontal arrangement
of wires in a two-story cottage of an old building was carried
out. As a result of the synthesis, the coordinates of the
location of single compensation winding, as well as the
current and phase in these compensation winding, were
determined to ensure high shielding efficiency.

4.For the synthesis of robust systems of active
shielding, the vector game solution was calculated based
on stochastic multi-agent optimization algorithms. The
calculation of the game payoff vector and restrictions was
carried out on the basis of the Biot—Savart law.

5. Theoretically and experimentally confirmed the
possibility of reducing the magnetic field to a safe level of
sanitary standards of Ukraine in a two-story cottage of an
old building from power lines with a horizontal
arrangement of wires using a synthesized simple system
of active shielding with a single compensation winding.
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Fault tolerant control of a permanent magnet synchronous machine using multiple
constraints Takagi-Sugeno approach

Introduction. Fault diagnosis, and fault tolerant control issues are becoming very important to ensure a good supervision of systems and
guarantee the safety of human operators and equipments even if system complexity increases. Problem. In fact, the presence of faults in
actuators, sensors and processes can lead to system performance degradation, system breakdown, economic loss, and even disastrous
situations. Furthermore, Actuator saturation or control input saturation is probably the most usual nonlinearity encountered in control
engineering because of the physical impossibility of applying unlimited control signals and/or safety constraints. Purpose. This article is
dedicated to the problem of fault tolerant control for constrained nonlinear systems described by a Takagi-Sugeno model. One of the
interests of this type of models is the possibility of extend some tools and methods from linear system case to the nonlinear one. The
novelty of the work consists in developing a fault tolerant control algorithm for a nonlinear Permanent Magnet Synchronous Machine
model using an observer based state-feedback control technique in order to enhance fault and state estimation despite actuator
saturation and system disturbances. Methods. Indeed a sensor fault detection observer based residual generator is synthesized with a
guaranteed L, performance to attenuate the external disturbances effect from one side and to maximize the residual sensitivity to faults
from the other side. Based on Lyapunov function, design conditions are formulated in terms of Linear Matrix Inequalities to ensure
stability of the global system. Practical value. A detailed study concerning nonlinear permanent magnet synchronous machine model,
which is consolidated by simulation results, is conducted to show the used algorithm’s effectiveness guarantying fault estimation and
reconfiguration of the control law to maintain stable performance even in the presence of actuator faults, external perturbation and the
phenomenon of actuator saturation. References 19, tables 1, figures 5.

Key words: Takagi-Sugeno models, actuator saturation, state estimation, actuator faults diagnosis, fault tolerant control,
permanent magnet synchronous machine model, linear matrix inequalities.

Bemyn. [liaenocmuka necnpagHocmetl i nUmMaHHsA Cmilikocmi 00 6i0MOBU CMArOMb Oyice GANCTUSUMU OISl 3A0e3NeUeHH XOPOUl020
KOHmpomo cucmem i eapanmii 6e3nexku nro0eu-onepamopie i 0Ona0HanHA, HASIMb AKWO CKIaoHicms cucmemu 3pocmae. Ilpoonema.
Hacnpaeoi nassnicme necnpasHocmeil y 6UKOHAGUUX MEXAHIZMAX, OAMYUKAX | NPOYECax Modice Npu3eechu 00 SHUNCEHHs NPOOYKMUBHOCI
cucmemu, NOIOMKU CUCHIEMU, eKOHOMIYHUX empam | Hagimb kamacmpogiunux cumyayii. Kpivm moeo, nacuyens 6UKOHABYO20 MEXAHIZMY
abo HacuueHHs Kepyiouo2o 6x00y, UMOSIPHO, € HAOLIbUL NOWUPEHON HEeNIHIUHICIIo, WO 3YCMpIiaembca 8 mexHiyl KepyeamHs uepe3
DI3UYHY HEMONCTUBICMb 3ACOCYBAHHS HEOOMENCEHUX KepyIouux cucHanie ma oomexcens Oesnexu. Mema. LJn cmammsa npucesuena
npoonemi cmiikocmi 00 8I0MOBU HETTHILIHUX cUCmeM 3 0OMedCeHHAMU, wo onucyiombcs moderno Taxazi-Cyeeno. O0Hiero 3 nepesaz yboeo
muny mooeneti € MONCIUBICIb NOWUPENHs. OesKUX THCMpYMeHmis ma memooié 3 6unaoky niuitinoi cucmemu na weniniuny. Hoeusna
pobomu nonseae y po3pooyi aneopummy YApasuiHHA CMIKOCMI 00 6I0MOSU 04 MOOe HeNIHIlIHOI CUHXPOHHOT MAWUHY 3 NOCTIUHUMU
MacHImamu 3 BUKOPUCAHHAM MemoOy YNPAGNIHHA 31 360POMHUM 368 A3KOM CIMAHOM HA OCHOGI cnocmepieaud, Woo NOANWUmMY OYiHKY
NOMUNOK | CMAHIB, HE36ANCAIOUU HA HACUYEHHs npueody i 30ypenns cucmemu. Memoou. Jlilicno, cenepamop Hes'si3ku HA OCHOGL
cnocmepizaua GUAGIEHHS HECHPAGHOCTE OAMYUKA CUHIME3YEMbCA 3 2APAHMOBAHOI0 NPOOYKMueHicmio L, wob nociabumu eniue 306HiuHix
nepeuikoo 3 00HO20 OOKY ma MAKCUMIZYBAMU 3ATUUKO8Y Yymaugicms 0o Hecnpasrnocmeti 3 inuioz2o 60ky. Ha ocnoei ghymryii Jlanynosa
VMOBU NPOEKMYBAHHS YOPMYTIOIOMBCA 8 MEPMIHAX TIHILIHUX MAMPUYHUX HepiGHOCMel ONa 3aDe3nedeH s CIiUKocmi 2100anbHOi cucmemu.
Ilpakxmuuna wuinnicme. Jlemanvne 00CHIONCEHHS HENHIUHOL MOOeNi CUHXPOHHOI MAWUHU 3 NOCMIUHUMU MacHimamu, 06'€OHawne
pe3yIbmamamu. MoOemo8aHHs, NPOBOOUMbCSL 05l OeMOHCIPAYii egheKmusHOCHI BUKOPUCIOBYBAHO20 ANROPUMMY, WO 2APAHMYE OYIHKY
8I0M06 ma pexkoHghieypayito 3aKOHY YNPABTiHHA Ol RIOMPUMKU cmMAbiIbHOi podomu HABIMb 30 HASIBHOCH BI0MO8 NPUBODY, 308HIUUHIX
36ypens ma sguwa Hacudenns npusody. biobn. 19, Tabm. 1, puc. S.

Knrouosi cnosa: monedi Takari-Cyreno, HacuueHHsl IPUBOAY, OLiIHKA CTaHy, AiarHOCTUKA HeCNPAaBHOCTEl NMPUBOY, CTiliKicTH
10 BiIMOB, MO/Je/1b CHHXPOHHOI MAIIIMHH 3 NOCTiliHUMH MarHiramu, JiHiiiHi MaTpu4Hi HepiBHOCTI.

Introduction. Faults detection and isolation (FDI)
has been the subject of many research for linear and
nonlinear systems. However, in practical cases used only
the FDI block for the process is not enough to preserve
desired performance, security and system stability. Hence,
fault tolerance must be treated and controllers are
synthesized to ensure system stability even in failed
situations and degraded operations. We can classify the
fault tolerant control (FTC) into passive FTC and active
FTC [1, 2]. The first approach can be considered as a
robust control, and it requires a priori knowledge of faults
that can affect the system, the controller is then designed
to compensate them, all possible faults are considered as
uncertainties, and an adaptive observer is employed to
estimate the fault and state signals. The second is called
active FTC, we use in this approach a very robust FDI
block to know with exactitude the information’s about
faults which constitutes its major disadvantage. Indeed, a

false alarm or an undetected fault can lead to degradation
of performance or even instability [3].

During the design of the FTC controller, we must
take into account the saturation of the actuator to avoid
the undesirable effects that can destabilize the closed-loop
system, and degrade the desired performances [4, 5].
Therefore, much attention has been given to stability
analysis and controller design for systems with actuator
saturation [6]. More-over, several works propose a norm-
bounded controller based on multi-model Takagi-Sugeno
(T-S) fuzzy approach, due to the exceptional
characteristics of T-S fuzzy models for control purposes
to avoid control inputs limitations.

Many researches are developed around the T-S
multimodel representation [7, 8]. Nonlinear systems
described by T-S models have been considered actively
and especially in the fields of control, state estimation and
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diagnosis of nonlinear systems. This is related to the fact
that T-S fuzzy model can approximate exactly any
nonlinear system without loss of information. A T-S model
can be obtained using the non-linearity sector approach by
aggregating the local models using appropriate
interpolation functions [9]. These models have a great
ability to represent the complex dynamic system.

The stability analysis of a T-S system has been
studied in most cases by using a quadratic Lyapunov
function, and solutions are almost expressed as linear
matrix inequalities (LMI) [10, 11].

Goal. This paper aims to develop a robust control
approach subject to multiple system constraints, i.e.
actuator faults, input saturation, external perturbation. The
system is presented as a T-S fuzzy multi-model, and then
an observer-based FTC design method is introduced to
preserve the stability of the system with disturbance
rejection. The observer and controller gains are obtained
through an L, minimisation by solving LMI conditions.

The main contribution is to develop model-based
FTC-scheme for nonlinear dynamic systems described by
T-S models and subject to input constraints. Using the
Lyapunov theory for T-S systems, the obtained results are
less conservative and formulated in terms of LMI
conditions. Consequently, the proposed procedure has
also two advantages over the previous cited works.
Firstly, it is able to estimate time variable fault types.
Secondly, for the analysis of the fuzzy systems, to reduce
the computational cost of double summation slack
matrices has been introduced, which leads to a simple
design procedure. Furthermore, compared to the approach
presented in [12-16] the proposed FTC controller design
method can be considered for a large class of nonlinear
constrained systems.

Problem statement. Let consider the following
constrained and disturbed T-S model:

x="" w(E@)(Ax+Bsat(u+ f,(1)))+d (1) (0
y=2 HE@O)Cx

where xeR" is the state vector; ueR"™ is the control input;
yeR’ is the system output; 4;, B;, C; are the constant matrices
with appropriate dimensions; d(¢) is the external disturbance
signal; £,(f) is the actuator failure; &(¢) = [&1(?) ... {(9)] is the
decision variables; u{(&(f)) is the normalized activation
function satisfying the sum convex propriety [17]:

0< u (&) <1 Vie{l,2,.r}

i=1 1,(&(1) = 15(0) )
(1) = ot
D W)

w (@) =TT M, @)

where wi(&(1)) are the weights; M;(&(7)) are the fuzzy set.
The function sat(u + f,(f)) represents the actuator failure
saturation function.

The following lemmas and notations will be used in

Lemma 2 [18, 19]: Let £ be an mxm diagonal
matrix whose elements are 1 or 0. Suppose that |v,~| <u;

for all iel, where v; and u; are the i element of ve R and

.
ueR" respectively. If x e ﬂL(H J-) for xeR", then

j=1
sat(u,ur) = z; o (Eu+E.v)
4
jzlaszla OSGSSI ()
' _Z./:l HiH x
L(H,-)={xeR”,\h,:’x\gL7i}, 5)

where E, denotes all elements of E, E. s =1-Eg; H;is the

mxn matrix and A/ is the i row of the matrix Hj; ay is the
weighting functions related to the polytopic representation
of the saturation function.

Lemma 3 [18]: An ellipsoid &(P, p) is inside

B
ﬂL(Hj) if and only if:
j=1

Viel, (K (P/p)h/ <u}, (6)
where /1{ is the i row of the matrix H,.

Assumption 1 [3]: the faults are assumed to have a
first time derivative bounded as:

O fras 05 frm <0

Throughout the paper H(Z) denotes the Hermitian of
a matrix Z, i.e. H(Z) = Z + Z'; and I denotes the identity
matrix.

Fault tolerant control of T-S multi-model. The
design of the controller is based on FTC bloc with multi-
constraints (actuator fault, actuator saturation and external
disturbance) as shown in Fig. 1, ensuring the convergence
of the estimated states and the detection of the faults by
the observer.

! $e
sal(Urrctf) y
f » T-S System

v

UF TC

FTC
Controller

<—
Observer

Fig. 1. Fault tolerant control scheme

The following observer is adopted to estimate both
faults and system states as:

= Z::] m (Al.)?f + Bsat(u+ ]}u @)+ Liey)

the rest of this paper: y=Cx @)
Lemma 1 [2]: Let consider two matrices X and Y 5 r .
and a scalar o such that the following inequality is 1.=T zi:l uF; (ey +5ey)
verified: .
T T T 1yT e, =y=-y
X'Y+Y'X<oX'X+07Y"Y,0>0. 3)
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where j} eR" is the estimated state; fu(t) is the

estimated fault; L;, 7, F; and ¢ are the observer gains to be
determined.
The proposed FTC control law is given by:

Upe == K 3= 1,()5 ®)
Vire = - ;:1 wHx ©)

where K;, H; are the mxn gains matrices to be determined.
In this work, the saturation function can be written
as polytopic representation defined by:

Sat(”‘*’fu )=E, (UFTC +f;1(t))+ _asVFTC (10)

with:
E,=Y" aE,;: (11)
E, = 2:1 a,E, - (12)

Using (10), the system (1) will be:
* =% ﬂi(Aix+Bi[Eas(UFTc +u (t))+EasVFTC:|)+d(t) (13)

Using (8), (9) one can obtain:
(Ai—Bi(EasKﬁEasHi))x

i Z;ZI 4 - +d(t) (14)
+Bl-(EaSK,'+EasHi )ex +BiEger
with:
e =f,~F (1o

Theorem 1. The system that generate state error e,,
and fault error e is stable and asymptotically converge to
zero and achieve a disturbance rejection level y > 0 if

there exist a symmetric positive definite matrix X,
matrices L;, K;, Z, T, F; and scalars &, oy; ... o3,
solutions of the following LMI constraints:
__ min Vs
X,LI,K,,ZJ,T,F},()',U“,.”J;,
—2 j
u; z . .
T x0, Viel) 17
() X
_Dlﬂl * * * * * * * * * ]
D;| D;Z * * * * * * * * *
D:'I DZz D;”s * * * * * * * *
1 T 2
I I _7C —v°I * * * * * * *
NG ‘
o <05(18)
X 0 0 0 I * * * * * *
0 X 0 0 0 o o x ok x s
0 I 0 0 0 0 o0 * * * +
0 X 0 0 0 0 0 o * x =
1
0 0 —FC4 0O 0 0 0 0 o1 * *
5
1 -1
0 0 —FEC 0 0 0 0 0 0 oyl *
s
Lo o FC 00 0 o0 0 0 0 o57]
with:
” 72 ol .
D\ =H (4X -BE, K, _BiEm-Zj)’
n _ T T Ty T T.
D21 _(Ki Ezz.x' +Zj Em- )Bi ’
" o_ TpT-.
D3l - Ea.v Bi 4
" o_ T 7 7T _ TN - 19
Dzz_AiX"')Q’i _Li_Li =H (AiX_Li)’ ( )
"o TpT -
D32 - Em‘ Bi 4

Dl —-H (%F,.CB.E ).

i~as

The controller gains are obtained by K; = I?, X
H; = Z:X' and the observer gains are derived by
Li=L;-(Cx)".

Proof: let X = (P;/p) ' and Z; = H;X the inequality
(6) can be written as:

LZZX—(Z,:j )T Z,:/ >0, (20)
where z/ is the i" row of the matrix Z; and by Schur
complement, inequality (20) can be written as (17).

The goal is to determine the unknowns’ parameters

of the controller L, T, F; and 6. Let us choose the
following Lyapunov function:

h

e2y)

1
V=x"Px+ePe, +—efTT’lef >0
)
where P) is the symmetric positive definite matrix.
The derivative of V" with respect to time ¢ is given by:
V=x"Bx+x"Pi+é Pe +ePe, +

1

! 22)
+géfTT’lef +gefTT71éf <0

According to (14)—(16), ¥ becomes:
V=x"¥'Bx+eE B Px+e(K'E,"+
+H'E,")B'Px+d Px+x"PY x+x'EBE, e +

+x'PB(E, K. +E, H)e +x Pd+e ¢ Pe +

+ e‘/vTEMTB[.TPlex + dTPlex + e:Pl(é,eX + e:PlB,.EMe/—i- 23)

1. 1’
+e Pd +—fTT'lef. -— e',TF.Tef. —e,TF.Tef +
x 5 u 5 ¥ i y i
1 Trp-1 1 T - T
+gefT f, —EefFiey —eFe,
with:
W, =4-B(E,K +E,H,); (24)
$p=4-LC. (25)
The dynamic of the state estimation error, output
error and the fault estimation error are calculated by:

¢, =Y u(de +BE,e,)+d(t);
¢ =Cé :c( " w(de, +BE, e )+d(t)); @7

y X i~asvf

(26)

éf :<f';l _f;l : (28)
Now, using Lemma 1 and Assumption 1 we can
write:

L7 [ I
gf” T e‘/»+g€fT fH<E€/G€/+ (29)

+ %f;fmax/lmax (TilGilT?l )

Based on the dynamic errors defined by (26)—(28)
and the inequality (29) the time derivative of the
Lyapunov function (23) is rewritten as follows after some
algebraic manipulation using Lemma 1:

s, % % *
5, 5y * * (30)
E,B'P &, Sy * 1<
BB - CE

with:
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5,=¥, R+R¥Y, +I;
521 = (KITEasT +H1TEasT)BiTP1;
0y = ¢1T1)l +Re;

50 =E, B R-~FC~FC 31)

523 =hBE

B, - §'C ~CTE
1 TpT T T 1 1
533 :__TEas Bi C F; __F;CBiEaer_G.
S ) )
Multiplying (30) left and right by diag(X X 1 1),
where Fi_l = X the following inequality is derived:

D]1 * * *
(I?iTEa.\-T +Z/TEa.\-T)B,'T Dzz * *
E'B' X D, x |<032)
1 T T 2
1 1 ——TC F -y
L s i
with:
D, =H (AX-BE,K,-BE,Z)+XIX ;
D,, = AiX+XAiT _Zi _l_’[T =H (AIX_I_‘[);
(33)

D,=E,'B’' —%F,.CA[X +%F[CL[CX ~FCX 5

i~as

D,,=-H (%F,.CB.E )
Applying Lemma 1 the inequality (32) becomes:

D, % %
Dy DL * : (34)
D;, D, Dy ¥l
I 1 —% C'F' —-y°
with:
D), =H (4 X -BE,K,-BE,Z)+XIX ;
D, =(K'E,"+ZE,)B;
D, =E,'B';
Dj,=H (AX-LCX)=AX~+XA"-L -L"
+ UI[’IXX + Uzl.’ll_,l.ZiT + 031.’1)0( ’ (35)

ro_ TnpT.
Dy, =E, B ;

1

, 1 1
D, =-H (EF,,CB.E )+ 0y, EECAiAiTCTET o

i~as

+ 0y S FCCTE 4 0y FCCTE

Now, applying Schur complement on terms D'y,
D’», and D'33, the theorem 1 is hold.

Simulation results. In order to show the
effectiveness of the proposed FTC approach, a PMSM
non linear model is considered. The nonlinear PMSM
model is given by:

di, .
d_;’:xl = fi(0)+gu,
i (36)
7::)62 zfz(x)"'gz”q
dw, .
TP

with:

Si(x) A, +a, X)X, )
F(x)=| f,(x) |=]| bx, +b,x,x; + byx, ’
fi(x) X, + ¢, X%, +¢;x, +¢,C,
g 0 .
G=|0 g ’
0 0

a=—R/L; ; a,=pL, /L,

b=-R/L,; by=-pL,/L, ; by=—pp, /L,
a=—f1J; c¢,=k/J ; c;=k,/J 5 ¢,=—1/J
g=lL, ; g=l1L,
iy
. dt
£) 19| (A0 (80,
. d
X = d_: = () |+ 0 g ( }
X dw, S3(x) 0 0 !
dt
The different parameters values are given in Table 1.
Table 1
PMSM parameters
Parameter Description Value
R Stator resistance, Q 1.4
L, Direct stator inductance, H 0.0066
L, Quadratic stator inductance, H 0.0058
f Coefficient of friction, N-m/rad-s 0.00038
P Number of pole pairs 3
J Moment of inertia, kg-m? 0.00176

Furthermore, to see the effectiveness of the proposed
approach by applying the FTC law with the derived
controller and observer gains, Fig. 2—4 show the estimated

states and real ones obtained with the FTC law.
12

(
10 — — —lba,,

Bh

: f

-2

0 01 0.2 0.3 0.4 0.5 0.6 0.7 08 0.9 1

Fig. 2. Stator current /, and their estimation
—Isd
I'\ -~ \sd“‘
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o
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Fig. 3. Stator current /, and their estimation
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Fig. 4. Motor speed and their estimation

It should be highlighted that the proposed FTC design
approach gives promising results while preserving the
stability and guarantee the disturbance rejection. The fault
has been estimated by the observer (5) as illustrated in Fig. 5.

—_—f
— — —fes

faults
7

6 /

o 0.5 1 15 2 25
Fig. 5. Fault and their estimation

Conclusions.

This paper is dedicated to the design of fault tolerant
control strategy for nonlinear systems described by
Takagi-Sugeno models. The systematic procedure is
presented to deal with the faulty actuator and input system
saturation and applied into permanent magnet
synchronous machine. The proposed fault tolerant control
design approach is based on a robust observer to estimate
both the actuator faults and the system states used to
synthesize the controller law. The main advantage of the
proposed approach is to synthesize the control law by
taking into consideration the saturation limits. Using
Lyapunov theory, sufficient conditions are derived by
solving an linear matrix inequalities optimization problem
by taking into account the saturation level. It can be
noticed from the simulation results that the proposed fault
tolerant control strategy is clearly approved on a
permanent magnet synchronous machine model. It is clear
that the values of the speed and currents estimated by the
observers follow correctly the objectives even when
changing the torque at 0.5 s, also estimated faults follow
correctly generated fault between 0.5-1.5 s.

As future works, the proposed approach may be
generalized to Takagi-Sugeno systems with unmeasurable
decision variable and/or subject to sensor saturations.
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Performance investigation of modular multilevel inverter topologies
for photovoltaic applications with minimal switches

Introduction. In recent years, a growing variety of technical applications have necessitated the employment of more powerful
equipment. Power electronics and megawatt power levels are required in far too many medium voltage motor drives and utility
applications. It is challenging to incorporate a medium voltage grid with only one power semiconductor that has been extensively
modified. As a result, in high power and medium voltage settings, multiple power converter structure has been offered as a solution. A
multilevel converter has high power ratings while also allowing for the utilization of renewable energy sources. Renewable energy
sources such as photovoltaic, wind, and fuel cells may be readily connected to a multilevel inverter topology for enhanced outcomes. The
novelty of the proposed work consists of a novel modular inverter structure for solar applications that uses fewer switches. Purpose. The
proposed architecture is to decrease the number of switches and Total Harmonic Distortions. There is no need for passive filters, and the
proposed design enhances power quality by creating distortion-free sinusoidal output voltage as the level count grows while also
lowering power losses. Methods. The proposed topology is implemented with MATLAB / Simulink, using gating pulses and various pulse
width modulation methodologies. Moreover, the proposed model also has been validated and compared to the hardware system. Results.
Total harmonic distortion, number of power switches, output voltage and number of DC sources are compared with conventional
topologies. Practical value. The proposed topology has been very supportive for implementing photovoltaic based multilevel inverter,
which is connected to large demand in grid. References 12, table 5, figures 23.

Key words: fast Fourier transform, multilevel inverter, photovoltaic, pulse width modulation techniques, total harmonic distortion.

Bemyn. B ocmanmi poku 3pocmaroua pisHOMAHIMHICIb MEXHIYHUX 3ACMOCY8AHb GUMARAE SUKOPUCANHS NOMYICHIUO020 OONAOHAHHSL.
Cunosa enekmpomixa i meeagamui pigHi nOMydCHOCMI NOMPIOHI 8 Oa2amboX NPUBOOAX OBUZYHIE CepeOHbOi Hanpyeu i KOMYHATbHUX
sacmocysantax. CKIaoOHO YS8IMKHYIMU Mepedicy cepeOHboi Hanpyau e 3 0OHUM CUTLHO MOOUDIKOBAHUM HANIBNPOGIOHUKOBUM NPUIadoM. B
pesynbmami, 0 YCMAHOBOK GUCOKOI NOWYJICHOCMI Mad cepeOHbOi Hanpyeu AK piutents Oy10 3anponoHO8AHO CMPYKMYPY 3 KilbKoma
cunogumy  hepemeoprosauamu. bacamopienesuii nepemeopiogay mae GUCOKY HOMIHATLHY NOMYJICHICMb, A MAKOJNMC 00360A€
BUKOpUCOgY8amu BIOHOBTIIOBAHT Odicepena eHepeil. Bionoemosani Odwcepena emepeii, maxi aAx ¢homoenekmpuyni, 6impani ma NAIuUGHI
eneMeHmu ModCyms 6ymu e2ko nioKoueHi 00 mononoaii bazamopisnegozo ineepmopa 01 nokpawenns pesyiomamie. Hoeusna pobomu
nonAzae y HoGitl MOOYIbHILL CIPYKMYpi ineepmopa O COHAUHUX Oamapetl, y SKill 6UKOPUCIOBYEMbCS MeHwe nepemukauie. Mema.
Ilpononosana apximekmypa npusnauena ONs 3MEHWEeHH KiTbKOCMI nepemMuxadvie ma 3a2aibHux 2apMOMIlinux cnomeopenv. Hemae
HeoOXiOHOCHI 8 NACUBHUX DiTbMpax, a NPONOHOBAHA KOHCMPYKYIS NOKpauye AKiCMb eeKmpoeHnepeii, Cmeopioloyu CUHyCcoioanbHy 6UXioHy
Hanpyzy 6e3 cnomeopety 3i 3pOCManHAM KiTbKOCHIE PIBHIS, a MaKodic 3HUICYIouu empamu nomyacrocmi. Memoou. [Ipononosana mononozis
peanizosana 3a donomozoio MATLAB/Simulink 3 euxopucmanusm cmpoOyiouux iMnyibCie ma pPisHUX MemoooN02iil WUpOMHO-IMIYIbCHOT
mooynayii. Kpim mozo, 3anpononosana mooens makooic 6yna nepegipena ma nopieHana 3 anapamoio cucmemoio. Pesynomamu. 3azanvne
2apMOHiliHe CNOMBOPEHHS, KIibKICb CUNOBUX KIIOUiG, UXIOHA Hanpyea ma KitbKicmb O0dicepen NOCMitiHo20 CMpyMy NOPIGHIOIOMbCA i3
seunatinumu  mononoziamu. Ilpaxmuuna yinnicme. 3anpononoséana mononoeis Oyjice CHpUAMIUGA O peanizayii 6azamopienesozo
iH8EpMOpa Ha OCHOBI (POMOENEKMPULHUX eNeMeHmis, KU nos'a3anuil i3 eenukum nonumom y mepedici. bioin. 12, Tabmn. 5, puc. 23.

Kniouosi crosa: mBuake nepersopennsi ®yp'e, 6araropiBHeBuii inBepTOp, POTOBOIBTAIKA, HIMPOTHO-IMITYJILCHA MOAYJISIILIs,
NOBHi FAPMOHIYHi CIOTBOPEHHSI.

1. Introduction. Multilevel inverter (MLI) topology has
lately emerged as a critical option for high-power medium-
voltage energy control. The most essential topologies,
according to [1], are diode-clamped inverter (neutral-point
clamped), capacitor-clamped (flying capacitor), and cascaded
multi cell with distinct dc sources. Among the most significant
controlling and modulation techniques developed for this
series of inverters are asymmetric multilevel based sinusoidal
pulse width modulation, multilevel selective harmonic
elimination, and space-vector modulations [1].

The authors of [2] proposed a revolutionary multilevel
pulse width modulation-based inverter design for the use of
stand-alone solar systems. This system is made up of a pulse
width modulation (PWM) inverter, a set of voltage level
inverters, a staircase output voltage generator, and cascaded
transformers. It creates higher voltage waves by generating a
big voltage to the necessary levels using cascaded
transformers with a franchise secondary. The engine's
secondary turn-ratio has been set suitably [2].

According to [3], alternating phase opposed
disposition PWM for diode-clamped inverters seems to
have the same harmonic effectiveness as phase-shifted
carrier PWM for cascaded inverters and composite PWM
for hybrid inverters whenever the carrier frequencies have
been chosen to achieve having similar number of inverter
switch conversions within every cycle. Using knowledge,

a PWM technique for cascaded and hybrid inverters are
developed that provides the same harmonic advantages as
phase disposition PWM for diode-clamped inverters [3].

2. Literature review. The most important and
noteworthy applications of these converters, such as
particular laminators, conveyors, and grid-connected
photovoltaic regulators, are emphasized. The need for an
effective front end on the input stage of inverters that feed
regenerative applications, as well as the many circuit design
options, is also discussed. Furthermore, fast growing
industries also including high-voltage high-power devices
and sensing applications, as well as some additional future
development prospects, are being examined [4, 5].

The fundamental disadvantage of a traditional
cascaded MLI is that when levels rise, additional
semiconductor switches are required. This changes the size
of the inverter and complicates the control strategy. The use
of a MLI with fewer switches minimizes the size of the
inverter and simplifies control [6]. The diode clamped,
flying capacitor, and cascaded H-bridge inverters are the
three principal MLI topologies used in commercial
applications with different dc voltage sources.

Capacitor voltage balancing is an issue in flying
capacitor and diode-clamped inverters, but it is handled in
cascaded H-bridge inverters. The main problem of classic

© E. Parimalasundar, N.M.G. Kumar, P. Geetha, K. Suresh

28

Enexmpomexnixa i Enexmpomexanixa, 2022, Ne 6



cascaded is that additional semiconductor switches are
required even as levels grow. As a result, many
adjustments will be required to reduce the size and cost of
the inverter [7]. The authors of [8] investigated a number
of recent articles on problems such as the creation of
inverted pulse width modulation method in cascaded H-
bridged MLI systems.

According to [9], multilevel converters are essential in
both moderate and high-power applications. Diode clamped,
flying capacitor, and cascaded H-bridged are the three most
common configurations for multi-level inverters. To
accomplish medium voltage and high-performance
characteristics, the modular design of cascaded-H bridged
MLI characteristics and performance is adopted. Short and
open circuit faults are two forms of power switching device
failures that might occur in cascaded H-bridged multilevel
inverter (CHB-MLI). Short circuit problems mostly damage,
so protection from short circuit is required. Artificial neural
network approaches for short circuit protection by using high
potency fuses and de-saturation method.

The authors of [10] had analyzed open-circuit faults in
power switches the device shutting down, and they can go
undetected for a long time. This could cause secondary
defects in the inverter or other drive components,
culminating in the entire system being shut down and
expensive repairs.

The authors of [11] had analyzed fault analysis in
inverter and also faults an inverter device is used
continuously under abnormal settings, further issues will
arise, resulting in severe consequences. Furthermore, the
MLI is composed of several switching devices and the entire
system is complex in structure, and there are numerous
nonlinear impacts. As a result, MLIs need some novel
diagnostic strategies which could not deal with nonlinear
detection issues but also diagnose and locate faults easily.
The device voltage and current of a multilayer inverter might
vary based on the part and location of the faults. Some
research concentrates on the device output current or voltage
to assess fault form and position more quickly and easily,
and then used the sample to expand a number of fault
diagnosis techniques. Owing to the dangerous effects of
short circuit faults on converter circuits, this type of fault
must be detected as soon as possible. It is necessary to
remember that certain circuit drivers are already in a position
to detect defective switches. Hence considering the value of
medium voltage drives on the industry, robust detection
mechanisms need to be discussed.

The authors of [12] had investigated green energy
and helping in solving various challenges such as climate
change and pollution, the implementation of renewable
distributed energy resources in the operational distribution
system has risen fast. Due to its qualities of rapid
charging and discharging, regulating power quality, and
meeting peak energy demand, integrating battery energy
storage systems might be regarded one of several finest
alternatives in providing answers to the listed difficulties.

The fundamental objectives of the proposed research
effort are to develop a high-performance MLI which has less
number of power semiconductor switches. By the reduction
of number of switches, total harmonic distortion (THD) and
power losses have been minimized. The proposed technique
is validated with the help of experimental setup.

3. Multicarrier pulse width modulation techniques.
3.1 Alternate phase opposition disposition. This
approach requires that one of those (m — 1) carrier
frequency signal be phase distorted from one another by
180 degrees alternatively for an m-level sequence pattern,
as illustrated in Fig. 1 for various modulating signals.
There are no harmonics at f. because the most important
harmonics are focused as circuit distortion around the
carrier frequency S
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Fig. 1. Alternate phase opposition disposition multicarrier PWM
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3.2 Phase opposition disposition. The carrier signal
waveforms seem to be in phase around the outer minimal
standard value, while the ones above and behind minimal
have a 180 degree phase shift, as seen in Fig. 2 for different
frequency components. In both the phase and line voltage
waveforms, the highest harmonics are grouped around the
carrier frequency signal f..

3.3 Phase disposition. As established in Fig. 3,
when using the phase disposition modulation scheme,
every one of the carrier signals is in phase.
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4. Proposed topologies. A three-phase low
component power semiconductor switch based multilevel
DC-link inverter scheme is used to address the limitations of
standard topology. Simulation modelling and analysis are
used to assess the dependability of a five-level inverter with
an inductive load. H-bridge inverters link separated voltage
levels and series switches to connect voltage sources to
loads. As the number of levels increases, so does the circuit
complexity. The proposed design operates in symmetrical
mode to decrease the number of switches while maintaining
the same number of output levels by maintaining the DC
source amplitudes equal and the sinusoidal waveform.
Figure 4 shows the photovoltaic (PV) connected modular
recommended MLI I and II, with the configuration of the
inverter being the focus of this whole study.
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Fig. 4. Photovoltaic connected modular MLI

4.1 Proposed topology - I. The suggested five-level
modular MLI, which provides a greater number of output
voltage levels, is depicted in Fig. 5, +2V,., +Vy4, 0, =V,
and -2V, are the five output levels. The PWM method is
used in this inverter to generate high quality output. When
four level shifted, triangular waveforms are compared to a
single sine wave, four signals are created. The number of
switches is decreased to 6(m—2) in this suggested
architecture, where m is represents the number of output
voltage levels. The switching patterns of the proposed
modular MLI are shown in Table 1. Table 2 lists the
parameters which are used in the simulation analysis.

4.2 Proposed topology - II. A modified MLI
topology is presented for three-phase systems to minimise
the number of switches and alleviate the disadvantages of
standard design. The functioning of a five-level inverter
with a resistive load is evaluated via simulation. Isolated
DC voltage sources and switches are linked in series.
Switches are used by H-bridge inverters to link voltage

Load

Fig. 5. Proposed modular MLI - I
Table 1
Switching patterns of proposed modular MLI - I

Vo S1|S2|S3|S4]|S5]| S6
2V 1 1 0 0 1 1
+Vye 1 1 0 0 1 0
0 0 0 0 0 0 0
~Vae 0 0 1 1 0 1
2V 0 0 1 1 1 1
Table 2
Design parameters of proposed modular MLI - I
Parameters Range
Input voltage (DC) 115V
Output voltage(Peak)/Ph. 230V
Output frequency 50 Hz
Inverter switching frequency 10 kHz
Modulation Index 1
Load resistance 100 Q
Power Rating 1.587 kW

sources to loads. By retaining the amplitudes of the DC
sources constant, the suggested topology operates in

symmetrical mode, reducing the number of switches
while maintaining the same number of voltage output
levels. The circuit complexity grows as the proportion of
levels increases, culminating in a sinusoidal waveform.

In this proposed (Fig. 6) architecture, the number of
switches is reduced to 6 (m—2) where m is the number of
levels. For MLI to work effectively, diodes are also
required. The design and operation of this topology is
more complicated than standard approaches. According to
the generalization of configuration in symmetrical
arrangement for N-level output, the principal switches
used here are 6(m—2) for three phases, where 'm' is the
number of levels. If m value is 5, the total number of
switches in this topology is 18, and two DC sources are
necessary. The switching patterns of the proposed
modular MLI are shown in Table 3. The switching
patterns of the proposed MLI are shown in Table 4 lists
the parameters which are used in the simulation analysis.

. b < ol
Fig. 6. Proposed modular MLI - I

Table 3
Switching patterns of proposed modular MLI - 11

Vo S1 | S2|S3|S4| S5]| S6
+2V e 1 0 0 1 1 0
Ve 0 1 0 1 1 0
0 01| 0 0 0 0 0
—Vae 0 1 1 0 1 0
2V 0 1 1 0 0 1
Table 4
Design parameters of proposed modular MLI — IT
Parameters Range
Input voltage (DC) 115V
Output voltage(Peak)/Ph. 230V
Output frequency 50 Hz
Inverter switching frequency 10 kHz
Modulation Index 1
Load resistance 100 Q
Power Rating 1.2 kW

5. Results and discussion.

5.1 Proposed topology - 1. Figure 7 illustrates the
MATLAB / Simulink Model of proposed - I MLI. Figure 8
depicts the modular five level three phase voltage output
configuration over the load. The waveform yields the
input and output voltages of 115 V and 230 V,
respectively. Fast Fourier transform (FFT) analysis of
alternate phase opposition disposition (APOD), phase
opposition disposition (POD), and phase disposition (PD)
based pulse width modulation is shown in Fig. 9-11. The
switching pulse turn device sequence, as well as the
cascaded MLI level output voltage.
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5.2 Proposed topology - I1. Figure 12 illustrates the
MATLAB / Simulink model proposed - II MLI.
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Fig. 8. Five level proposed modular MLI - I voltage output
pattern for three phase system
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Figure 13 shows the switching pulses of modular
e e e e e e e - MLI - 1. Figure 14 illustrates the modular five and 230 V,

. o Harmonic order . respectively. FFT analysis of APOD, POD, and PD based
Fig. 9. FFT investigation of the proposed modular MLI-Iwith APOD  pylse width modulation is shown in Fig. 15-17.
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The switching pulse turn device sequence, as well as the
cascaded MLI level output voltage. Figure 18 shows the

sw1tch1ng pulses of modular MLI - II.
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Fig. 18. Switching patterns of proposed modular MLI — II

Figures 19, 20 illustrate the detail of THD analysis
of conventional and proposed modular MLI and switch
count analysis of conventional and proposed modular
MLI respectively which is calculated based on the
mathematical expressions represented in Table 5.

THD Analysis, %

30 2523 2762 2635

19.21
20 12.76
10
° 33 53 83 332 33
= 335  E5 £ i3
I O T
= © £ £ =
= =
54 [3)

Fig. 19. THD analysis of conventional and proposed modular MLI
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Fig. 20. Switch count analysis of conventional and proposed
modular MLI
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Table 5

Comparative properties of conventional and proposed MLIs

MLI structure

Cascaded
H-bridge

Diode
clamped

Flying
capacitor

Proposed
topology
-1

Proposed
topology
—1I

Power
semiconductor

6(m-1)

6(m-1)

6(m-1)

6(m-2)

6(m-2)

switches
Bridged
diodes
Diodes for
clamping
Splitting
capacitors for -
DC
Clamping
capacitors for - -
DC
Other diodes — - —

6(m-1) | 6(m—1) | 6(m—1) | 6(m-2) | 6(m-2)

— 3m-2)| - - -

m—1

m+1 m+1

6. Experimental results and discussion. In order to
evaluate the performance of the proposed 5-level
structure, IGBTSs are employed as switching devices in the
proposed 5-level MLI prototype. The experimental setup
arrangement for the proposed 5-level single large
multilevel power converter (SL-MLPC) is depicted in
Fig. 21. The field-programmable gate array is used in this
research to generate pulses for the power switches. In
Xilinx software, the Verilog-language is utilised to
program all of the switching states of the proposed
topology. The switching pulses are eventually transported
through optic-wires to the gate driver circuits, where they
are employed to power the IGBTs in the proposed
topology. Several experimental results predicated on a
620 W laboratory model are provided in this part to
validate the results of the designed inverter. A PV
simulator was employed as a power supply in this case,
and the recommended point of common coupling was
used to communicate the accuracy of the control system,
which was controlled by a Texas instrument.

Fig. 21. Experimental prototype of the proposed inverter

Figures 22, 23 illustrate the inverter's five-level voltage
waveform with a maximum value of 203 V, which would be
required to inserting power into the transmission system, as
well as the sinusoidal injected current with unity power
factor, which provides the proposed topology output results.
The supply current to the power network has a maximum
amplitude of roughly 5 A, as seen in the graph. The 50 Hz
network reference voltage and single phase five level of the
proposed inverter are shown in Figures 22, 23.
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Fig. 22. Five level proposed — I MLI topology
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Fig. 23. Five level proposed — II MLI topology

7. Conclusions. The suggested multilevel inverter
architecture may be a viable option for powering photovoltaic
applications. A five-level inverter was explored and controlled
using a multi-carrier approach, which required fewer
switching states each cycle. The recommended new modular
multilevel inverter with a system to obtain and the switching
patterns of five-level multilevel inverter are generated based
on the working pattern of power electronic switching devices,
according to the MATLAB / Simulink and hardware results.
When compared to earlier multilevel inverter topologies, the
suggested topology achieves good results in terms of reducing
power switching components, total harmonic distortion, driver
circuits, device stress, and switching losses. In that approach
the proposed — I and II multilevel inverter give the total
harmonic distortion values are 1921 % and 12.76 %
respectively which is compared less than the value of
conventional topologies. Due to the presence of completely
power switches based proposed — II multilevel inverter
topology give lesser harmonics than proposed — I multilevel
inverter. The total harmonic distortion value is also minimized
in this proposed model using different multicarrier pulse width
modulation approaches.
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B.V. Sai Thrinath, S. Prabhu, B. Meghya Nayak

Power quality improvement by using photovoltaic based shunt active harmonic filter
with Z-source inverter converter

Introduction. The major source of energy for a long time has been fossil fuels, however this has its drawbacks because of their scarcity,
exhaustibility, and impossibility of reusing them. Presently, a shunt active harmonic filter-equipped two-stage solar photovoltaic system is
showing off its performance shunt active harmonic filter. The global power system has been impacted by current harmonics during the most
modern industrial revolution. Novelty. The proposed work is innovative, by adopting the hysteresis modulation mode with Z-source inverter
to enhance the performance of the system. Furthermore, the shunt active harmonic filter also get assists in this system for better improvement
in the quality of power. Purpose. By incorporating an impedance source inverter and a photovoltaic shunt active harmonic filter methods,
harmonic issues are mitigated. Methods. Load compensation is one of the services that the shunt active harmonic filter offers, in addition to
harmonic compensation, power factor correction, and many other functions. The current pulse width modulation voltage source inverter
method is more expensive, requires two converters owing to its two-stage conversion, has significant switching losses, and has a low rate of
the reaction. The new model, in which the voltage source inverter is substituted out for a Z-source inverter converter, has been developed in
order to address the problems of the existing system. Results. Rather than using a hybrid of DC-DC and DC-AC converters, the suggested
system uses a shunt active harmonic filter that is powered by a photovoltaic source using a Z-source inverter. Utilizing Z-source inverter
helps to address the present issues with conventional configurations. Practical value. By using sofiware MATLAB/Simulink, this
photovoltaic shunt active harmonic filter technique is analyzed. Shunt active harmonic filter, which produces compensatory current from the
reference current obtained as from main supply, is powered by the photovoltaic array. References 18, table 2, figures 13.

Key words: photovoltaic, shunt active harmonic filter, Z-source inverter, PI controller, pulse width modulation.

Bcemyn. Ocnosnum Ooicepenom enepeii doeeuti uac Oyau 6UKONHI 6uOU naiued, npome ye Mano ceoi HedomiKu uepes ix Oegiyum,
BUYEPNHICIb MA HEMOJNCIUBICIb IX NOBMOPHO20 BUKOPUCMAHHA. B Oanuti wac 0eocmynenesa comsuna gpomoenekmpuuna cucmema,
001A0HAHA AKIMUSHUM UWLYHIMYIOYUM (QINbMPOM 2APMOHIK, OEMOHCIMPYE €601 POOOUI XapakmepuCmuKy WyHmMyI4020 akmueHo2o Gitbmpa
eapmonix. Ha 2nobanvhy enepeemuuny cucmemy 6nIuHyIu 2ApMOHIKU CIPYMY IO 4ac HAUICy4acHiuoi npomuciogoi pegomoyii. Hoeusna.
IIpononosana poboma ¢ iHHOBaYilHOIO, OCKITbKYU 60HA GUKOPUCTOBYE PediCUM 2icmepe3uctoi Mooynayii 3 ineepmopom Z-odicepena O
niosuwjents npooykmueHocmi cucmemu. Kpiv mozo, wiynmylouuti akmusHuti (inbmp 2apMOoHiK maxodc 00nomazac 6 yiv cucmemi onst
noKpawerts skocmi enexkmpoenepeii. Mema. Brnouenns insepmopa 0oicepena iMnedancy ma memooie akmueHo20 Qiibmpy 2apMOHIK i3
Gomocanveaniunum wWyHmMom 3HudCye 2apmoniini npobremu. Memoou. Komnencayis nasammadicennss — ye 00Ha 3 QQyHKyitl, SKi
WYHMYIOUU aKmueHull Qitemp 2apMoHIK NPONOHYE HA 000AMOK 00 KOMNeHcayii 2apMOHIK, KopeKyii Koegiyicnma nomyxcHocmi ma
bazamvox Hwux QyuKyitl. [HeepmOpHULl MeMOO WUPOMHO-IMNYTLCHOT MOOYAYIT cCIpyMy O0pOJICHULl, 8UMA2AE OBOX NEPem8opr6ayie
uepe3 1020 080KACKAOHO20 NEPEMBOPEHHS, MAE 3HAYHI empamu Komymayii i Mae Hu3bKy weuokicms peakyii. Hoea modens, 6 sKiil
iHeBepmop Ooicepena Hanpyau 3aMiHIOE Nepemeoplosay iHeepmopa Z-odcepena, 0yia pospodneHa Ois SUPIueHHS Npooiem ICHYIOHOT
cucmemu. Pesynomamu. 3amicms 6uKxopucmanms 2iopuoa nepemeoprogadie NOCMitino2o ma 3MiHHO20 CIMPYMY 6 3anponoHOSAaHIl cucmemi
BUKOPUCIOBYEMBCA AKMUBHULL WYHMYIOUULL (DITbMp 2APMOHIK, AKULL HCUBUMBCA 610 (POMOETEKMPULHO20 OXcepend 3 GUKOPUCAHHAM
ineepmopa Z-odicepena. Bukopucmanna ineepmopa 3 Z-0dcepenom donomazac supiwiumu npobiemu 3 mpaouyitinumu Kongizypayismu.
Ilpakxmuuna yinnicms. 3a donomoecoro npocpamuozo 3abesneuennss MATLAB/Simulink ananizyemvcs memoo axkmueHo2o inempy
2apmoHix pomoenexmpuyno2o wynma. LLynmyrouuii axmueHuil Qinemp npuoyueHnHs 2apMoHiK, SIKULL GUPOOIISE KOMRNEHCAYIUHULL CIMPYM i3
ONOPHO2O CIPYMY, OMPUMAHOR0 810 MEPEN*CE, HCUBUMbCA 8i0 homoenekmpuunoi bamapei. bioin. 18, Tadm. 2, puc. 13.

Knrouosi cnosa: ¢poroBoJibTaika, MIYHTYIOUMH aKTUBHME (ibTpP NMpUAYIIEHHS rapMoHik, inBepTop Z-mxepena, Ill-peryasitop,
LIUPOTHO-IMITYJIbCHA MOAYJISILIisL.

Introduction. The main issues with a practical
photovoltaic (PV) system include power loss owing to
variations in operating circumstances, such as temperature or
irradiance, the significant computing burden imposed by
contemporary maximum power point tracking (MPPT)
techniques, and optimizing the PV array output during abrupt
weather patterns. The perturb and observation (P&O)
strategy is chosen for the majority of PV systems [1].

In [2] investigates a solar control system simulation
model that can be applied to PV power plants or the
construction of solar inverters. This approach combines a
DC-DC boost converter utilizing the MPPT methods
conductivity, iterative, and P&O. In [3] Nowadays, one of
the key elements influencing an economic growth is power
quality. In order to meet consumer demand, utilities must
supply more electricity as the population increases. The
difficulties and worries that occur from the addition of solar
power to the grid are examined in this research. In grid-
connected solar systems, the shunt active power filter
(SAPF) with PI controller is aimed at enhancing power
quality. In [4] presently, among the most popular power
electronics topology is Z-source inverters (ZSI). This
article gives a brief introduction to the ZSI and examines its

many topologies in depth, as well as the use of ZSI in the
industrial applications. In [5] comprised of two control
operations, the first of which uses a fuzzy logic controller
to extract the maximum energy point from a PV panel’s
DC-DC converter. The main objective of this study, as
stated in [6], is to decrease network power loss while
simultaneously enhancing the bus voltage stability. This
paper presents the modeling and simulation outcomes of a
static compensator premised on a ZSI. In [7] when the
decoupled double synchronous reference frame theory may
be used to extract the magnificent of currents and prevent
double frequency oscillations induced by introducing
positive and negative-sequence currents into unbalanced,
nonlinear loads. A three-level voltage source converter
design is used for SAPF implementation and will provide
compensating at the point of common coupling (PCC).
Shunt active harmonic filter (SAHF) is employed in [8] to
reduce the current harmonics. The process utilized to derive
the reference current affects the filter’s performance and
precision. A three-phase SAHF, phase locked loop, and
hysteresis are used in this study. The IGBT-based SAHF is
activated by hysteresis switching [9].
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In [10] resents a two stage ZSI for a PV single phase
application. Here, ZSI includes an additional mode called the
shoot through state, which allows it to function in a single
stage, or even as a boost converter with voltage source
inverter (VSI). ZSI outperforms BC+VSI in terms of
downsides. A solar PV source is linked to an interactively
three-phase SAPF in [11] through some kind of ZSI.

The proposed resolution aims to reduce the total
harmonic distortion (THD) of the source current [12]. In a
solar system that is linked to the grid, the harmonics
caused by non-linear loads cannot be efficiently
compensated by ordinary LC filters. The SAHF is
presented due to its qualities and abilities for harmonic
mitigation. The filter control system’s primary focus is on
producing reference source current, and this paper is used
to reduce the harmonic currents [13].

In [14-18] power systems are using non-linear loads
more and more frequently. This includes equipment like
UPSs, inverters, converters, and others of a similar nature.
These loads result in harmonics, which are quasi and distorted
currents, in the source current. The P&O method is used to
track the rated maximum characteristics of the PV module.
The harmonic injection techniques are investigated and
analyzed for grid connected system. The OPAL-RT-5600 is
implemented under many circumstances by multi-variable
filter associated with synchronous reference frame controller
to reduce harmonics and to inject active power to the grid.

Modeling of PV & SAHF with VSL

A) PV module. A PV system is made up of solar
panels that use the photoelectric effect to transform solar
light directly into electricity. Figure 1,0 shows the
equivalent circuit diagram for a solar cell, where R; and
Ry, stand for series and shunt resistance, respectively. The
properties of /-V and P-V are shown in Fig. 1,b.

vAy Lo 1
K a8 > > :l—r +
\\\\\\\\\\\ ID I.S‘h RS E
Irradiation ~ \‘\4 '
‘@ Vi
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VD :
G —
MPPT ‘P, W
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!
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Fig. 1. a — simplified equivalent circuit diagram of PV cell;
b — I-V and P-V characteristics of PV cell

According to the Shockley theory, the diode current is:

I, =I{exp(nf][.:T]—l} (1

where I is the transistor saturate current; ¢ is the electron
charge; V' is the voltage; K is the Boltzmann constant;  is
the ideal factor; T is the cell temperature.

Since the two boundary elements of a PV module,
namely V,. and I, are found by first reducing V=0 to
produce /. and afterwards V. by setting cell current /=0,
equation (1) results in:

Vocz”'K'T-ln[iJ. @)
q Iy

The output of the PV cells changes with solar
irradiation, hence the MPPT tracking algorithm is
employed to make sure the PV system is operating as
efficiently as possible. The formula d(7-1)/d¢ = 0 provides
the maximum voltage level. Then,

K-T Vinp 4
Voe =Voe = p -1{[”.’”;?}1} 3)
Cell junction quality can be measured by the form
factor, which is provided by:

v, .1
FF = {%} . 4)
oc sc

The quality is greater the closer the level of form

factor is near unity. Furthermore, the following factors are
used to determine the PV module’s efficiency:

%n:(FF-ZOC-ISC} )

1

B) Shunt active harmonic filter. SAPFs injected an
equal but adverse harmonic compensation current to
minimize current harmonics. The SAPF acts as a current
source in this scenario, injecting the phase-shifted by 180°
harmonic components produced by the loads. As a result, the
active filter’s impact wipes out harmonic current components
present in the load current, keeping the source current
continuous and in phase also with proper phase-to-neutral
voltage. Any kind of load regarded as a harmonic source can
be used in accordance with this concept. Additionally, the
active power filter may correct the load power factor with the
right control strategy. The active power filter and irregular
load are viewed as the perfect resistor by the power
distribution network in this way. Figure 2 displays the
SAPF’s compensating characteristic features.

I; 4 Source current 1, 4Load current

Lgystem

Shunt active filter

“_f

Fig. 2. Shunt active harmonic filter

A reference current is initially produced by the
SAHF employing a PI controller. The advantage of this
technique is that it eliminates the need for synchronizing
with the phase voltage. The hysteresis controller design
the switching pulse through pulse width modulation
(PWM) from the reference current as well as the current
needed to configure the DC link capacitor.
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The voltage of the immediate supply is:

VS ([) = VSM sin(a)t) . (6)
At PCC, nodal analysis provides the source current:
1,(0)=1,(0)-11(t). ()

then /(%) is indicated as:

1, (¢)=1; sin(wr + @y )+ Zlh sin(n-ot+®,).  (8)
h=0

The harmonics element is the second terminology used
here. The load current and supply voltage may be used to
compute the instantaneous value of the load demand.

Calculating the total power demand is as follows:

PL(t)=1,(c)-Vs(0). ©)

As from load power, the true power may be

calculated as follows:

Py(t)=Vyy - I sin®(t)-cos @) = V(1) I5 (). (10)
Following compensating, the source current would be:
Py(r)
f
Ig(r)=—<
s Vs(r)

where /g, is the maximum source current magnitude.

C) SAHF with VSI. The SAHF system, which is
coupled in a parallel arrangement with a non linear load, is
powered by a PV array system that is implemented with a
P&O MPPT controller, as shown in Fig. 3.

f\/ [~ Non linear
yi Load
AC Voltage % % %

=1, -cos®; -sin(wr) = Iy, -sin(wr). (11)

PV Array

Boost
Converter

Harmonic
Current
Compensator

Fig. 3. SAHF with VSI

PWM-VSI controller is used to construct the SAHF.
The switching pulse for VSI is produced using an adaptable
hysteresis regulator. The reference current is extracted by the
PI controller. To create switching pulses, the reference
current that was extracted is then compared to the supply
current. The source current's components are introduced by
the nonlinear load. In order to diminish the harmonics
present in the source current and make it sinusoidal and in
phase with the input signal, the SAHF creates compensatory
current that is the same size as the source current but also
with a 180° phase shift. Sensing the baseline current taken
from the power supply generates the compensatory current.

Proposed topology.

A) SAHF with impedance source inverter.
In Fig. 4 by combining PV-based SAHF plus ZSI, the
recommended method addresses issues with power quality.
Researchers enhanced power quality in the prior method using
PV-based SAHF with VSI. In this method, the maximum

power is tracked by the P&O algorithm utilizing the MPPT
methodology, a boost converter, a VSI, and other devices. The
ZSI1, SAHF, PV array, and other important building blocks are
included in the recommended approach. We can reduce
expenses, boost response rates, and just do deal with two-stage
conversion thanks to this novel technique. Only one difference
between the operation and the existing technique is the
substitution of ZSI for BC+VSL

[ Non linear
| Load

AC Voltage %

PV Array

Z-Source Inverter

 SAHF

PWM-ZSI Controller

Fig. 4. SAHF with ZSI

Figure 5 illustrates the ZSI distinctive impedance
network, which consists of 2 splitting inductors and 2 X-
shaped capacitors. The three-phase ZSI bridge has nine
switching states, as opposed to the normal VSI’s eight.
When the load connections are short circuited either via
the bottom 3 switching devices or even the top 3
switching devices, accordingly, the ZSI has 6 original
states when the DC link voltage is impressing across the

three-phase loads and 2 zero states.
Din L,

v, Three
DE ——
_T Phase AC
Supply

L,
Fig. 5. Impedance source inverter

+
0
Q
[
7o

wne
ne
L

The Z-network is in charge of accelerating and
monitoring the MPPT. The total power received by the
inverters from the DC supply will determine the Shoot
through switching frequency 7o/T (P&O technique). The
MPPT tracking used in the conventional BC+VSI
topology is the same as this. When combining it with ZSI,
the switching frequency at MPPT uses the entire amount
of electricity from the PV panel.

B) Operating modes. Depending on the inverter
bridge’s power switches, the ZSI can operate in one of
three different ways, as seen below.

Mode 1. Null stator zero state. In this condition, an
open circuit is analogous to an inverter bridge. Switches
(S1, S3, S5) or (S2, S4, S6) are in the ON position in this
condition.

Mode 2. Active stator non-shoot through state. Six
states are currently operational. In the ON state are (S1, S3,
S6), (S3, S5, S2), (S5, S1, S4), (S2, S4, S5), (S4, S6, S1), or
(S6, S2, S3). As the load is shorted through either the upper
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or lower 3 switching devices, the inverter bridging is from
one of 2 zero states. In this state, as illustrated in Fig. 6, the
bridge can be thought of as an open-circuit (current source
with really no current flowing.

Dix r L
S h 1) 5
&
Voe = (0} G Load
5 S S— @
e Grid
S(, .| 3
r 173

Fig. 6. Equivalent circuit of ZSI viewed from the DC link
when the bridge is in an on-shoot through mode

Although there is no current flowing from the DC
source to the load, the DC source’s voltage may be seen
between both the inductor as well as the capacitor.
Switches on the identical leg of the 3 phase inverter are
activated. It resembles a short circuit. S1 through S6 are in
the ON position. One of the 7 shoot through (ST) modes is
being used by the inverter bridge. The bridge is regarded as
a fault current from the inverter’s DC connection, as shown
in Fig. 7. In contrast to zero governed by state, the
capacitor’s DC voltage is increased to the required amount
depending on the ST duty cycle throughout this mode, not
across the load as it would be in zero state operation.

D r L

Load

L+

Ve

or
Grid

Fig. 7. Equivalent circuit of ZSI viewed from the DC link
when the bridge is in a shoot through mode

C) Components design. During in the conventional
operating mode, the voltage level is visible across the
capacitor but not the inductor since there is no boost
involved (only a pure DC current flows through the
inductors). The inductor’s responsibility is to control the
current ripple when Z-source mode (in which boost is
used) is active. A linear rise in inductor current occurs
during ST, and the voltage across the inductor is much
like the voltage across the capacitor. The inductor current
drops linearly in non-ST mode (conventional § states), as
well as the voltage across the inductor seems to be the
difference between both the input voltage from the PV
and the voltage across the capacitor.

The average current through the inductor is:

1 1= P/P Vs
where P is the total power.

Highest ST occurs when there is the greatest current
ripple across the inductors. Hence, it is necessary to
determine the inductors peak-to-peak current ripple.
According to a few applied in diverse studies, it has been
discovered that as a general rule, for the majority of ZSI

(12)

instances, roughly 30 % (or 60 % peak to peak) current
ripples is selected for design.
Inductor max current:

I, =1;+30%, (13)
Inductor min current:
I, =1; - 30 %. (14)

Capacitor design. The capacitor reduces current
swell and produces a relatively steady voltage that outputs
a sinusoidal voltage. According to the mode 3 of Z-source
operation and I; = I, the capacitor charges the inductor
throughout ST. The capacitor values may be roughly
determined by limiting the capacitor voltage ripple to about
3 % at peak power, which is often employed in the majority
of applications in various publications for ZSI:

C=1;-Ty/AVc, (15)
where in T, denotes the switch primary cycle ST time; /; is
the calculated average current either through the inductor:

AVe=V-3%. (16)

Table 1

Operation modes of ZSI

Mode / State S1|S2|S3|S4|S5]|Se6
ON |OFF| ON |OFF| ON |OFF
OFF| ON |OFF| ON |OFF| ON
ON |OFF| ON |OFF|OFF | ON
OFF| ON | ON |OFF| ON |OFF
ON |OFF|OFF| ON | ON |OFF
OFF| ON |OFF| ON | ON |OFF
ON |OFF|OFF| ON |OFF| ON
OFF| ON | ON |OFF |OFF | ON
ON | ON |OFF|OFF |OFF |OFF
Shoot through state | OFF |OFF| ON | ON |OFF|OFF
OFF|OFF|OFF|OFF| ON | ON

Zero state

Active state

Simulation results and analysis.

A) VSI with SAHF. Using the software MATLAB /
Simulink, the PV-SAHF system has been tested. SAHF,
which produces compensatory current from reference
current retrieved from the mains, is powered by the PV
array. Figures 8,a,b, which depict the PV array’s P-J and
I-V characteristics at 25° and 45 °C cell temperatures,
respectively and Fig. 8,c shows the Vpc of VSI. The
resulting point on the graph corresponds to the PV array’s
peak power. At this stage, a P/O MPPT-based controller
controls the PV array system for optimal efficiency. The
characteristics show that while the open-circuit lowers as
the temperature rises, the short-circuit current rises.

The input mains sources current of VSI with the
inclusion of a harmonic filter in shunt mode is shown in
Fig. 9,a. According to Fig. 9,b, the PWM-VSI creates the
compensatory current to reduce the harmonic currents.
Harmonics are cancelled by a compensatory current that
has the same amplitude as harmonic components but a
180° phase shift.

Figure 9,c, which depicts the source current
following SAHF integration, demonstrates how the source
current changes to a sinusoidal shape after SAHF
integration, becoming harmonic-free. The shunt SAHF
system reduces harmonics while enhancing power factor.
Figure 9,c shows that the source current improves in
power factor and is harmonic-free when the SAHF system
is connected to VSI .
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Fig. 9. a) Source current at supply mains of VSI with SAHF;
b) Compensating current of VSI with SAHF;
¢) Power factor improvement of the supply mains by VSI with SAHF

From Fig. 10 shows that the THD is reduced to a
satisfactory level when connecting with the SAHF by VSI at
fundamental frequency of 50 Hz, THD attained is 7.31 %.

wn

Fundamental (50Hz) = 60.12 , THD= 7.31%

ey
T

[

Mag
(% of Fundamental)

b

—

=
—

1l ”‘lllllll"llu.l."IIIlI-II"
2 4 [ 8 10 12 14 16 I8 20
Harmonic order

Fig. 10. THD present in source current by VSI with SAHF

B) ZSI with SAHF. MATLAB / Simulink program is
being used to test the PV-SAHF system. The SAHF is
powered by the PV array, which creates compensatory
current using the reference current that was taken from the
mains. Figures 11,a,b, respectively, demonstrate the P-7 and
I-V characteristics of the PV array at 25° and 45 °C cell
temperature. The resultant graphed point represents the PV
array’s peak power point. For the PV array system to run as
efficiently as possible, a P&O MPPT based controller is used
at this stage. The characteristics indicate that when
temperature rises, the short-circuit current increases while the
open-circuit voltage falls. Figure 11,c shows the Vpc of the
impedance source inverter in accord with all these results.
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Fig. 11. a) V-I characteristics of PV array;
b) P-V characteristics of PV array;
¢) Vpc of impedance source inverter

In Fig. 12,a the input power supplies source current
of the VSI is displayed with the harmonic filter included
in the shunt mode. Impedance source inverter produces
compensating current to lessen harmonic currents, as seen
in Fig. 12,b. A compensating current that has a 180°
phase shift and the same magnitude as the harmonic
components cancels the harmonics. Following SAHF
integrations, the source current assumes a sinusoidal form
and becomes harmonic-free, as seen in Fig. 12,¢, which
displays the source current during SAHF integration.

The SAHF system reduces harmonics while
enhancing power factor. Figure 12,c shows that the source
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current improves in power factor and is harmonic-free
when the SAHF system is connected to ZSI.

The SAHF system improves power factor while
reducing harmonics. When the SAHF system is linked to
ZS1 Fig. 12,c indicates that the source current has an
improved power factor and therefore is harmonic-free.
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Fig. 12. a) Source current at supply mains of ZSI with SAHF;
b) Compensating current of ZSI with SAHF;
¢) Power factor improvement of the supply mains by ZSI with SAHF

Figure 13 shows that the THD is 1.76 % at 6 kHz
when connecting with the SAHF by ZSI at fundamental
frequency of 50 Hz.

1.5

Fundamental (50Hz) = 40.36 , THD= 1.76%
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Fig. 13. THD present in source current by ZSI with SAHF
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Table 2 shows the comparison between existing
topology (VSI with SAHF) and proposed topology (ZSI with
SAHF) infers the THD is less in the ZSI.

Table 2
Comparison of SAHF with VSI and ZSI
Switching Parameters .
no.| Topology | frequency Inductance, | Capacitance, | %,
KHz ’ mH mF THD
L1 L2 Cl C&
1 |VSI with 5 5 - 0.1 |0.012 | 7.31
SAHF
2 |ZSI with 5 1.1 | 1.1 05| 05 |1.76
SAHF

Conclusions.

The primary objectives of the proposed system are to
utilize renewable energy sources and include the Z-source
inverter architecture. The extra DC-DC converter makes the
system more difficult, increases its price, and decreases its
effectiveness. Instead of combining DC-DC and DC-AC
converters, the suggested system in this setup is a shunt
active harmonic filter powered by a photovoltaic source
using a Z-source inverter. The use of Z-source inverter helps
to overcome the difficulties that conventional topologies are
now facing. Analysis of the photovoltaic shunt active
harmonic filter system with Z-source inverter performance
under various operating conditions in the MATLAB /
Simulink environment reveals that the harmonic components
are substantially below the stated IEEE norm, which is less
than 5 %. Z-source inverter is employed in applications
including electric motor drives, photovoltaic power
production, and fuel cells because to its special ability to
reduce dead time and boost system effectiveness.
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EnekmpuyHi cmaHuii, Mepexi i cucmemu
UDC 621.3 https://doi.org/10.20998/2074-272X.2022.6.07

A.A. Bengharbi, S. Laribi, T. Allaoui, A. Mimouni

Photovoltaic system faults diagnosis using discrete wavelet transform
based artificial neural networks

Introduction. This research work focuses on the design and experimental validation of fault detection techniques in grid-connected solar
photovoltaic system operating under Maximum Power Point Tracking mode and subjected to various operating conditions. Purpose. Six
fault scenarios are considered in this study including partial shading, open circuit in the photovoltaic array, complete failure of one of
the six IGBTs of the inverter and some parametric faults that may appear in controller of the boost converter. Methods. The fault
detection technique developed in this work is based on artificial neural networks and uses discrete wavelet transform to extract the
features for the identification of the underlying faults. By applying discrete wavelet transform, the time domain inverter output current is
decomposed into different frequency bands, and then the root mean square values at each frequency band are used to train the neural
network. Results. The proposed fault diagnosis method has been extensively tested on the above faults scenarios and proved to be very
effective and extremely accurate under large variations in the irradiance and temperature. Practical significance. The results obtained
in the binary numerical system allow it to be used as a machine code and the simulation results has been validated by MATLAB /
Simulink software. References 21, tables 5, figures 7.

Key words: artificial neural network, discrete wavelet transform, fault diagnosis, photovoltaic system.

Bemyn. s docnionuyvka poboma npuceésuena po3pooyi ma excnepuMeHmanbHii nepesipyi memoois 6UAGIeHHs HecnpasHocmell y
NIOKTIOYEHitl 00 MepexCi COHAUHILU (OMOoeneKMpPUdHILl cucmemi, Wo NPAYIOE 8 Pexcumi 6I0CMeNCEHHs MOYKU MAKCUMATLHOT NONYHCHOCTI
ma niooacmuca pisHuM ymoeam excnayamayii. Mema. Y ybomy 00CHiOdHCceHHi po321A0aiombCs WiCMb CYeHapiie 6i0MO8U, GKIIOYaIOUU
yacmkoge 3amiHeHHs, obpue Kona y ¢homozanveéaniunii 6amapei, nogna eiomosa o00nozo 3 wecmu IGBT ineepmopa ma Oesiki
napamempuuni 8ioMO8U, AKI MOXMCYMb SUHUKHYMU 6 KOHMponepi nepemeopiosaua, wjo nioguwye. Memoou. Memoouka sussnenms
Hecnpasnocmeli, po3pobnena y yiii pooomi, nonA2ac 8 WMy4HUX HelPOHHUX MePenCcax i GUKOPUCIOBYE OUCKpenHe Beligem-NnepemeopeHHs
0151 OMPUMAHHsL O3HAK OJisL I0eHMuUGDiKayii OCHOBHUX HeCnpagHocmell. 3acmocosyiouu OUCKpenHe GetieNem-nepemeopenHsl, GUXIOHUL CIPYM
iHBepmOopa 6 Yacosi 061acmi po3KIA0AEMbCsL HA PI3HE CMY2U YACMOM, d NOMIM CePeOHbOKEAOPATMUYHI 3HAYEHHS! 8 KOJICHIL CMY3I 4acmom
BUKOPUCIOBYIOMbCAL OTsL HAGYAHHS HelpOHHOT Mepedici. Pe3ynbmamu. 3anpononosanuii memoo diacnocmuku necnpasnocmeti 0y6 6ce6iuHo
npomecmosanull Ha 6KA3AHUX GULYe CYEHAapIax HechpagHocmell i GUABUBCS Oydice eqheKmUBHUM i HAO36UUALIHO MOYHUM HPU BETUKUX
KonuganuAx oceimnerocmi i memnepamypu. Ilpakmuuna 3nauumicme. Pezynomamu, ompumani 8 OSIlIKOSI Cucmemi YUCTEHHS,
0036071A10Mb GUKOPUCMOBYBAM iT SIK MAWUHHULL KOO, a4 pe3ybmamu MoOemosants 0y niomeeportceHi npoepamnum 3abesneuentam
MATLAB/Simulink. bion. 21, Tadn. 5, puc. 7.

Knrouosi cnoga: miryyna HelipoHHA Mepe:ka, TUCKPeTHe BeiiBjeT-NepeTBOPEeHHs], AiarHOCTHKA HecHpaBHOCTeH, (oToeIeKTPHYHA
cucrema.

Abbreviations

ANN Artificial neural network MPPT Maximum power point tracking
CNN Convolutional neural networks PLL Phase lock loop
CWT Continuous wavelet transform PSO Particle swarm optimization
DWT  |Discrete wavelet transform PV Photovoltaic
HF High frequency RMS Root mean square
HPF High-pass filter SVPWM Space vector pulse width modulation
LF Low frequency VOC Vector oriented control
LPF Low-pass filter WT Wavelet transform

Introduction. Global energy demand is rising at a Since diagnosing faults is essential to the PV systems,

fast pace and CO, emissions have reached their highest over the past few years researchers have become
record in recent years; which has prompted the increasingly interested in diagnosing complex system faults.
industrialized world to search for alternative energies A large number of fault diagnostic methods and several
resources to overcome the declining fossil fuel reserves.  approaches have been proposed by researchers. In [6] a new
Solar PV energy is one of the most promising renewable PV array fault diagnosis technique capable of automatically
energies sources [1]. Therefore, PV power generation has  extracting features from raw data for PV array fault
become so mainstream and usually is distributed in some  classification was proposed. That technique shows good fault
distant and cruel environments, and because some faults  diagnosis precision on both noisy and noiseless data. In [7], a
are inevitable during the long-term operation of the PV technique for the rapid detection and isolation of faults in the
system it has become clear that PV system require to be ~ DC micro-grids without deactivating the entire network has
better protected against faults [2, 3]. Also the electrical been introduced. The techmqup is based on sampling branch
faults and interconnected power system increases the cost ~ current measurements then using WT to capture the features
and emission ratio very high [4]. from the network current 51gna1§. The aqthors in [8]

Detecting faults of the PV components and fix it is presented a new approach to effec.tlvely‘ classify and detect
necessary to avoid economic losses and big incidents that Y System faults using deep two-dimensional (2-D) CNN to
may established in this systems, thus ensuring secure and ~ SXtract features from 2-D scalograms generated from PV
robust systems [5]. Moreover, more time and costs are system data. In [9], the authors propose a recurrent neural
suffered when malfunction is failed to be detected in a netwolrk—based. 10ng short-term memoty gpproach for the
timely manner in the system. Therefore, to ensure a high- detection of high impedance fauI.t n PY integr at<?d power
quality system for prolonged, it is essential to recognize the system. In [10], a CNN was combined with a chaotic system

times and locations of faults and failures immediately [5]. © A.A. Bengharbi, S. Laribi, T. Allaoui, A. Mimouni
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and the DWT and applied to the diagnosis of insulation
faults in cross-linked polyacetylene power cables. The
method presented in [11] is based on the combination of an
ANN with WT and leads to an accurate fault location
strategy in bipolar current source converter based high
voltage DC transmission system. In [12], a design of a
monitoring system using a perceptron multilayer ANN for
the detection of rolling element-bearings failure was
proposed. The authors in [13] applied WT to extract the
features of fault signals then used them for training an ANN
that can classify and detect faults in DC microgrid.

Many techniques are used to detecting the faults in
the PV systems, from the above we note that fault
detection is directly dependent on signal current or
voltage which is sensed using sensors and sampled for
further process. Next, effective and different feature
extraction techniques are used in the discussed fault
detection methods to obtain the most versatile and
effective features possible.

The objective of this work is to create an artificial
neural network observer that can detect and classify faults
in photovoltaic system. By using DWT on real data of PV
system under different operating conditions with and
without faults in order to extract the features then learn
and train the ANN with these features.

Materials and methods. The experimental grid-
connected PV system used in this study is depicted in Fig. 1
and its presentation with the proposed fault detection method
—in Fig. 2.

e — ]
Programmable Chroma grid
emulator

MATLAB/Simulink
environment

Boost
converter

|
DSpace
envirenment

P3O MPPT

| FPEASEDerter €

comirolled by PLE (ST
| ——— it

Artificial Newrsl Neework

Frult sign . &=
—

Fig. 2. Presentation of implemented grid-connected PV system
with the proposed fault detection method

A typical grid-connected PV system implemented in
the laboratory is used to verify the fault detection
performance of data dependent methods against real faults in
practical conditions and MPPT mode. The output of the PV
array is created by the programmable Chroma 62150H-

1000S Solar Array emulator which allows modifies the
effects of peripheral conditions (irradiance G and
temperature 7), and as a grid emulator The programmable
AC source Chroma 61,511. A DSpace 1104 environment
implement the control algorithm and used also for data
acquisition. Based on the grid-side signals, VOC based on
SVPWM is used to control the active and reactive powers.
The inverter output voltage is synchronized with the grid
voltage through the PLL. For safety and protection purposes,
the AC load is used when real faults are applied. To extract
maximum power from the PV array, a MPPT controller
based on PSO technique is used [14].

Therefore, this system was used to create and collect
real faulty data for fault detection experimental validation;
we refer interested readers to [15, 16] for more details on
settings of this system. the PV array voltage Vp; and current
Ipy and DC voltage V,. as shown in Fig. 1, are real-time
measured signals with a sampling time of 7, = 100 us [14].

The minimum set of variables associated with faults
is: {py, Vv, Vies |11, i v, fr}, where f}, fi are current and
voltage frequency. It used for observing the PV system.

The real-time measured and estimated signals form a
data matrix Y of 7 columns:

Y="Upy Ver Va I 11 fi V] 1" (M

This work considers the detection of the 6 factual
faults listed in Table 1 that were injected into the PV
system. The faults are of different types and locations and
are injected manually in separate experiments to ensure an
entire analysis. Each trial lasts about 10 to 15 s where in the
fault is applied around the 7th to 9th s. Degradation faults
are not considered in this work, as their detection requires
long-term data at large sampling time intervals [14].

Table 1
Realistic injected fault in the PV system [14]
Fault Type Description
F1 |Inverter fault Complete failure in one of the six
IGBTs

F2 [Feedback sensor |One phase sensor fault 20%
fault

F3 [PV array 10 to 20% non homogeneous partial
mismatch shading

F4 [PV array 15% open circuit in PV array
mismatch

F5 |MPPT controller|-20% gain parameter of PI controller in
fault MPPT controller of the boost converter

F6 |Boost converter [+20% in time constant parameter of PI
controller fault |controller in MPPT controller of the
boost converter

Proposed fault detection strategy. The proposed
fault detection method is described by the flowchart of
Fig. 3. The fault diagnosis algorithm uses the inverter
output current signals for feature extraction approach
based on the DWT. The aim of signal processing is to
extract the features of the signal from several angles
through several transform methods to aid in signal
analysis and processing. The wavelet function is a new
foundation for expressing signals and a good method for
analyzing the signal from different resolutions [10].

Feature extraction using wavelet transform.
Feature extraction is the most important part in the
proposed fault detection and classification process.
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Better features lead to improved system performance
and reliability, because the accuracy of a system depends
on the quality and robustness of the feature extraction
process. Wavelet transform is a mathematical tool for
temporal frequency analysis and has been used in several
fault detection applications. It is based on the
transformation of the temporal signal into a series of
parameters called approximation and detail representing
the slow and fast changes in the signal, respectively. The
wavelets are defined as follows [17]:

¥(t) == ‘P(ﬁj : )
NP

where a and b are the scale factor and position factor
respectively.

Wavelet transform is divided into CWT and DWT
[10]. The DWT algorithm translates and dilates the
wavelet according to discrete values. Therefore, a and b
will be discretized as follows [18]:

—+ Detial_1

% HPF [*42 —————————— Detial 2

» HPF 42 |
‘> LpE —-#2{

—» LPF k42 —» Approximate

> HPF w42 -
Input
Kin}

> LPF 42 —+ Detial_3

Fig. 4. DWT implementation procedure

The approximation is the large-scale and the low
frequency part of the signal and the detail is the small-
scale and high frequency part of the signal [18].

Through DWT, the input signals which consist of LF
and HF components can be decomposed into frequency
bands. Then, through down-sampling, the first level of
wavelet transform can be obtained [10].

For a reliable and fast analysis, a prior knowledge of
the signal levels N to be processed is necessary. The
following equation gives this required parameter [17]:

Nlevels = int[ log(fe/fs )j +2, 4)
log2
where f; is the supply frequency; f. is the sampling
frequency. Note that N, should be an integer.

The appropriate decompositions number can
calculated based on the knowledge of f; and f.. In our
case, considering a supply frequency of 50 Hz and a
sampling frequency of 10 kHz, the number of
decomposition levels required is [17]:

4
Niovess = s +2 = int[ logl10"/50 ]+ 2=9 levels. (5)

log2

Table 2 presents the different frequency bands acquired
by the discrete wavelet decomposition. Figure 5 shows the
DWT that implemented to decompose the current signal (i,)

_ .
4=4do (3)  inMATLAB/Simulink environment to obtained the Details.
b=n-by-agy ’ Table 2
’ Frequency bands obtained by multi-level decomposition
where ag > 1, by > 0; ap and by € Z; m and n are the Levels Approximations Details
integers permitting the control of the dilation and the J=1 Al 0-5000 D1 5000-10000
translation of the original wavelet [17]. =2 A2 0-2500 D2 2500-5000
The DWT algorithm is used to eliminate noise in the =3 A3 0-1250 D3 1250-2500
original signal and also to decompose the time domain J=4 A4 0-625 D4 625-1250
signal into different frequency groups. The original signal I=5 A5 0-312.5 D5 312.5-625
) passes through two complementary filters: a HPF and J=6 A6 0-156.25 D6 156.25-312.5
a LPF appear as two signals defined as the approximation =7 A7 0-78.125 D7 78.125-156.25
signal A and the detail signal D as shown in Fig. 4. J=8 A8 0-39.0625 | D8 39.0625-78.125
J=9 A9 0-19.5313 D9 19.5313-39.0625
Levell Level-2 Laovel3 Lvel-4 L evel£ L evels Level7 Levels Leveks
@r b o
# 1 ] @
e el 2
=l o
=l i3 5
=l =l =
> Lowposs I.!‘_ﬂ.[ m l’l ;l-_!)
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==
| & Lowpess } @_uJ

Fig. 5. DWT implemented in MATLAB / Simulink environment
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Figure 6,a shows the inverter output current (i,) in
healthy case, and in Fig. 6,c in faulty case (F1).

Different details extracted from the obtained inverter
output current signal by the DWT technique for the
healthy case in Fig. 6,b and the faulty case in Fig. 6,d (F1)
is displayed below. By comparing healthy case details and
faulty case (F1) Details of the PV system state as depicted

. iy, A
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12 4 g 14
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in Fig. 6, and Fig. 6,d a remarkable variation in details
amplitude is observed.
Note that these statements are valid for the other
faulty cases when we compare it with the healthy case.
The variation in those details provides some
useful information in the signal to extract and use it to
train ANN.
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Fig. 6. Inverter output current (i,) and its details in healthy and faulty cases

Fault table based on extracted features. The next
process is to create a fault table according to feature
values under each fault by using the RMS of each detail:

_/1 2
RMS = nzj:x, , (6)

where x; denotes the measurements and 7 is the number of
measurements.

We should carefully observed these feature values
because these values will use for training. Using this fault
Table 3, an ANN is trained and then used to identify the faults.

Table 3
Fault table based on extracted features

Digms | D2gms | D3rms | D4rms | DSrms | Dbrms | D7rms | D8rms | D9rms

Healthy | 0.0167 | 0.0040 | 0.0038 | 0.0042 | 0.0058 | 0.0798 | 0.4734 | 0.1243 | 0.0142
F1 0.0132 | 0.0034 | 0.0037 | 0.0092 | 0.0229 | 0.2653 1.5706 | 0.4442 | 0.1148
F2 0.0172 0.0042 0.0041 0.0044 0.0061 0.0808 0.4832 0.1268 0.0132
F3 0.0173 | 0.0053 | 0.0040 | 0.0042 | 0.0075 | 0.0624 | 0.3529 | 0.0925 | 0.0094
F4 0.0162 | 0.0042 | 0.0034 | 0.0037 | 0.0056 | 0.0637 | 0.3744 | 0.0981 | 0.0109
F5 0.0172 | 0.0045 | 0.0045 | 0.0049 | 0.0091 | 0.0869 | 0.4644 | 0.1219 | 0.0127
F6 0.0173 | 0.0045 | 0.0045 | 0.0048 | 0.0094 | 0.0900 | 0.4759 | 0.1250 | 0.0108

Artificial neural network. The Artificial neural
network system has proven its capability in a variety of

engineering applications such as
control and diagnostics [19].

estimation, process
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ANN is modeled on the human brain and nervous
system. It requires to train and calculate hidden layer
weights according to the inputs and required outputs
before using it in a specific system. It consists of the input
layer, hidden layer or layers, and an output layer. Weights
of hidden nodes are calculated during the training process
to provide the exact output in case of same or nearly equal
input combinations. Back-propagation technique is used
for weight training of neural network; this method

At the end of the training process, the model
obtained consists of the optimal weight and the bias
vector. The minimum performance gradient was set and
training will stop when any one of conditions is met.

An automatic learning of the ANN is performed until a
mean squared error of 2.1884-10* is obtained at epoch 13.

Table 5 represents the obtained results in
MATLAB/Simulink environment; it shows that the
results are similar to the target output in Table 4.

calculates the gradient of a loss function with respect to Table 5
all weights in the network so that the gradient is fed to the Tests results
optimization method which uses it to update weights in an
attempt to minimize loss function [20].
The ANN architecture employed in this work | Healthy " oL =»10
is shown in Fig. 7. It consists of the input layer with s
9 neurons, one for each RMS detail, a hidden layer with Trm—
10 neurons, and an output layer with 4 neurons referring
to the sign of the fault we want to detect. The back- K —
propagation technique used for training is based on F1 " -[E,- " =p |1
Levenberg-Marquardt algorithm. The sigmoid activation oS
function is used for hidden and output layers. e
Hidden layer ’{—&“
Input layer ) Owipehss F2 - ..E » =p |2
D1 - 19
@A . ¥y Feem e
‘pn S AN -/,—by.'!' —
— X RN, - F3 H o o =» 3
A\ B 73 P
‘ po - b B |
. 2 - 7 g
[ -
9 Neurons 4 Ncarons F4 N .|i+ | {1 =>4
10 Neurons [y r— -
Fig. 7. ANN Structure -
Table 4 represents the corresponding sign to each fault; ; — y T
. . . COLTespol , F5 i it 2> 5
the sign consist of 4 variables in binary numerical system = J 1
which indicates to fault number ("F"n) in decimal numerical | r
system. The objective of using the binary numerical system ——
as target output is to use it as machine code.
Table 4 ) o 1
Fault sign F6 o 'i N => 16
yl y2 y3 v4 Decimal N° S
Healthy | 0 | 0 | 0 | 0 0 e
F1 1 0 0 0 1
F2 0 1 0 0 2 Conclusion. In this research work, we presenting a
F3 1 1 0 0 3 study of diagnostic technique for PV system based on real
F4 0 0 1 0 4 data, using wavelet transform and artificial neurons
F5 1 0 1 0 5 network. This study aims to find a solution to an effective
Fo6 0 1 1 0 6 and robust detection faults in the PV system such as

Results and discussion. First of all, the ANN must
be trained with healthy and faulty data. Then this trained
neural network is used for fault detection system.

MATLAB/Simulink neural network toolbox is used to
train the neural network according to the extracted features
shown in Table 3 and the sign given in Table 4. The training
process is simple and easy to perform using the MATLAB
toolbox. The trained neural network can be easily converted
to Simulink blocks or a MATLAB function which can be
readily integrated in our designed system.

partial shading, an open-circuit of the PV array of the
system, a complete failure in one of the six IGBTs of the
inverter and some parametric faults.

This technique shows a good performance.
Furthermore, the simplicity of this proposed algorithm
also shortens the response time, that's why it can detect
the faults with high speed and accuracy.

Appendix. Reference [21] represents the grid-
connected PV system faults data that are collected from
lab experiments of faults in a PV microgrid system. There
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are 16 data files in “mat’ form and also ‘.csv’ form.
Experimental data files are available in [21].

Acknowledgment. The authors would like to thank
A. Bakdi, A. Guichi, S. Mekhilef and W. Bounoua for
providing grid-connected PV system faults data from lab
experiments which was part of this research work.

Conflict of interest. The authors declare no conflict
of interest.

REFERENCES
1. Eltawil M.A., Zhao Z. MPPT techniques for photovoltaic
applications. Renewable and Sustainable Energy Reviews, 2013,
vol. 25, pp. 793-813. doi: https://doi.org/10.1016/j.rser.2013.05.022.
2. Albers M.J., Ball G. Comparative Evaluation of DC Fault-
Mitigation Techniques in Large PV Systems. [EEE Journal of
Photovoltaics, 2015, vol. 5, no. 4, pp. 1169-1174. doi:
https://doi.org/10.1109/JPHOTOV.2015.2422142.
3. LS, Dong L., Liao X., Cao X., Wang X., Wang B. Application
of the Variational Mode Decomposition-Based Time and Time—
Frequency Domain Analysis on Series DC Arc Fault Detection of
Photovoltaic Arrays. [EEE Access, 2019, vol. 7, pp. 126177-126190.
doi: https://doi.org/10.1109/ACCESS.2019.2938979.
4. Akbar F., Mehmood T., Sadiq K., Ullah M.F. Optimization
of accurate estimation of single diode solar photovoltaic
parameters and extraction of maximum power point under
different conditions. Electrical Engineering & Electromechanics,
2021, no. 6, pp. 46-53. doi: https://doi.org/10.20998/2074-
272X.2021.6.07.
5. Kim G.G., Lee W., Bhang B.G., Choi J.H., Ahn H.-K. Fault
Detection for Photovoltaic Systems Using Multivariate Analysis
With Electrical and Environmental Variables. /[EEE Journal of
Photovoltaics, 2021, vol. 11, no. 1, pp. 202-212. doi:
https://doi.org/10.1109/JPHOTOV.2020.3032974.
6. Appiah AY., Zhang X., Ayawli B.BK., Kyeremeh F. Long
Short-Term Memory Networks Based Automatic Feature Extraction
for Photovoltaic Array Fault Diagnosis. IEEE Access, 2019, vol. 7, pp.
30089-30101. doi: https://doi.org/10.1109/ACCESS.2019.2902949.
7. Jayamaha D.K.J.S., Lidula N.W.A., Rajapakse A.D.
Wavelet-Multi Resolution Analysis Based ANN Architecture
for Fault Detection and Localization in DC Microgrids. /EEE
Access, 2019, vol. 7, pp. 145371-145384. doi:
https://doi.org/10.1109/ACCESS.2019.2945397.
8. AzizF., Ul Haq A., Ahmad S., Mahmoud Y., Jalal M., Ali U. A
Novel Convolutional Neural Network-Based Approach for Fault
Classification in Photovoltaic Arrays. IEEE Access, 2020, vol. 8, pp.
41889-41904. doi: https://doi.org/10.1109/ACCESS.2020.2977116.
9. Veerasamy V., Wahab N.LLA., Othman M.L., Padmanaban
S., Sekar K., Ramachandran R., Hizam H., Vinayagam A., Islam
M.Z. LSTM Recurrent Neural Network Classifier for High
Impedance Fault Detection in Solar PV Integrated Power
System. [EEE Access, 2021, vol. 9, pp. 32672-32687. doi:
https://doi.org/10.1109/ACCESS.2021.3060800.
10. Wang M.-H., Lu S.-D., Liao R.-M. Fault Diagnosis for
Power Cables Based on Convolutional Neural Network With
Chaotic System and Discrete Wavelet Transform. [EEE
Transactions on Power Delivery, 2022, vol. 37, no. 1, pp. 582-
590. doi: https://doi.org/10.1109/TPWRD.2021.3065342.
11. Ankar S., Sahu U., Yadav A. Wavelet-ANN Based Fault
Location Scheme for Bipolar CSC-Based HVDC Transmission
System. 2020 First International Conference on Power, Control
and Computing Technologies (ICPC2T), 2020, pp. 85-90. doi:
https://doi.org/10.1109/ICPC2T48082.2020.9071450.
12. Souad S.L., Azzedine B., Meradi S. Fault diagnosis of
rolling element bearings using artificial neural network.
International Journal of Electrical and Computer Engineering
(IJECE), 2020, vol. 10, no. 5, pp. 5288-5295. doi:
https://doi.org/10.11591/ijece.v10i5.pp5288-5295.

How to cite this article:

13. Jayamaha D.K.J., Lidula N.W., Rajapakse A. Wavelet
Based Artificial Neural Networks for Detection and
Classification of DC Microgrid Faults. 2019 IEEE Power &
Energy Society General Meeting (PESGM), 2019, pp. 1-5. doi:
https://doi.org/10.1109/PESGM40551.2019.8974108.

14. Bakdi A., Bounoua W., Guichi A., Mekhilef S. Real-time
fault detection in PV systems under MPPT using PMU and
high-frequency multi-sensor data through online PCA-KDE-
based multivariate KL divergence. International Journal of
Electrical Power & Energy Systems, 2021, vol. 125, art. no.
106457. doi: https://doi.org/10.1016/j.ijepes.2020.106457.

15. Guichi A., Talha A., Berkouk E.M., Mekhilef S., Gassab S.
A new method for intermediate power point tracking for PV
generator under partially shaded conditions in hybrid system.

Solar  Energy, 2018, vol. 170, pp. 974-987. doi:
https://doi.org/10.1016/j.solener.2018.06.027.

16. Bakdi A., Bounoua W., Mekhilef S., Halabi L.M.
Nonparametric ~ Kullback-divergence-PCA  for intelligent

mismatch detection and power quality monitoring in grid-
connected rooftop PV. Energy, 2019, vol. 189, art. no. 116366.
doi: https://doi.org/10.1016/j.energy.2019.116366.

17. Eddine C.B.D., Azzeddine B., Mokhtar B. Detection of a
two-level inverter open-circuit fault using the discrete wavelet
transforms technique. 2018 IEEE International Conference on
Industrial Technology (ICIT), 2018, pp. 370-376. doi:
https://doi.org/10.1109/ICIT.2018.8352206.

18. Souad L., Azzedine B., Eddine C.B.D., Boualem B., Samir
M., Youcef M. Induction machine rotor and stator faults detection
by applying the DTW and N-F network. 2018 IEEE International
Conference on Industrial Technology (ICIT), 2018, pp. 431-436.
doi: https://doi.org/10.1109/ICIT.2018.8352216.

19. Bouchaoui L., Hemsas K.E., Mellah H., Benlahneche S.
Power transformer faults diagnosis using undestructive methods
(Roger and IEC) and artificial neural network for dissolved gas
analysis applied on the functional transformer in the Algerian
north-eastern: a comparative study. Electrical Engineering &
Electromechanics, 2021, mno. 4, pp. 3-11. doi:
https://doi.org/10.20998/2074-272X.2021.4.01.

20. Talha M., Asghar F., Kim S.H. A Novel Three-Phase
Inverter Fault Diagnosis System Using Three-dimensional
Feature Extraction and Neural Network. Arabian Journal for
Science and Engineering, 2019, vol. 44, no. 3, pp. 1809-1822.
doi: https://doi.org/10.1007/s13369-018-3156-8.

21. Bakdi A., Guichi A., Mekhilef S., Bounoua W. GPVS-Faults:
Experimental Data for fault scenarios in grid-connected PV systems
under MPPT and IPPT modes, Mendeley Data, 2020, V1. doi:
https://dx.doi.org/http://dx.doi.org/10.17632/n76t439f65.1.

Received 15.05.2022
Accepted 25.07.2022
Published 06.11.2022

Abdelkader Azzeddine Bengharbi 1, PhD Student,

Saadi Souad Laribi', Doctor of Electrical Engineering,
Tayeb Allaoui', Professor of Electrical Engineering,

Amina Mimounil, PhD Student,

! Energy Engineering and Computer Engineering (L2ZGEGI)
Laboratory, University of Tiaret,

BP P 78 Zaaroura, 14000, Tiaret, Algeria.

e-mail: bengharbi.aek.azz@univ-tiaret.dz (Corresponding Author);
souad.laribi@univ-tiaret.dz;

tayeb.allaoui@univ-tiaret.dz;
amina.mimouni@univ-tiaret.dz

Bengharbi A.A., Laribi S., Allaoui T., Mimouni A. Photovoltaic system faults diagnosis using discrete wavelet transform based
artificial neural networks. Electrical Engineering & Electromechanics, 2022, no. 6, pp. 42-47. doi: https://doi.org/10.20998/2074-

272X.2022.6.07

Enexkmpomexnixa i Enexmpomexanixa, 2022, Ne 6

47



UDC 621.3 https://doi.org/10.20998/2074-272X.2022.6.08
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On modeling and real-time simulation of a robust adaptive controller
applied to a multicellular power converter

Introduction. This paper describes the simulation and the robustness assessment of a DC-DC power converter designed to interface a
dual-battery conversion system. The adopted converter is a Buck unidirectional and non-isolated converter, composed of three cells
interconnected in parallel and operating in continuous conduction mode. Purpose. In order to address the growing challenges of high
switching frequencies, a more stable, efficient, and fixed-frequency-operating power system is desired. Originality. Conventional sliding
mode controller suffers from high-frequency oscillation caused by practical limitations of system components and switching frequency
variation. So, we have explored a soft-switching technology to deal with interface problems and switching losses, and we developed a
procedure to choose the high-pass filter parameters in a sliding mode-controlled multicell converter. Methods. We suggest that the
sliding mode is controlled by hysteresis bands as the excesses of the band. This delay in state exchanges gives a signal to control the
switching frequency of the converter, which, in turn, produces a controlled trajectory. We are seeking an adaptive current control
solution to address this issue and adapt a variable-bandwidth of the hysteresis modulation to mitigate nonlinearity in conventional
sliding mode control, which struggles to set the switching frequency. Chatter problems are therefore avoided. A boundary layer-based
control scheme allows multicell converters to operate with a fixed-switching-frequency. Practical value. Simulation studies in the
MATLAB / Simulink environment are performed to analyze system performance and assess its robustness and stability. Thus, our
converter is more efficient and able to cope with parametric variation. References 17, figures 6.

Key words: multicellular converters, sliding mode control, high switching frequency, hysteresis modulation.

Bcmyn. 'V cmammi onucyemovcsa molenioanns ma OyiHKa HAOIUHOCMI CUNOB020 Nepemeopiosaya NOCMIUHO20 CMpymy,
NPUSHAYEHO020 05 83A€MOOIT i3 cucmemoro nepemeopenns 3 0soma bamapesamu. Iputinamui nepemeoprosay € 0OHOCHPAMOBAHUM |
Heizonvosanum nepemeopiogavem baxa, wo cxnadacmvcs 3 mpbox napanenvHo 3 €OHAHUX Midic cob0l0 ocepedKis, wo npayonms 6
pedcumi besnepepsnoi nposionocmi. Mema. /[ns supiuienns npodiem, nog A3aHux 3 BUCOKUMU YACTNOMAMU NEePeMUKANHSA, ROmPioHa
binbw cmabinvha, epekmuena cucmema dicueienns 3 Qikcosanoio yacmomoro. Opucinansuicms. 3euuaiinuii pe2yiamop Ko83HO20
pedxcumy cmpaxicoac 8i0 BUCOKOYACMOMHUX KOAUBAHb, BUKTUKAHUX NPAKMUYHUMU OOMENCEeHHAMU KOMNOHeHmis cucmemu ma
3MiHOI0 uacmomu nepemuxants. Omoice, Mu OOCHIOUNU MEXHONO2II0 M SIKO20 NepeMUKAHHA Ol upiuenHs npobnem inmepgelicy ma
KOMYMayiiHux empam, a maxojc po3poounu npoyedypy eubopy napamempie @inbmpa 6epxXuix uacmom y 6a2amoocepeokoeomy
nepemeopiosayi 3i k063num pedxcumom. Memoou. Mu npunyckaemo, wjo KOG3HULL PeiCUM YNPAGIAEMbCA CMy2amMu cicmepesucy aK
Haonuwkamu cmyau. L{a sampumka obminy cmanamu Oae cuenan YHPAGLIHHA YACMOMOIO NepeMUKanis nepemeoprosad, AKUi,
CBOCIO Uep2oio, CMEOPIOE Keposany mpackmopito. Mu uiykaemo piuients 01s a0anmueHo20 Kepy8ants CMpyMOM, uwjoo eupiuiumu yio
npobnemy i adanmysamu 2icmepesucHy MoOyIayiio 3i SMIHHOIO CMY2010 NPONYCKAHHA 0151 NOM SIKUWEHHS HeNIHIIHOCMI ) 36U4AlIHOMY
KOB3HOMY pedcumi Kepy8aHHsl, sKe WOoCUlU HAMA2AEMbC 6CIMAHOBUMU YACTNOMY nepemMukanus. Takum YuHom 60acmuCsa YHUKHYMU
npobaem i3 depenuanuam. Cxema Kepy8anHs Ha OCHOBI NPUKOPOOHHO20 APy 00360J€ NEPEmBOPIOaAuam 3 KilbKOMa ocepeokamu
npayioeamu 3 @ikcosanoio uacmomoro nepemuxanus. Ilpaxmuuna uinnicmse. Imimayiiine moldenioganus y cepedosuwyi
MATLAB/Simulink euxonyemuvcs 015 ananizy npoOyKkmueHocmi cucmemu ma oyinku it Haoiunocmi ma cmabinenocmi. Taxum uunom,
Haw nepemeoprosay eqhekmugHiuuL i 30amuull CnpasIamucs 3i sminoio napamempie. bion. 17, puc. 6.

Knrouosi cnosa: daratoocepekoBi nepeTBopoBayi, KOB3He YIPABJIiHHS, BUCOKA YACTOTA NIePeMUKAHHS, ricTepe3ucHa MOAYJISALIs.

Introduction. Designing a dual-battery 12/48 V
conversion system is challenging because it requires careful
management of power transfer from the 48 V rail to its 12 V
rail [1, 2]. One option is to use a buck unidirectional DC-DC
converter located between the 12 V and 48 V batteries. This
converter can be used to step down the voltage and transfer
power between batteries. The introduction of unidirectional
DC-DC converters, simplifies design, reduces cost and
encourages adoption in low-cost cars [3]. The power
distribution network also has the ability to detect faults in
auxiliary loads as well as turn these loads on and off. The
power distribution network is implemented with two main
systems: the auxiliary power system, which consists of a
2.4 W buck converter with current limiting control circuits at
12 V. The other system is the control system, which is
developed using microcontrollers and autonomous
controllers [4].

In addition, DC-DC power converters are ideal
candidates in many applications such as electric vehicles,
fuel cells and others. They have been the subject of much
research over three decades [5-9]. The control of these
converters has often been implemented using pulse width
modulation and discrete component and integrated circuit
techniques in different anterior research work that have

reached its limits [10, 11]. Besides, nonlinear sliding mode
controllers represent a very promising strategy for parallel
multi-channel converters integrate control techniques with
numerous sliding surfaces and an intrinsic variable. They are
simple to develop, robust, and respond well in transient and
steady conditions. Furthermore, they limit switching
frequency variation, reduce inappropriate transient response,
and achieve a proper balance of transient and stationary
performance [12-14]. This drives us to propose a sliding
mode controller implementation based on the hysteresis
function. The technology is simple to use and does not
necessitate the use of any additional auxiliary circuits or
sophisticated computations. Previous research indicates that
the main barriers to using sliding mode control are two
interrelated factors: chatter and excessive activity of control
actions [15-17]. The amplitude of chattering is clearly
acknowledged to be linked to the magnitude of a
discontinuous controller. These two issues can be dealt with
concurrently, if the magnitude is limited to a minimal
recommended levels determined by the sliding mode’s
existence criteria. In such a highly interesting context, we
developed an adaptive sliding mode controller. It can be used
to decrease chatter, with the purpose of ensuring an adaptive

© R. Hamdi, A. Hadri Hamida, O. Bennis
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and dynamic control. The main concept behind the
adaptive control technique is to create systems that
display the same dynamic features under relevant
uncertainty situations and adequate to overcome
uncertainties and disturbances. This method will be
thoroughly discussed in the remainder of our study. The
body of the paper is structured as follows:

In the converter topology and mathematical model
section, we will explain and model the adopted system. In
the controller design section, we will examine the hysteresis
modulation-based sliding mode controller. In the simulation
results and stability analyses section, we will discuss the
simulation findings and analyze the effectiveness of the
control measures. And we will end with a conclusion.

Converter topology and mathematical model.
Figure 1 depicts the multicell DC-DC buck converter
under investigation. It consists of three identical modules
coupled via a resistive load R and a filter capacitor C to a
continuous DC input voltage source V;. Each module is
built around a power MOSFET S, an antiparallel diode D,
and a filter inductor L. It’s important to note that the
parallel switching buck converter works in continuous
conduction mode. In other words, the 3 cells are identical,
each cell have the same value of the inductor L. The
converter may be described by an equation system based
on a mathematical model with mean values, and the
system dynamics of the examined converter can be
defined as follows:

dI;;

L—L=V,-D-Vy; 1
o 0 (1)
dv, Vo

c—9=1,+9, 2
o it ()

where I, is the current that flows via inductance j = 1, 2, 3;
I, is the current at the converter’s output; V; is the input
voltage; Vy is the converter’s output voltage; D is the

duty cycle.
The condition of space is expressed as follow:
X = Vref —Vo;
. dv, 1
vy =i =-Yo._ (3)

dr C.(Vo_ j[u'Vf—Vojdtj
R L

where V. is the required output value.
. Phasel = Output filter |

Vi

Controller design. We develop a robust control
strategy in a way that our multicell buck converter
become more stable, more efficient and able to cope with
parametric variation.

At this level, our interest is to explore an adaptive
feedback current control approach to tackle this difficulty,
by using a variable-bandwidth hysteresis modulation to
limit the nonlinearity phenomena in traditional sliding
mode control to fix the switching frequency. The
reconfiguration of the (3) helps us to design the sliding
mode voltage controller:

X 0 1 x| 0 0
{ } _ b { } Vi |45 Ve |- D
2 Lc  RCIL2D | TTo IC

We can determine the switching function u, by
taking into account the estimated state trajectory
including the control parameters x; and x,. Clearly, the
basic principle of sliding mode control is to design a
control law that will direct the trajectory of state variables
to a desired operating point. In the case of the buck
converter under study, it is appropriate to have a control
law that adopts a switching function such that:

1

2. (1 + sign(S)) ’
where u is the logic state of the power switch of the
converter; S is the path of the instantaneous state.

The proposed control scheme shown in Fig. 2
requires that the instantaneous information on the two
converter states x; and x, be fed into the controller to
produce the control signal u as described in (5).

(6))

L &
L] '

R

Fig. 2. Variable band-width hysteresis modulation-based sliding
mode current controller

The method of implementing the sliding mode
control is to use a relay of the sign function with the
calculated trajectory S as shown in Fig. 3. This method is
commonly used and known as the conventional strategy
of the sliding mode, as illustrated in Fig. 4.

When u = 1, the phase trajectory for any arbitrary
starting position on the phase plane will converge to the
equilibrium point (x; = Ve — Vo; x, = 0), after a finite
time period. Similarly, when u = 0, all trajectories
converge to the equilibrium point (x; = V5 x, = 0). Thus,
the sliding surface is defined by:

S:Kpl'(Vref_VO)"’KpZ'iO; (©)
1 1
3 Kplz 5 szz——. (7)
. - . c C C
Fig. 1. Paralleled-multicellular converter
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Fig. 4. Diagram of the controller in conventional sliding mode

Given this, it is simpler to reconfigure the switching
function as described below:
1

S = —ip.
Ic '(Vref _VO)

The control is applied simultaneously without phase
shift to the three topologically identical cells of a non-
isolated and asynchronous converter. The objective is to fix
the switching frequency of the converter by referring to an
adaptive feedback approach. For this purpose, we integrate
a hysteresis modulator and develop a variable hysteresis
band function to mitigate the non-linearity phenomenon of
the conventional sliding mode. Then, we apply an adaptive
feedback current control technique to overcome the
dilemma of variable switching frequency. Still in order to
ensure the fixed frequency operation of the proposed
hysteresis modulator, a requirement is imposed, and that
the hysteresis bandwidth must satisfy it, is:

A_oM[V_o]

®)

B ©)

var—width = 5 2L fw |V,

The converter control scheme has two modes of
operation: one when the error paths are outside the
boundary layer and the other when they are inside the
boundary layer. The boundary layer, which varies in time,
is formed by a frequency ramp signal (fw = 1/T). The
boundaries of this layer correspond to the maximum and
minimum values of the ramp. Figure 5 duplicates the
control scheme of the variable band hysteresis model
based on the sliding mode. At the beginning of each
switching cycle, we determine whether the error paths are

within the limits of the time-varying ramp and, based on
this, we determine the operating mode.

Simulation results and stability analyses. In this
section, and to properly study the behavior of the closed-
loop multi-cell DC-DC buck converter and the evaluation
of its performance under stable and dynamic conditions,
several robustness tests have been performed to analyze
the sensitivity of the implemented strategies to the
variations of the converter parameters.

Figure 6 shows the response of the output voltage and
the output current of the converter to parametric changes. It
seems clear that the system operating with the sliding mode
controller combined with a variable band hysteresis
modulation obtains a better compromise from transient to
steady state. Thus, its transition response is smoother, more
stable, without overshoot and with less oscillations.

Figure 6,a shows the output voltage response and
output load current response when the system undergoes a
change in output reference from 8 V to 12 V. The switching
from one value to another is almost similar is characterized
by high precision with a relatively short transition time.

Figure 6,b shows that, during an increase/decrease in
resistance every 0.2 s, the closed-loop output voltage
response exhibits an undesirable transient drop that lasts a
few seconds followed abruptly by a steady state.

Figure 6,c shows the output voltage response and the
output load current response when the system undergoes a
change in supply, every 0.2 s, it varies between 40 V and
60 V and the output voltage is regulated to 12 V. There is
a slight increase in amplitude, however, the output voltage
and output load current vary around the reference value.
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The simulations performed show extremely
encouraging results regarding the efficiency and
robustness of reference tracking, the control law allows
a faster rejection of the effect of load change. These
results demonstrate the effectiveness of the sliding mode
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control for such a type of converter and mainly for a
dual-battery conversion system. This finding highlights
the key contribution of our work: we obtain a large
reduction of the switching frequency variation thanks to
the suggested technique.

function sgn = fcn (HBmax,HBmin, I)
%¥#Variable Hysteresis Band
(HBmax>T) &£ (I=HBmin)

sgn=1;
else

Scope

sgn=0;
end

Fig. 5. The control scheme of the variable band hysteresis model based on the sliding mode
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Fig. 6. Response of the output voltage V', and output current iy of the converter to parametric changes:
a) Variation of the reference voltage V., from 8 V to 12 V;
b) Increase/decrease of the load R from 10 Q to 22 Q;
¢) Increase/decrease of the input voltage ¥; from 40 V to 60 V
Conclusions. This sort of control has been shown to be effective in both

It is found that the sliding mode based variable
bandwidth hysteresis control is favored as it provides
superior performance in both source voltage disturbance
rejection and load transient response with greatly desired
output voltage tracking and also provides high efficiency.

stability and trajectory tracking challenges. In addition, this
controller is faster to the point that the response time at 5 %
is mainly short. Its appropriate dynamic accuracy is
characterized by zero overshoot during the transient of the
output voltage response. Thus, it provided similar
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performance, improved dynamic drive and could adapt to
varieties of voltage and load. The use of variable bandwidth
hysteresis modulation and switching frequency fixing leads
to large-scale dynamics and allows the reduction of the
magnitude of the control action to the smallest achievable
value as well as finite-time convergence. The simulations
performed show very promising results in terms of reference
tracking performance and robustness. They prove the
relevance of the sliding mode control for this type of system.
Not to mention that paralleling switching cells favors the
increase of the output current, with a reduction of its
oscillations compared to the oscillations of the currents of
each phase.

Conflict of interest. The authors declare no conflict
of interest.

REFERENCES
1. Hamdi R., Hamida A.H., Bennis O., Babaa F. HM-Based
SMVC with Adaptive Feedforward Controller Applied to DC-
DC Converter. 2020 International Conference on Electrical and
Information Technologies (ICEIT), 2020, pp. 1-6. doi:
https://doi.org/10.1109/ICEIT48248.2020.9113220.
2. Do W., Eguchi K., Shibata A. An analytical approach for
parallel switched capacitor converter. Energy Reports, 2020, vol. 6,
pp. 338-342. doi: https://doi.org/10.1016/j.egyr.2020.11.233.
3. LiH, Jiang X., Zou Y., Liu C. A time-domain stability analysis
method for paralleled LLC resonant converter system based on
Floquet theory. Microelectronics Reliability, 2020, vol. 114, art. no.
113849. doi: https://doi.org/10.1016/j.microrel.2020.113849.
4. Ben Said S., Ben Saad K., Benrejeb M. HIL simulation approach
for a multicellular converter controlled by sliding mode. International
Journal of Hydrogen Energy, 2017, vol. 42, no. 17, pp. 12790-12796.
doi: https://doi.org/10.1016/j.ijhydene.2017.01.198.
5. Djondiné P. Overview of Control Techniques for Multicellular
Converter. Journal of Engineering Sciences, 2018, vol. 5, no. 1, pp.
E10-E14. doi: https://doi.org/10.21272/jes.2018.5(1).€3.
6. Engelkemeir F., Gattozzi A., Hallock G., Hebner R. An
improved topology for high power soft-switched power
converters. International Journal of Electrical Power & Energy
Systems, 2019,  vol. 104,  pp. 575-582.  doi:
https://doi.org/10.1016/j.ijepes.2018.07.049.
7. Romashko V.Y., Batrak L.M., Abakumova O.O. Step-
up/step-down regulators in maximum power transmission mode.
Electrical Engineering & Electromechanics, 2022, no. 2, pp. 18-
22. doi: https://doi.org/10.20998/2074-272X.2022.2.03.
8. Merlin Suba G., Kumaresan M. Design of LLC resonant
converter with silicon carbide MOSFET switches and nonlinear
adaptive sliding controller for brushless DC motor system.
Electrical Engineering & Electromechanics, 2022, no. 4, pp. 34-
43. doi: https://doi.org/10.20998/2074-272X.2022.4.05.
9. Bouraghda S., Sebaa K., Bechouat M., Sedraoui M. An
improved sliding mode control for reduction of harmonic
currents in grid system connected with a wind turbine equipped

How to cite this article:

by a doubly-fed induction generator. Electrical Engineering &
Electromechanics, 2022, mno. 2, pp. 47-55. doi:
https://doi.org/10.20998/2074-272X.2022.2.08.

10. Patin N. Power Electronics Applied to Industrial Systems
and  Tramsports.  Elsevier, 2016. 272 p. doi:
https://doi.org/10.1016/C2015-0-04476-8.

11. Kolli A., Gaillard A., De Bernardinis A., Bethoux O., Hissel
D., Khatir Z. A review on DC/DC converter architectures for
power fuel cell applications. Energy Conversion and
Management, 2015, wvol. 105, pp. 716-730. doi:
https://doi.org/10.1016/j.enconman.2015.07.060.

12. Al-Baidhani H., Kazimierczuk M.K., Salvatierra T., Reatti
A., Corti F. Sliding-Mode Voltage Control of Dynamic Power
Supply for CCM. 2019 IEEE International Symposium on
Circuits and Systems (ISCAS), 2019, pp. 1-5. doi:
https://doi.org/10.1109/ISCAS.2019.8702628.

13. Ma G., Wang B., Xu D., Zhang L. Switching control strategy
based on non-singular terminal sliding mode for buck converter in
auxiliary energy source. Energy Procedia, 2018, vol. 145, pp. 139-
144. doi: https://doi.org/10.1016/j.egypro.2018.04.023.

14. Wu Y., Huangfu Y., Ma R., Ravey A., Chrenko D. A strong
robust DC-DC converter of all-digital high-order sliding mode
control for fuel cell power applications. Journal of Power
Sources, 2019, vol. 413, pp- 222-232. doi:
https://doi.org/10.1016/j.jpowsour.2018.12.049.

15. Das S., Salim Qureshi M., Swarnkar P. Design of integral
sliding mode control for DC-DC converters. Materials Today:
Proceedings, 2018, vol. 5, no. 2, pp. 4290-4298. doi:
https://doi.org/10.1016/j.matpr.2017.11.694.

16. Pandey S.K., Patil S.L., Ginoya D., Chaskar U.M., Phadke
S.B. Robust control of mismatched buck DC-DC converters by
PWM-based sliding mode control schemes. Control Engineering
Practice, 2019, vol. 84, pp- 183-193. doi:
https://doi.org/10.1016/j.conengprac.2018.11.010.

17. Naik B.B., Mehta A.J. Sliding mode controller with
modified sliding function for DC-DC Buck Converter. IS4
Transactions, 2017, vol. 70, pp. 279-287. doi:
https://doi.org/10.1016/j.isatra.2017.05.009.

Received 28.05.2022
Accepted 11.06.2022
Published 06.11.2022

Rihab Hamdi', PhD,

Amel Hadri Hamida', Professor,

Ouafae Bennis®, Professor,

' LMSE Laboratory,

University of Biskra, 07000 Biskra, Algeria,

e-mail: rihab.hamdi2012@gmail.com (Corresponding Author);
am_hadri@yahoo.fr;

2 PRISME Institute,

University of Orleans, Chartres, 28000, France,

e-mail: ouafae.bennis@univ-orleans.fr

Hamdi R., Hadri Hamida A., Bennis O. On modeling and real-time simulation of a robust adaptive controller applied to a multicellular
power converter. Electrical Engineering & Electromechanics, 2022, no. 6, pp. 48-52. doi: https://doi.org/10.20998/2074-

272X.2022.6.08

52

Enexmpomexnixa i Enexmpomexanixa, 2022, Ne 6



UDC 621.3 https://doi.org/10.20998/2074-272X.2022.6.09

B. Mahdad, K. Srairi

Interactive artificial ecosystem algorithm for solving power management optimizations

Introduction. Power planning and management of practical power systems considering the integration and coordination of various
FACTS devices is a vital research area. Recently, several metaheuristic methods have been developed and applied to solve various
optimization problems. Among these methods, an artificial ecosystem based optimization has been successfully proposed and applied to
solve various industrial and planning problems. The novelty of the work consists in creating an interactive process search between
diversification and intensification within the standard artificial ecosystem based optimization. The concept of the introduced variant is
based on creating dynamic interaction between production operator and consumer operator during search process. Purpose. This paper
introduces an interactive artificial ecosystem based optimization to solve with accuracy the multi objective power management
optimization problems. Methods. The solution of the problem was carried out using MATLAB program and the developed package is
based on combining the proposed metaheuristic method and the power flow tool based Newton-Raphson algorithm. Results. Obtained
results confirmed that the proposed optimizer tool may be suitable to solve individually and simultaneously various objective functions
such as the total fuel cost, the power losses and the voltage deviation. Practical value. The efficiency of the proposed variant in terms of
solution quality and convergence behavior has been validated on two practical electric test systems: the IEEE-30-bus, and the IEEE-57-
bus. A statistical comparative study with critical review is elaborated and intensively compared to various recent metaheuristic
techniques confirm the competitive aspect and particularity of the proposed optimizer tool in solving with accuracy the power
management considering various objective functions. References 34, tables 11, figures 16.

Key words: artificial ecosystem based optimization, power management, intensification and diversification, FACTS devices.

Bemyn. IInanysanns enekmpodicuenenHs ma YnpaeuinHa eHep2oCUCeMaMU, W0 eKCHIYAmylmsCs, 3 YPaxyeanHam inmeepayii ma
Koopounayii piznux npucmpoie FACTS (enyuxa cucmema nepedayi 3MinHO20 CHIPYMY) € JICUMMEBD BANCTUBOIO 2AY3310 OOCTIONCEHD.
Ocmannim yacom 6y10 po3podieHo Ma 3ACMOCO8AHO KilbKA MemaespUCmuyHUX Memoois 0 GUpIeHHs PI3HUX 3a0ad OnmuMizayii.
Cepeo yux memooie onmumizayiss Ha OCHOGI WMY4HOI ekocucmemu Oya YCHiWHO 3aNPONOHOBANA MA 3ACMOCOBAHA Ol GUPIUEHHS
DIBHUX NPOMUCTIOSUX Ma NIaHY8anbHux 3aedans. Hoeusna pobomu nonseac y cmeOpeHHi iHMePaKmuHo20 npoyecy NOULYKY Midic
ougepcugbixayicio ma iHmeHcupikayiero 8 pamkax CcmaHoapmuoi onmumizayii Ha OcHosI wmyuHoi exocucmemu. Konyenyis
npeocmasneno2o Bapianma 3AaCcHOBAHA HA CMBOPeHHi OUHAMIYHOI 63acMOOii MidC OnepamopoM-8upOOHUKOM MaAd OnepamopoM-
cnooicusaiem y npoyeci nouyky. Mema. Y cmammi npeocmasneno inmepaxmushy onmumizayiio Ha OCHOGI wmy4Hoi ekocucmemu Ois
MOUH020 UpiuieHHs 6a2amoyiibo8ux 3a80aHb onmuMizayii ynpaeninus sicusienuam. Memoou. Po3e ‘si3anms 3a0aui 30MiCHIO8AN0CA 3a
donomoeoio npoepamu MATLAB, a po3pobnenuii nakem 3acHo8anuil Ha 06 €OHAHHI 3aNPONOHOBAHO20 MEMACEPUCIIUYHO20 MEMOOY Ma
incmpymenmy Powerflow na ocnoei ancopummy Hetomona-Paghcona. Pezynomamu. Ompumani pesyiemamu niomeepounu, wujo
3anpONOHO8AHULL THCIPYMEHM ONMUMI3AMOpa modice Oymu npuoamuuil O iHOUBIOYATbHO20 MA OOHOUYACHO20 PO36 A3AHHSL DI3HUX
YInboBUX QYHKYIN, MaKUX AK 3a2aibHa 8apmicmb Naausd, smpamu nomyxcHocmi ma eioxunenus nanpyeu. Ilpakmuuna yinnicmeo.
Egexmusnicms 3anpononosanozo sapianma 3 mouku 30py SAKOCHI pilieHHs ma noeeoiHKku 30iicHocmi 6yia niomeepodiceHa Ha 080X
peanvhux enrekmpuunux unpodyeanvhux cucmemax: wuni IEEE-30 ma wuni IEEE-57. Cmamucmuyne nopiensaivhe 00CiOdNCeHHs 3
KpUMUYHUM  0275100M PO3POONEHO ™A [HMEHCUBHO NOPIGHIOEMbCA 3 PISHUMU CYHACHUMU MeMAaespUCUYHUMU Memooamy, o
niomeepodICcyIoms KOHKYPEeHMHULL acnekm ma ocoOnusicmes 3anponoHo8an020 IHCMPYMEennty Onmumisamopa y moyHoMy po36 A3aHHi
VIPAGIIHHSL HCUGTEHHAM 3 YPAXYSAHHAM PIZHUX Yinbosux gyukyiu. bion. 34, Tabm. 11, puc. 16.

Kniouosi cnosa: onTumizanis Ha OCHOBI INTYYHOI €KOCHCTEMH, YIPAaB/IiHHA eHepriclo, inTeHcudikania Ta qusBepcudikanis,
npuctpoi FACTS (rayuka cucreMa nepeaadi 3MiHHOIo cTpymy).

Introduction. As well demonstrated and stated in
many research papers, that no a standard optimizer tool
capable to solve various optimization tasks. For this
reason, many optimizer tools based metaheuristic
algorithms known also as global optimization methods
have been developed. It is well proven that each
developed method has its specific drawbacks and
advantages, so, the majority of metaheuristic methods
have special parameters to adjust designed to balance the
search activity between intensification and diversification.
The famous idea firstly introduced by Carpentier [1]
namely economic dispatch which is a simplified and
particular case of optimal power flow (OPF) becomes a
vital tool for solving wvarious power management
optimization problems. The OPF planning strategy
consists in improving the solution quality of a single or
combined objective functions such as the total fuel cost
(TFC), the total power loss (TPL), the total voltage
deviation (TVD) and the voltage stability (VS) index
while satisfying various security constraints. The concept
of OPF tool becomes more attractive and vital for experts
with the intensive installation of several types of flexible
ac transmission system (FACTS) and the intense

orientation towards integration of renewable sources. In
the literature various determinist methods based
mathematical formulation and several metaheuristic
techniques have been proposed to solve many power
management problems associated to modern electric
systems. These methods have been designed and adapted
to solve the conventional single or multi objective OPF
considering several FACTS and various renewable
sources energy such as wind and photovoltaic sources. In
[2] a brief review is proposed on the famous metaheuristic
methods applied to solve various power systems planning
and control, among these methods: Genetic algorithm
(GA), particle swarm optimization (PSO), differential
evolution (DE), tabu search algorithm (TS), simulated
annealing, etc. Continuously and to enhance the
performances of the standard metaheuristic algorithms,
many variants have been developed. The main idea
introduced by these variants based metaheuristic methods
such as in [3] are focused on how adjusting with efficacy
the evolution of specific parameters and how to create
flexible equilibrium during search process between
diversification and intensification. Towards this pertinent
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context, and to improve the solution of various practical
configurations associated to the multi objective OPF,
various recent optimization techniques have been
designed and proposed. These recent optimization
techniques characterized by low parameters to adjust, and
their research mechanism is adaptive to create a flexible
balance during search process between intensification and
diversification. Among these methods, in [4] authors
proposed a new interactive sine cosine algorithm (ISCA)
to solve the security OPF considering critical state
operations. In the same context, an interactive procedure
named micro SCA is introduced and greatly improved the
mechanism search of the standard SCA. In [5] a new
variant named partitioning whale algorithm (PWOA) has
been successfully applied to solve with accuracy the multi
objective OPF. In [6] a new chaotic electromagnetic field
algorithm based optimization is applied to improve the
solution of the OPF. In [7] authors applied a moth swarm
optimizer (MSO) to solve the OPF considering various
operation and security constraints. In [8] an enhanced
grasshopper variant is adapted and used to solve the multi
objective OPF. In [9] authors suggested a variant based
Jaya algorithm (AMTPG-Jaya) to enhance the solution of
multi objective OPF. In [10] a new algorithm named tree
seed algorithm (TSA) is proposed. In [11] a hybrid
algorithm based on combing the PSO and gravitational
search algorithm (GSA) is proposed to enhance the
solution of the multi objective OPF. In [12] the lightning
attachment optimization (LAO) technique is used for
solving the security OPF. In [13] a combined technique
based on PSO and pattern search (PS) algorithm is
adapted to solve the OPF considering the integration of
FACTS controllers. In [14] a variant based on teaching-
learning algorithm is applied to solve the multi objective
OPF. In [15] a chaotic bat algorithm (CBA) is adapted
and applied to solve the reactive power management
(RPM) problems. In [16] a new variant based social
spider optimization (SSO) algorithm is used to improve
the performances of the standard algorithm in solving the
OPF by considering various goal functions. In [17] the
PSO, GA and evolutionary algorithm (EA) are applied to
solve the multi objective OPF problems. In [18] a new
adaptive partitioning flower pollination algorithm
(APFPA) is introduced and successfully applied to
improve the OPF solution considering various objective
functions at normal condition and under load growth. In
[19] a modified salp swarm algorithm (MSSA) is
successfully adapted and applied to solve the reactive
power management optimization of the Algerian electric
power system. In [20], a chaotic salp swarm algorithm
(CSSA) is applied to solve various objective functions
based OPF. In [21] a new stud krill herd algorithm (SKH)
is adapted and used to solve the OPF with various
objective functions. In [22] an improved adaptive
differential evolution is suggested to solve various
objectives based OPF problems. In [23] a novel variant
based salp swarm algorithm is successfully applied to
improve the solution quality of the multi objective OPF.
In [24] a squirrel search algorithm is applied to solve the
economic dispatch considering practical constraints such
as the valve loading effect and multiple fuels. In [25] a
novel variant based grey wolf optimizer (GWO) namely,

crisscross search based GWO (CS-GWO) is proposed to
solve the OPF considering several objective functions. In
[26] the whale optimizer is adapted and applied to solve the
dynamic economic emission dispatch. In [27] a slime
mould algorithm is proposed to solve the stochastic optimal
power flow based wind energy and considering static VAR
compensators. In [28] a hybrid algorithm based on
combing the genetic algorithm and the salp swarm
algorithm to solve the simultaneous allocation of multiple
distribution generation and shunt compensators to improve
the performances of radial distribution systems.

Recently, a new optimizer tool based metaheuristic
concept namely artificial ecosystem optimizer (AEO) has
been proposed by in [29]. AEO is inspired from the
interactive flow of energy in an ecosystem on the earth.
The robustness of the proposed mechanism search based
AEO has been validated on many categories of test
benchmark functions and practical engineering problems
[29]. In the literature the standard AEO algorithm and a
limited number of proposed variants based AEO have
been applied to solve various practical optimization
problems, however, a very limited number of variants
based AEO have been proposed and applied to solve the
active and reactive power management optimization
problems without considering the integration of FACTS
devices. Among these variants based AEO, in [30] the
standard AEO is adapted to solve the reactive power
management of many electric test systems such as the
IEEE 30-Bus, the IEEE 118-Bus, the 300-Bus and the
Algerian electric network 114-Bus, in this study, the bank
compensators are the main compensator devices
investigated to improve the performances of the reactive
power management. In [31] the standard AEO is
successfully investigated to solve the reconfiguration of
radial distribution systems considering the integration of
multi distributed generations (DGs) and multi bank
capacitors. In [32] the AEO is designed and applied to
solve the combined problem based optimal locations of
photovoltaic (PV) and wind sources based DGs and
compensator devices, and in [33] an enhanced AEO is
designed and adapted to solve the optimal location of
DGs to minimize the TPL in radial distribution systems.
In this study an interactive variant based AEO is proposed
to solve various multi objective power management
problems considering the integration of multi SVC
devices based FACTS technology. The main
contributions achieved in this paper compared to the
standard AEO and to other metaheuristic techniques are
summarized in four points:

¢ a new variant named interactive AEO is proposed to
solve the multi objective power management optimization
problems;

e a dynamic interaction between production operator
and consumer operator during search process is
introduced to right balance between diversification and
intensification;

o the proposed interactive artificial ecosystem optimizer
(IAEO) is characterized by a flexible equilibrium during
search process between intensification and diversification;

o the TFC, the TPL and the TVD are three main objective
functions optimized individually and simultaneously;
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e the proposed IAEO validated on two standard
electric systems (IEEE-30-Bus and IEEE-57-Bus) and an
effective comparative study and critical review with many
methods have been elaborated to demonstrate the
efficiency of the proposed IAEO.

Power management optimization. The task of
power management optimization known also as OPF is to
minimize one or multi objective functions. The equality
H(X, U) = 0 and the inequality constraints G(X, U) < 0
related to operation security of electric systems [5] must
be satisfied. The mathematical formulation of the multi
objective power management optimization is expressed as
follow:

Min {obj _F;}= |
=Min 0bj _F,0bj _F,,0bj _F;,...... ,Obj_Fnob]-} M
Subject to:

Power balance constraints: represents the balance of
active and reactive power between production and
demand

N
Py = Piy =V 2V (g cos 8y + by sin 6 )=0

H(X,U)=0< iy @
Qgi — Qai ‘Vz‘;V,f(gij sin & — by c0s 8 )=0
J=

Operation constraints: reflects technical admissible

operation limits of various elements of electric networks
i <y, <y
PN < P < PR
Qél}lll S le S gax
];_min < Tl < Y}max . (3)

min max
svci < stci < stci

G(X,U)<0s

Vit <vp v
max
Sii < Sji
The vectors X and U are expressed as:

X7 =[5, (1N po ) Py s 0 (LoNpy s (4)

UT =[P (1. Npp WV (1N pp b Oy (1. Ny L T(1.N7 )] 5)
Various objective functions.
TFC minimization. The objective
associated to the TFC is expressed as follows.
NG
OBJ,(X,U)=min(TFC)= min[Z(ai +b;Py; + ;P )] , (6)
i=l
where NG is the number of thermal generating units; P,
is the real power of the ith generator; a;, b, and ¢; are the
cost coefficients of the ith generator.
TVD minimization. The objective
associated to the TVD is expressed as:

function

function

OBJ,(X,U)=min(TVD)= min( D Vdes|] , (D
ieNL
where V, is the desired voltage magnitudes at all load
buses.
TPL minimization. The objective
associated to the TPL is formulated as follow:

function

OBJ4(X,U)=min(TPL)=

MES > 2 ®)
=min ng (thl') + V] _2[kViVj COSé}]- K
k=1
TFC minimization in coordination with TVD. The
objective function based on combining the TFC and the
TVD is modelled using the following equation.
NG
OBJ4(X,U)= Min [[z (a,. +b;Py; +¢;Py )] + ﬂ.(TVD)J , (9)
i=1
where fis a balancing factor.
Constraints management. Modified objective
function is formulated using the following expression
[18]:

OBJoqa(X,U)=OBJ,(X,U)+ Pen;  (10)

NPQ . Npy .
Pen=r,x Vi ~VimF 47 3 log -0l f +

i=1 i=1 (11)

NI
li li
+7pg X (Pgs _Pg}vm)z + Vb ¥ Z(Sbri _Sblrrtn)za
i=l1

where %, 7o, 7ps and y,, are the penalty coefficients related
to state variables [5].

Static Var Compensator (SVC) model. The SVC
device is one of shunt compensators from the family of
FACTS. As well shown in Fig. 1, the principle of SVC
device consists in controlling the voltage magnitude at
specified bus absorbing or injecting reactive power. The

NZS

expression of reactive power O

controlled by the
SVC device is given as follow:

PVC =By V7. (12)
Busi Vl
~N
TCR
gz‘::citor : ~ - >

Fig. 1. Basic structure of the SVC

Basic structure of AEQ. Recently in [29], authors
developed a new optimizer tool based on ecosystem
concept namely AEO. The standard AEO mimics the
behavior of energy flow in an ecosystem. The basic
architecture of the standard AEO is shown in Fig. 2, and
the key steps of the AEO are described in the following:

e the main structure of AEO consists of three interactive
operators organized based on their energy level;

e in the population, there is only one operator named
the Producer which represents the plants in nature. Only
one decomposer operator which is known as bacteria and
fungi, and the remaining of individuals in the population
are designed as consumers known in nature as animals
selected as carnivores, herbivores or omnivores;
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e the fitness function designed to evaluate all
individuals is based on the level of their energy. High
level of energy indicates that the selected individual will
be the best candidate solution;

e the main task of the producer operator is dedicated
to create balance between exploration and exploitation;
however the consumer operators are oriented to execute
intensification in coordination with the decomposer
operator at specified iterations.

Level of Energy
High

Fig. 2. Basic structure of an ecosystem

Mathematical modeling of AEO. Based on the
flowchart shown in Fig. 3, the operators of the standard
AEQ are described as follows.

Production operator: based on the original AEO
[29], the task of the producer operator in an ecosystem is
to generate food energy. The evolution of production
operator is modeled using the following mathematical
expressions:

Xy (it +1)=(1—a)x X, (it)+ ax X g (it); (13)
a:(l_it/Tmax)'rl; (14)
Xyand = r'(Umax _Umin)+Umin > (15)

where it is the current iteration; X, is the better candidate
found so far; Ti. is the maximum number of iterations;
Upax and Uy, are the maximum and the minimum limits
of control variables, respectively; »; and r are two random
number within the limits [0, 1]; @ is the linear weight
factor; X, 1s the random position of an individual.

Consumer operator: The consumers operations are
modeled as follows.

For herbivore individuals, the evolution of a random
consumer in the search space is modeled using the
following equation:

X, (i +1)= X, (it)+ CF x (X, (it)- X, (ir)), i €{2.......n}, (16)
where CF is a consumption factor defined as follows:
cr Ll
2 v,
vy ~ N(0,1), vy ~ N(0,1) . (18)

For carnivore individuals, mathematically, the
behavior of the evolution of carnivores on the search
space is modeled as follows:

(17

X, (it +1)= X, (i) + CF x (0, (i)~ X ;(it)) i € B a9)
j=RANDi ([2i-1])

For omnivore individuals, it is can each both

randomly a consumer with the higher energy level and a

producer. The behavior of an omnivore consumer is
modeled as follows:

X; (it +1)= X, (it)+ CF x (ry x (X, (it) - X, (i2)));
(1= )x (X, (it)= 2 1)) 7= 3,m;
j=RANDi ([2i-1])

Decomposer operator: The equation describing the
decomposition behavior is expressed as follows:

(20)

{X,-(it+l):Xn(it)+Dx(ExXn(it)—HXXi(it))= @)

i=1...,n
D=3xu, u~N(@,1); (22)
E=ryxRANDi (I 2])-1; (23)
H=2xr;-1, 24

where D is the decomposition factor; £ and H are the
weight coefficients; u is the normal distribution with the
mean = 0 and the standard deviation = 1.

Algorithm 1: Pseudo code of the standard AEO [29]

1 Input setting variables of AEO: Pop_size, Iter max,
Trial_max, Dim, ub, 1b
2 Generating a population randomly X; (solutions),

evaluate the fitness Fit;, and select the best solution
found so far Xpes;

3 ‘While Iter max and Trial max not reached do
//Production operator //

4 For individual X1, update its solution using eq. 13
//Consumption operator //

5 For each individual Xi (i=2,...,n),
/I Herbivore operator//

6 If rand<1/3 then update its solution using eq.16,
// Omnivore operator //

7 Else If 1/3<rand< 2/3 then update its solution using
eq.19,
// Carnivore operator //

8 Else update its solution using eq. 20,

9 End If.

10  Endlf

11 Evaluate the fitness of each individual.

12 Update the best solution achieved so far Xp..
/I Decomposition operator//

13 Update the position of each individual using equation
21).
14 Calculate the fitness of each individual.

15 Update the best solution found so far Xj.
16 End While
17 Return X,

Strategy of the proposed IAEQ based optimal
power management. The strategy of the proposed IAEO
designed for solving various OPF managements is
focused to create interactive equilibrium between
diversification and intensification.

Exploration phase. Three coordinated subsystems
are designed to accomplish the exploration phase. The
first subsystem consists of active powers of generating
units, the second subsystem consists of voltage
magnitudes of generators and the third subsystems
contains the decision variables associated to tap
transformers. Figure 3 shows the three decision variables
associated to the exploration phase.
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Fig. 3. Decision variables designed for exploration and
exploitation phases

The steps of the diversification phase are described
as follows.

Stage 1: the task of the first subsystem is designed to
optimize only the decision variables associated to active
power of generators. The first optimized decision
variables achieved during the first stage is identified as
Subl PG.

Stage 2: the task of the second subsystem is focused
to optimize the decision variables related to the voltage
magnitudes of thermal generators by considering the
Subl PG as an initial solution. The second optimized
control variables achieved during this stage is named
Sub2 VG.

Stage 3: the task of the third subsystem to be optimized
is oriented to optimize the decision variables associated to
tap transformers by considering Subl PG and Sub2 VG as
an initial solution. The third optimized control variables
found during this third stage is identified as Sub3_T.

Exploitation phase. The task of the intensification
phase is to optimize the decision variables associated to
reactive power of multi SVC devices by considering the
three optimized sub systems such as: Subl PG,
Sub2 VG, and Sub3 T achieved during the
diversification phase.

In this paper, the maximum number of generation
and the population size related to this stage are taken 150
and 20 respectively, these values chosen carefully by
experience and in general depend on the type of the test
system to be solved.

Proposed interactive search process. In the
proposed new variant named IAEO, an interactive search
process is introduced to improve the solution quality, two
modifications are proposed.

The first modification is related to the dynamic
evolution of the weight coefficient during search task.
The weight factor is controlled during the search process
using the following expression:

a=(1—sin(it/Tpay ) x rand | . (25)

The evolution of the weight coefficient for one run is
shown in Fig. 4.

The second modification introduced focused on
updating the evolution of production operator during
search process using the following mathematical
expressions:

Xy(ir+1)= (1= a)x X, (it)+ ax X, 4nq (it);
If It <lt.  Xygpg =rx (Umax _Umin)+ Umin’
if lt>1tc X, g =7% (bestipopiSol _Umin)+ U min »

where 1, is the critical iteration chosen by experience, it
depends on the problem to be solved, in this study, /% is
taken between 10 to 20; best Pop_Sol is the best solution
found so far.

(26)
27
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Fig. 4. Evolution of weight coefficient a during search process

Solution steps of the proposed IAEO strategy.

Based on the interactive of the proposed IAEO
presented in Fig. 4, the following steps are required to
apply the proposed IAEO to solve the OPF with various
objective functions:

Step 1: Introduce the data related to eclectic network
such as, fuel cost coefficients of generating units, lines and
buses technical characteristics, load parameters, and all
security and operation limits such as, permissible limits of
voltages of generators and PQ-buses, permissible limits of
tap transformers, and limits of reactive power of multi SVC.

Step 2: Identify the dimension of all subsystems to
be optimized, the sub system for active power generation
(Subl_PG), the sub system for voltage magnitudes of PV
bus (Sub2 VG), the sub system for tap transformers
(Sub3_TP), and the sub system for reactive power of
shunt SVC devices (Sub4_Qsvc).

Step 3: Define parameters of IAEO algorithm
associated to each sub system.

Step 4: Execute the exploration phase based IAEO for
solving the three subsystems: [Subl PG Sub2 VG Sub3_T].

Step 5: Define parameters of the algorithm for the
forth subsystem Sub4 QSVC designed to elaborate the
exploitation phase.

Step 6: Elaborate the exploitation phase, and save
the new updated global decision variables:

[Subl PG Sub2 VG Sub3 T Sub4 Qsvc]

Step 7: Repeat all steps until Trial,,x is achieved

Cases studies. This section is focused in applying
the proposed new variant namely IAEO to optimize
various objective functions based OPF management. Two
practical test systems are considered to validate the
efficiency of the proposed variant. The IEEE-30-bus, and
the IEEE-57-bus electric systems. In this study, and for
fair comparison with other methods, the initial security
limits of SVC devices for the test system IEEE 30-Bus is
taken in the limits [-5, 5] MVAr, and for IEEE 57-Bus is
taken in the limits [-20, 20] MVAr. Various objective
functions such as, TFC, the TPL and the TVD have been
optimized individually and in coordination.

Test-1: IEEE-30-Bus. The standard electric IEEE-
30-Bus test system consists of 30 bus and 41 lines, the
total load demand to satisfy at normal exploitation is
(283.4+j126) MVA. The admissible limits of PQ-buses
and PV-buses are in the limits [0.95, 1.1] p.u. The
admissible limits of the four tap transformers are in the
limits [0.9, 1.1] p.u., nine SVC have been integrated on
buses (10, 12, 15, 17, 20, 21, 23, 24, 29), details technical
data can be verified in [32]. For this electric network, six
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cases have been elaborated to validate the efficacy of the
proposed power management optimization based IAEO.

Case-1: TFC improvement.

Case-2: TPL improvement.

Case-3: TVD improvement.

Case-4: TFC and TPL improvement.

Case-5: TPL and TVD improvement.

Case-6: TFC and TVD improvement.

Case-1: TFC improvement. In this case, the proposed
algorithm namely IAEO is applied to find the best fuel cost.
Four vectors of control variables such as real power and
voltages of thermal generators, tap transformers, and shunt
compensators based SVC devices have been optimized. In
order to create diversity in search space, four vector of
decision variables (PG, VG, TP and Qsvc) are optimized
based on interactive mechanism search. Figures 5,a-c show
the convergence characteristics related to the three stages, it
is found that the best cost is improved from stage to stage.
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a — convergence behavior of TFC minimization using IAEO
at stage 1 (decision variables PG) for IEEE-30-Bus;
b — convergence behavior of TFC minimization using IAEO
at stage 2 (decision variables PG and VG) for IEEE-30-Bus;
¢ — convergence behavior of TFC minimization using IAEO
at stage 3(decision variables PG, VG and TP) for IEEE-30-Bus

For this first case, and as well depicted in Table 1, the
optimized TFC achieved at the final phase is 798.9457 $/h,
which is better compared to the results found using various
recent methods. The convergence behavior of the TFC
minimization at the final stage is shown in Fig. 6. The
profiles of voltages are shown in Fig. 11. As well shown in
Table 2, the proposed IAEO variant outperforms many
optimization techniques.

The main optimized decision variables for IEEE-30-bus testh;g:n:
\]/)aer(i:;lsai; I; Case-1 | Case-2 | Case-3 | Case-4 | Case-5 | Case-6
Py 176.9702| 51.2353 [143.6338|150.9415| 54.1571 [165.6028
Py 48.3087 1 80.0000 | 29.6343 [ 53.4670 | 79.8185 | 51.4071
Pys 21.2048150.0000 | 46.2980 [ 26.2350 [ 49.9782 | 24.8121
Py 21.5845135.0000 | 27.6480 [ 25.9711 | 34.5076 | 23.5360
Pgi 11.8614]30.0000 | 26.4342 | 16.8140 | 29.6331 | 12.3987
Pgi3 12.0379140.0000 | 16.3812 | 16.8992 | 38.9481 | 15.2052
\ 1.1000 | 1.0999 | 1.0125 | 1.1000 | 1.0127 | 1.0127
Vo 1.0876 | 1.0976 | 1.0038 | 1.0876 [ 1.0040 | 1.0040
Ves 1.0612 | 1.0799 | 1.0135 | 1.0612 | 1.0137 | 1.0137
Vs 1.0690 | 1.0871 | 1.0020 | 1.0690 | 1.0022 | 1.0022
Vi 1.1000 | 1.0999 | 1.0515 | 1.1000 | 1.0517 | 1.0517
Vi3 1.1000 | 1.0999 | 1.0137 | 1.1000 | 1.0139 | 1.0139
Tu 1.0380 | 1.0438 | 1.0701 | 1.0405 [ 1.0729 | 1.0692
T 0.9069 | 0.9142 | 0.9013 | 0.9094 [ 0.9041 | 0.9004
Tis 0.9748 | 0.9813 | 0.9777 | 0.9773 [ 0.9805 | 0.9768
Ts6 0.9653 [ 0.9707 | 0.9717 | 0.9678 | 0.9745 | 0.9708
Qgvero | 4.8612 | 4.8518 | 3.1553 | 4.5818 | 3.1955 | 2.8531
Qsverz | 47156 | 3.1956 | 4.1130 | 4.2198 | 4.5578 | 4.3988
Qqers | 4.9608 | 2.9111 | 2.4363 | 4.9965 | 2.4236 | 2.3942
Qqet7 | 4.8951 | 4.8909 | 4.1329 | 4.0765 | 4.1939 | 3.8261
Que0 | 4.2697 | 3.7933 | 4.0801 | 4.3004 | 4.0587 | 4.0095
Qgve2t 4.9608 | 4.9008 | 4.6292 | 4.9965 | 4.6050 | 4.5491
Qae2s | 41186 | 2.6759 | 4.6118 [ 4.1482 | 4.5876 | 4.5320
Qsveos | 4.5288 | 4.9008 | 4.4672 | 4.2328 | 4.3305 | 3.8259
Queo | 2.7809 | 2.5299 | 4.0889 | 1.8013 | 4.0675 | 3.0218
TPL, MW| 8.5675 |2.835300( 6.6294 | 6.9278 | 3.6426 | 9. 5619
TFC, $/h |798.9457(967.0310]|860.9828(805.5460[964.2807|807.0926
TVD, p.u.| 1.9582 | 2.0747 | 0.1098 | 1.8877 | 0.1204 | 0.1348
800.8
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800.4 [
800.2
g 800
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Fig. 6. Convergence behavior for TFC minimization using
IAEO at the final stage for IEEE-30-Bus
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Table 2

Comparison results of TFC minimization:
test system IEEE-30-Bus:

Voltage of PQ bus limits [0.95, 1.1] (p.u.)
Methods referenced
in: [4, 5, 18] TFC, $/h |TPL, MW|TVD, p.u.
TLBO 799.0715 — —
GSA 798.6751%* — —
DSA 799.0943 — —
BBO 799.1116 — —
DE 799.2891 — —
SA 799.4500 — —
AGAPOP 799.8441 — —
BHBO 799.9217 — —
EM 800.0780 — -
EADHDE 800.1579 — —
EADDE 800.2041 — —
PSO 800.4100 — —
FPSO 800.7200 — —
IGA 800.8050 - -
PSO 800.9600 — —
GAF 801.2100 — —
ICA 801.8430 — —
EGA 802.0600 - -
TS 802.2900 — —
MDE 802.3760 — —
IEP 802.4650 — —
EP 802.6200 - -
RGA 804.0200 — —
GM 804.8530 — —
GA 805.9400 — —
GWO - 2.9377 -
ABC — 3.0410 -
ICEFO 799.0343 — —
Proposed IAEO | 798.9457 | 2.8353 | 0.1098

Case-2: TPL improvement. In this second case, the
TPL is considered for optimization. Also, four control
decision variables have been optimized in coordination. The
TPL has an economic and technical aspect. Network with
high losses in lines will affect the reliability of electric
system in particular at critical situation. Figures 7,a-c¢ show
the convergence behavior related to TPL minimization for
the three stages. It is found that the best TPL is improved
from stage to stage. For this second case, and as well shown
in Table 1, the TPL is optimized at a competitive value
2.8353 MW which is better than the result found using
standard AEO and also compared to several recent methods.
As well depicted in Table 1, and by optimizing the TPL, the
corresponding TFC is increased to 967.031 $/h, and the TVD
takes the value 2.0747 p.u., this clearly proves the conflict
aspect between the three objective functions.
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Fig. 7.
a — convergence behavior of TFC minimization using IAEO
at stage 1 (decision variables PG) for IEEE-30-Bus;
b — convergence behavior of TFC minimization using [AEO
at stage 2 (decision variables PG and VG) for IEEE-30-Bus;
¢ — convergence behavior of TFC minimization using IAEO
at stage 3(decision variables PG, VG and TP ) for [EEE-30-Bus

The convergence behavior of the TPL minimization at
the final stage is shown in Fig. 8. The profile of voltage
magnitudes obtained after optimization is shown in Fig. 11.
It is clear that all the voltages at all PV and PQ-buses are

within their permissible limits.
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Fig. 8. Convergence behavior of TPL minimization using IAEO

at the final stage for IEEE-30-Bus

2.835
[}

Case-3: TVD improvement. The TVD is also an
important index of power quality to evaluate the reliability
of electric system. In this third case, the best TVD
optimized at the final stage is improved to 0.1098 p.u., as a
consequence the TFC is increased to 860.9828 $/h, and the
TPL is also increased to 6.9278 MW. This proves the
conflict aspect between TVD minimization and other
objective functions. The convergence characteristics of
TVD improvement during the three successive stages are
shown in Fig. 9,a-c.

The convergence behavior at the final stage is shown
in Fig. 10. It is important to confirm that, all optimized
results are found at a reduced number of iteration and
trials.
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Fig. 10. Convergence behavior of TVD minimization using
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The profiles of voltage magnitudes obtained after
optimization are shown in Fig. 11.

Case-4: TFC and TPL improvement. Based on
detailed results depicted in Table 1, it is confirmed that when
optimizing individually each objective function, the
optimized primary objective function will affect the quality
of other objective functions. For this pertinent reason, and in
this case, the TFC is improved in coordination with the TPL,
this allows expert to identify an adequate compromise

solution based on specified technical and economic aspects.
For this fourth case, the optimized TFC in coordination with
TPL are 805.546 $/h, and 6.9278 MW and consequently the
TVD takes the value 1.8877 p.u.
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Fig. 11. The profiles of voltage magnitudes for cases:
1-2-3 for IEEE-30-Bus

Case-5: TPL and TVD improvement. One might
think that improving the voltage magnitude will reduce the
total power loss; this conclusion is relatively true when
considering radial distribution system. However, in a meshed
high transmission system, the improvement of TVD and
TPL may be conflict. Also, it is important to optimize the
TPL in coordination with TVD. For this case, the optimized
values of TPL and TVD become 3.6426 MW and 0.1204
p-u., respectively, as a consequence the TFC achieves the
value 964.2807 $/h. As well shown in Table 3, it is important
to confirm that there is no violation of constraints of reactive
power associated to all generating units.

Case-6: TFC and TVD improvement. As well
demonstrated in case 1 when the TFC is optimized at a
competitive value (798.9457 $/h), as a consequence the TVD
takes high value (1.9582 p.uw). In this case, the main
objective is to find a compromise solution between the TFC
and the TVD which may be considered as an important issue
for decision maker to ensure right equilibrium between
economic and technical constraints imposed to utilities.
Ensuring efficient TVD without affecting greatly the TFC
has a positive impact on power quality. In this case, the
optimized TVD is obtained by efficient coordination
between the three suboptimal solutions found during the
three stages associated to three decision variables. The best
optimized TFC and TVD achieved at the last stage are
807.0926 $/h and 0.1348 p.u., respectively. As well shown in
Table 3, there is no violation of security limits associated to
reactive power of thermal generating units.

Test-2: IEEE-57-bus. The efficiency and particularity
of the proposed OPF management based IAEO is also
validated on the IEEE-57-bus. Details technical data of the
IEEE-57-bus in terms of cost coefficients, lines and buses
data can be retrieved from [34]. The total apparent power to
satisfy is (1250.8 + j336.4) MVA, the maximum and
minimum limits of tap setting transformers are in the limits
[090, 1.1] in p.u., the permissible voltage limits of
generating units are in the limits [0.95, 1.1] p.u., and the
minimum and maximum bounds of PQ buses are taken in
the limits [0.95, 1.1] p.u., however for fair comparison with
other techniques, the security limits of voltage magnitudes
at PQ buses are also considered to be in the limits
[0.95, 1.05]. The IEEE-57-bus electric network consists of a
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total of 34 decision variables, including 14 variables related
to PV buses, 17 tap transformers, and 3 capacitor banks. In
this study three SVC devices are used. To improve the

solution quality of the wvarious OPF problems, three
objective functions have been optimized such as the TFC,
the TPL and the TVD.

Table 3
Values of reactive power of generating units after optimization: cases 1 to 6
State variables, MVAT | Qgmin, MVAT [ OQGmax, MVAr | Case-1 Case-2 | Case-3 Case-4 | Case-5 | Case-6
Qa1 -20 200 —16.4008 | -10.0181 [—20.0000 [ -10.5765| —3.0497 |—20.0000
Qa2 —20 100 21.7922 | 8.3262 | —3.5263 | 16.4079 |-20.0000| —6.5415
Qgs —15 80 26.6227 | 21.9110 | 49.0411 | 24.4629 | 45.8506 | 57.9317
Qas —15 60 31.5658 | 31.0241 | 35.4018 | 28.4477 | 27.4492 | 41.6220
Qa1 —-10 50 11.8436 | 10.5031 | 26.7630 | 12.9860 | 27.4764 | 26.9296
Qci3 15 60 1.6210 1.1132 | 2.3241 2.9223 1.9628 | 2.7053

Case-7: TFC improvement. For this case, two
scenarios are considered. In the first scenario, the security
limits of voltages of generators are taken in the limits
[0.95, 1.1], the optimized TFC achieved is 41638.6742 ($/h)
which is better compared to the results found from other
recent methods such as: Improved Chaotic Electromagnetic
Field optimization (ICEFO), Electromagnetic Field
Optimization (EFO), PSO, BBO, DE, and ABC. In the
second scenario and for fair comparison with other
techniques, the TFC is optimized by considering the voltage
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magnitudes limits in the limits [0.95, 1.05]. For this second
scenario the optimized TFC is increased to 41684.00 $/h due
to the new voltage constraints associated to PQ buses. Table 4
shows the optimized control variables using the proposed
IAEO approach. Figure 12 shows the convergence of TFC
minimization using IAEO at the final stage. The distributions
of voltage magnitudes of TFC minimization for two scenarios
are shown in Fig. 13. It is also important to confirm that all
security constraints are satisfied.
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Fig. 13. The voltage profiles of IEEE-57-bus for TFC

Fig. 12. Convergence behavior of TFC improvement using IAEO
at the final stage for IEEE-57-bus electric system improvement
Table 4
Optimized decision variables for TFC minimization: Test-system-2: IEEE-57-bus: case-7
Control variables Min| Scenario 1 | Scenario 2 | Max [Control variables|Min|Scenario 1| Scenario 2 |Max
Pgl 0 | 142.4616 | 142.8434 [575.88 T24-25 0.9 1.0926 1.0947 [ 1.1
Pg2 0 87.8254 90.4059 [100.00 T24-26 0.9 1.0229 1.0432 1.1
Pg3 0 | 44.7744 | 45.0471 [140.00 T7-29 0.9 0.9837 1.0042 | 1.1
Pg6 0 | 72.1854 [ 71.4206 (100.00 T34-32 0.9 0.9598 0.9805 [1.1
Pg8 0 | 461.9187 | 459.2815 [550.00 T11-41 0.9 0.9072 09182 |[1.1
Pg9 0 96.5357 96.4080 [100.00 T15-45 0.9 0.9621 0.9828 1.1
Pgl2 0 | 359.3850 | 360.6297 [410.00 T14-46 0.9 0.9481 0.9688 [ 1.1
Vgl 0.95| 1.0742 1.0588 1.1 T10-51 0.9 0.9567 09774 [ 1.1
Vg2 0.95| 1.0708 1.0566 1.1 T13-49 0.9 0.9207 09416 [ 1.1
Vg3 0.95] 1.0600 1.0496 1.1 T11-43 0.9 0.9549 0.9756 1.1
Vgb 0.95| 1.0821 1.0565 1.1 T40-56 0.9 0.9910 1.0115 [ 1.1
Vg8 0.95| 1.1000 1.0600 1.1 T39-57 0.9 0.9607 09814 [1.1
Vg9 0.95| 1.0696 1.0373 1.1 T9-55 09| 0.9744 0.9950 [1.1
Vgl2 0.95] 1.0650 1.0429 1.1 | Qsvcis(MVAr) | 0 6.0099 5.2929 20
T4-18 0.9] 0.9530 0.9737 1.1 | Qsvers(MVAr) | 0 | 143869 | 15.7339 | 20
T4-18 09] 0.9792 0.9998 1.1 | Qsvess(MVAr) | 0 | 11.7961 | 12.5047 | 20
T21-20 09] 1.0094 1.0298 1.1
T24-25 0.9 0.9628 0.9835 1.1
TFC, $/h 41638.6742| 41684.00
TPL, MW 14.2861 15.2362
TVD, p.u. 3.3403 1.2506
Voltage of PQ bus limits, p.u. [0.95, 1.1] |[0.95, 1.05] [0.95, 1.1]][0.95, 1.05]
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Case-8: TPL improvement. Two scenarios are
considered to improve the TPL. In the first scenario and
by considering the limits of voltages of PQ buses in the
limits [0.95, 1.1] p.u., the best TPL found using IAEO is
9.288 MW which is better compared to results found from
others techniques [18]. However, in the second scenario,
when the margin security of voltages of PQ buses are
[0.95 1.05] p.u., the TPL achieved becomes 10.1677 MW.
The values of optimized decision variables such as real

power and voltage magnitudes of generators, tap
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Fig. 14. Convergence behavior of TPL improvement using IAEO
at the final stage for IEEE-57-bus electric system

100 150

transformers, and reactive power of SVC devices installed
at buses (18, 25, and 53) are depicted in Table 5.

The convergence behavior of TPL improvement in
the last stage for scenario 1 is shown in Fig. 14. The
profile of voltages at all PQ-buses for the two permissible
voltage magnitude limits [0.95, 1.1] p.u. and [0.95, 1.05]
p.u. are shown in Fig 15. It is clear that the proposed
IAEO gives better results in terms of solution quality and
also convergence behaviours.
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Fig. 15. The profile of voltages for [EEE-57-bus for TPL minimization

Table 5
Optimized decision variables for Test-system-2: IEEE-57-bus: case-8
Decision variables Min[Scenario 1| Scenario 2 | Max |Control variables|Min|Scenario 1| Scenario 2 [Max
Pgl 0 ]199.0713 | 200.5999 [575.88 T24-25 0.9 1.1000 1.0988 1.1
Pg2 0 14.236000 [ 2.5244 [100.00 T24-26 0.9 1.0485 1.0473 | 1.1
Pg3 0 ]139.3166 [ 139.2099 [140.00 T7-29 09| 1.0095 1.0083 | 1.1
Pg6 0 199.99220 [ 99.9989 [100.00 T34-32 09| 0.9858 09846 | 1.1
Pg8 0 |307.4738 | 308.6348 [550.00 T11-41 0.9 0.9235 0.9223 1.1
Pg9 0 199.99910 [ 99.9998 [100.00 T15-45 0.9 0.9881 0.9869 | 1.1
Pgl2 0 1409.9993 [ 409.9999 [410.00 T14-46 09| 0.9741 09729 | 1.1
Vgl 0.95| 1.1000 1.0587 1.1 T10-51 09| 0.9827 09815 | 1.1
Vg2 0.95[ 1.0953 1.0523 1.1 T13-49 0.9 0.9469 0.9457 | 1.1
Vg3 0.95| 1.1000 1.0539 1.1 T11-43 0.9 0.9809 0.9797 | 1.1
Vgb 0.95] 1.0985 1.0532 1.1 T40-56 09| 1.0168 1.0156 | 1.1
Vg8 0.95| 1.1000 1.0600 1.1 T39-57 09| 0.9867 09855 | 1.1
Vg9 0.95] 1.0836 1.0397 1.1 T9-55 0.9 1.0003 0.9991 1.1
Vgl2 0.95] 1.0913 1.0454 1.1 | Qsvcis(MVAr) | 0 | 5.8044 6.0732 | 20
T4-18 0.9] 0.9790 0.9778 1.1 | Qsveps(MVAr) | 0 | 162454 | 16.5142 [ 20
T4-18 09| 1.0051 1.0039 1.1 | Qsvess(MVAr) | 0 | 13.0162 | 13.2850 [ 20
T21-20 0.9] 1.0351 1.0339 1.1
T24-25 0.9] 0.9888 0.9876 1.1
TFC, $/h 44936.637| 44976.00
TPL, MW 9.2880 | 10.1677
TVD, p.u. 3.3893 1.2496
Voltage of PQ bus limits, p.u. [0.95, 1.1]][0.95, 1.05] [0.95, 1.1]][0.95, 1.05]
Case-9: TVD improvement. As well shown in ey

results found for TFC minimization, the TVD increases to
a high value p.u., this confirms the conflict behaviour
between TFC and TVD. For this case, the TVD is
optimized individually, the optimized value of TVD
achieved is 0.7613 p.u., as a consequence, the TFC and
the TPL become, 43637.599 $/h, 12.6659 MW
respectively. The convergence behavior of TVD
minimization is shown in Fig. 16. The optimized decision
variables are shown in Table 6. All security constraints
are in their admissible bounds.

Table 7 shows detailed results related for generated
reactive power for cases 7, 8, 9.

e
9
®

0.775

Voltage deviation (p.u)
e
bl
3

0.765

0.76

[} 10 20 30 40 50

Iterations
Fig. 16. Convergence behavior of TVD improvement using
IAEO at the final stage for IEEE-57-bus electric network
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Optimized decision variables for Test-system 2: IEEE-57-bus: case-9

Table 6

Decision variables Min [Optimized| Max |Decision variables|Min|Optimized|Max
Pgl 0 253.2690 |575.88 T24-25 09 1.0802 |1.1
Pg2 0 35.1258 [100.00 T24-26 09 1.0223 |1.1
Pg3 0 84.8772 [140.00 T7-29 09 09833 |1.1
Pg6 0 69.7737 [100.00 T34-32 0.9] 0.9596 |1.1
Pg8 0 333.2967 1550.00 T11-41 09| 09173 |1.1
Pg9 0 91.3378 [100.00 T15-45 09 09619 |1.1
Pgl2 0 395.78571410.00 T14-46 09 09479 |1.1
Vgl 0.95 1.0266 1.1 T10-51 0.9] 0.9565 |[1.1
Vg2 0.95 1.0148 1.1 T13-49 0.9 0.9207 |1.1
Vg3 0.95 1.0095 1.1 T11-43 09| 09547 |1.1
Vg6 0.95 1.0061 1.1 T40-56 0.9 0.9906 |1.1
Vg8 0.95 1.0079 1.1 T39-57 0.9] 0.9605 |[1.1
Vg9 0.95 0.9920 1.1 T9-55 09[ 09741 |1.1

Vgl2 0.95 1.0111 1.1 | Qsvcis(MVAr) | 0 | 8.6025 | 20
T4-18 0.9 0.9528 1.1 | Qsvers(MVAr) | 0 | 19.2413 | 20
T4-18 0.9 0.9789 1.1 | Qsvess(MVAr) | 0 | 159510 | 20
T21-20 0.9 1.0089 1.1 -
T24-25 0.9 0.9626 1.1
TFC, $/h 43637.599
TPL, MW 12.6659
TVD, p.u. 0.7613
Voltage of PQ bus limits, p.u. [0.95, 1.1]
Table7 TAEO converges to a competitive value of TFC

Values of reactive power of generating units after optimization:

cases 7, 8, 9, for IEEE-57-bus electric system
Stat?\/}%ﬁbles’ SR}“X; SdG\‘}IX; Case-7 | Case-8 | Case-9
Qa1 —140 | 200 [41.2497(25.1539(63.2333
Qg —17 50 150.0000]50.0000]|29.6884
Qas —10 60 [33.7970|30.6423|29.1474
Qas -8 | 25 [11.9570|-0.0081| 5.3507
Qgs —140 | 200 [31.8761(34.7790(27.0905
Qao -3 9 [8.7930[9.0000 | 3.8068
Qa2 —150 | 155 |55.4596|52.0659|73.4293

Comparative study and robustness evaluation. A
comparative analysis is introduced to validate the
performances and particularity of the proposed approach
based IAEO designed to solve multi objective OPF. In the
recent literature many several metaheuristic methods have
been proposed to improve the solution quality of various
OPF problems. It is found that some comparative studies
are not adequate for one reason; the security limits
associated to voltage of PQ-buses are not similar. In order
to relieve conflicts about this subject, in this study, the OPF
problem with various objective functions have been solved
considering three types of constraints related to the voltage
magnitudes of PQ-buses. In the first scenario, the security
limits of voltage magnitudes of PQ-buses are taken in the
limits [0.95, 1.1] p.u, in the second scenario, the
admissible bounds of voltage magnitudes of PQ-buses are
considered in the limits [0.95, 1.05] p.u., and in the third
scenario the limits of voltage magnitudes of PQ-buses are
taken in the limits [0.94, 1.06] p.u.. Table 8 shows a
comparative analysis of statistical results for TFC, TPL and
TVD minimization using the proposed method and other
recent methods. The optimized results related to the first
scenario are depicted in Table 6. These values are achieved
by considering the voltage magnitudes of PQ buses in the
limits [0.95, 1.1]. It is well demonstrated, that the proposed

(41,638.6742 $/h) compared to other methods, expect the
value of TFC achieved using the APFPA [18], otherwise,
the TPL and TVD are also improved to a completive
values, 9.28 MW, 0.7613 p.u., respectively.

Table 8

Comparative study: best results for TFC, TPL and TVD
improvement for test system IEEE-57-bus:
voltage magnitude at PQ-buses is in the limits [0.95, 1.1] p.u.

Methods: [6, 18, 20] TFC, $/h | TPL, MW [TVD, p.u.
ICEFO 41,706.1117 — —
EFO 41,706.3467 — —
PSO 42,386.3675 — —
BBO 41,698.9307 — —
DE 41,689.7303 — —
ABC 41,715.7607 — —
APFPA 41,628.7520 | 9.3151 0.8909
CSSO 41,666.6620 - -
Proposed method IAEO |41,638.6742 | 9.2800 0.7613

The results of the OPF for the second and third
scenario are depicted in Table 9.
Table 9
Comparative study: best results for TFC, TPL and TVD
improvement for electric system IEEE-57-bus:
voltage magnitude at PQ-buses is in the limits [0.95, 1.05] p.u.

lﬁihgf]s T$F/E’ B[)\I;]’ TVD, p.u.|Observations
TLBO 41,688.7431 - - [0.95 1.05]
MTLBO |[41,638.3822°| - - [0.95 1.05]
SKH 41,676.9152 |10.6877 - [0.94 1.06]
KH 41,681.3521 [11.2158] - [0.94 1.06]
Proposed | 41,684.0000 |10.1677| 0.7613 | [0.95 1.05]
method IAEO| 41,668.3663 | 9.9827 - [0.94 1.06]

* Infeasible solution

The best TFC achieved using the proposed IAEO is
compared to the results achieved using TLBO [14], MTLBO
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[14], stud krill herd (SKH) algorithm [21], and the standard
krill herd (KH) algorithm [21]. It is observed that the
proposed TAEO algorithm achieves better optimal values
compared to other methods, except the TFC achieved using
MTLBO (41,638.3822 $/h), however, after verification by
using the power flow tool, it is found that the obtained results
are not feasible, violations of constraints in term of voltage
magnitudes in several PQ buses. The proposed method

named IAEQ achieves better optimal TFC (41,668.3663 $/h)
by considering the voltage magnitudes of PQ buses in the
limits [0.94, 1.06] p.u., and by considering the voltage
magnitudes of PQ buses in the limits [0.95, 1.05], the new
optimized TFC values becomes 41,686.00 $/h. Tables 10, 11
show the optimal settings of decision variables achieved for
TFC minimization and TPL improvement using the
proposed IAEO method and the SKH method [14, 21].

Table 10
Optimal settings of decision variables of TFC minimization for Test-system-2: IEEE-57-bus: PQ-buses [0.94, 1.06] p.u.
Control variables Min IAEO SKH [21] | Max |Control variables|Min| IAEO |SKH [21]{Max
Pgl 0 142.6746 142.8235 |575.88 T24-25 09]1.0816] 1.0782 | 1.1
Pg2 0 89.32490 90.4827 [100.00 T24-26 0.9]1.0345] 1.0257 | 1.1
Pg3 0 44.99740 45.1846 [140.00 T7-29 0.9]0.9953 | 0.9895 | 1.1
Pg6 0 71.49150 71.8808 [100.00 T34-32 0.9]10.9714] 0.9691 [ 1.1
Pg8 0 460.6816 459.2338 [550.00 T11-41 0.910.9088 | 0.9008 | 1.1
Pg9 0 96.39720 96.1160 [100.00 T15-45 0.9]0.9737] 0.9740 | 1.1
Pgl2 0 360.1558 360.1577 [410.00 T14-46 0.9]0.9597] 0.9591 | 1.1
Vgl 0.95 1.0570 1.0593 1.1 T10-51 0.9]10.9683 | 0.9649 [1.1
Vg2 0.95 1.0551 1.0575 1.1 T13-49 0.9]0.9323] 09310 | 1.1
Vg3 0.95 1.0489 1.0512 1.1 T11-43 0.9]0.9665| 0.9657 | 1.1
Vg6 0.95 1.0595 1.0594 1.1 T40-56 0.9]1.0026] 0.9937 | 1.1
Vg8 0.95 1.0747 1.0599 1.1 T39-57 0.910.9723 ] 0.9629 [ 1.1
Vg9 0.95 1.0451 1.0373 1.1 T9-55 0.9]0.9860 | 0.9846 | 1.1
Vgl2 0.95 1.0414 1.0416 1.1 | Qsvcig, MVAr | 0 [5.6309] 0.1580 | 20
T4-18 0.9 0.9646 0.9062 1.1 | Qsvczs, MVAr | 0 |14.0079] 0.1563 [ 20
T4-18 0.9 0.9908 1.0955 1.1 | Qsvcss, MVAr | 0 |11.4171] 0.1380 | 20
T21-20 0.9 1.0210 1.0106 1.1
T24-25 0.9 0.9744 0.9815 1.1
TFC, $/h 41,668.391696|41,676.9152
TPL, MW 14.923 15.0795
TVD, p.u. 1.5901 —
Voltage of PQ buses limits, p.u. [0.94, 1.06]
Table 11
Optimal settings of decision variables of TPL minimization for Test-system-2: IEEE-57-bus: PQ-buses [0.94, 1.06] p.u.
Control variables Min IAEO SKH [21] | Max |Control variables|Min| IAEO |SKH [21]{Max
Pgl 0 203.4968 200.9220 [575.88 T24-25 0.9]1.0823] 1.0312 | 1.1
Pg2 0 2.282400 3.3270  ]100.00 T24-26 0.9]1.0508 | 1.0021 | 1.1
Pg3 0 137.2892 139.9317 |[140.00 T7-29 0.9]1.0118 ] 0.9327 | 1.1
Pg6 0 99.99880 99.9470 100.00 T34-32 0.910.9881 | 0.9493 [ 1.1
Pg8 0 307.7157 307.3602 |550.00 T11-41 0.910.9258 | 0.9004 | 1.1
Pg9 0 99.99990 100.0000 [100.00 T15-45 0.910.9904 | 09176 | 1.1
Pgl2 0 409.9999 409.9996 [410.00 T14-46 0.910.9764 | 0.9059 | 1.1
Vgl 0.95 1.0732 1.0023 1.1 T10-51 0.910.9850 | 0.9172 [ 1.1
Vg2 0.95 1.0658 0.9957 1.1 T13-49 0.910.9492] 0.9001 |1.1
Vg3 0.95 1.0642 0.9987 1.1 T11-43 0.9]0.9832] 0.9026 | 1.1
Vg6 0.95 1.0623 0.9983 1.1 T40-56 0.9]1.0191| 1.0000 | 1.1
Vg8 0.95 1.0713 1.0012 1.1 T39-57 0.910.9890 | 0.9776 [ 1.1
Vg9 0.95 1.0528 0.9795 1.1 T9-55 0.9]1.0026] 09263 | 1.1
Vgl2 0.95 1.0610 0.9855 1.1 | Qsvcig, MVAr | 0 |5.9720] 0.0605 | 20
T4-18 0.9 0.9813 0.9643 1.1 | Qsvcas, MVAr | 0 [16.4130] 0.1399 | 20
T4-18 0.9 1.0074 0.9004 1.1 | Qsvcss, MVAr | 0 [13.1838] 0.1262 | 20
T21-20 0.9 1.0374 1.0096 1.1
T24-25 0.9 0.9911 0.9759 1.1
TFC, $/h 44,912.826117(45,044.2407
TPL, MW 9.9827 10.6877
TVD, p.u. 1.6011 —
Voltage of PQ bus limits, p.u. [0.94, 1.06]

Robustness evaluation. The efficiency of the
proposed variant namely IAEO has been validated on two
practical electric systems, the IEEE-30-bus, and the

IEEE-57-bus considering various objective functions.
Compared to the standard algorithm (AEO), the proposed
variant needs a reduced number of generations and trials
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to converge to the best solution (100 to 150 generations,
and between 5 to 10 trials). Also, due to the interactive
decomposed concept based on optimizing a reduced
number of decision variables, the proposed variant needs
a small number of population and a reduced number of
trials to explore the global search space. As well
demonstrated on results given, the maximum number of
iteration and population required to optimize all
subsystems are 50 and 10, respectively. However in the
last stage and to ensure fine intensification around the
near optimal solution, the number of iteration required is
relatively increased to 150.

Conclusion. This paper is elaborated to apply an
efficient Interactive Artificial Ecosystem Algorithm (IAEO)
to improve the solution quality of the multi objective OPF
problem. Three objective functions such as the TFC, TPL
and TVD have been optimized individually and
simultaneously to improve the performances of practical
power systems considering the integration of multi SVC
based FACTS devices. For the IEEE 30-Bus test system, the
optimized values for TFC, TPL and TVD are 798.9457 $/h,
2.83530 MW and 0.10980 p.u., respectively, and for the test
system IEEE 57-Bus, the best values achieved for TFC, TPL
and TVD are 41,638.6742 $/h, 9.28 MW and 0.7613 p.u.,
respectively. The mechanism search of the standard AEO is
improved by creating flexible interactivity during search
process between intensification and diversification. Initially,
a specified number of sub systems have been created based
on the types of decision variables. This first stage allows
creating diversity in search space, and then at the final stages,
the search process is guided to achieve an efficient local
search around the best updated solution. The performances
of the proposed optimization technique have been validated
on two practical IEEE test systems. The obtained results
using the proposed IAEO compared to many recent methods
demonstrate its efficiency and competitive aspect in solving
power management optimization.
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Fault detection and monitoring of solar photovoltaic panels using internet of things
technology with fuzzy logic controller

Purpose. This article proposes a new control monitoring grid connected hybrid system. The proposed system, automatic detection or
monitoring of fault occurrence in the photovoltaic application is extremely mandatory in the recent days since the system gets severely
damaged by the occurrence of different faults, which in turn results in performance degradation and malfunctioning of the system. The
novelty of the proposed work consists in presenting solar power monitoring and power control based Internet of things algorithm. In
consideration to this viewpoint, the present study proposes the Internet of Things (IoT) based automatic fault detection approach, which
is highly beneficial in preventing the system damage since it is capable enough to identify the emergence of fault on time without any
complexities to generate Dc voltage and maintain the constant voltage for grid connected hybrid system. Methods. The proposed DC-
DC Boost converter is employed in this system to maximize the photovoltaic output in an efficient manner whereas the Perturb and
Observe algorithm is implemented to accomplish the process of maximum power point tracking irrespective of the changes in the
climatic conditions and then the Arduino microcontroller is employed to analyse the faults in the system through different sensors.
Eventually, the loT based monitoring using fuzzy nonlinear autoregressive exogenous approach is implemented for classifying the faults
in an efficient manner to provide accurate solution of fault occurrence for preventing the system from failure or damage. Results. The
results obtained clearly show that the power quality issue, the proposed system to overcome through monitoring of fault solar panel and
improving of power quality. The obtained output from the hybrid system is fed to the grid through a 3¢ voltage source inverter is more
reliable and maintained power quality. The power obtained from the entire hybrid setup is measured by the sensor present in the IoT
based module. The experimental validation is carried out in ATmega328P based Arduino UNO for validating the present system in an
efficient manner. Originality. The automatic Fault detection and monitoring of solar photovoltaic system and compensation of grid
stability in distribution network based IoT approach is utilized along with sensor controller. Practical value. The work concerns a
network comprising of electronic embedded devices, physical objects, network connections, and sensors enabling the sensing, analysis,
and exchange of data. It tracks and manages network statistics for safe and efficient power delivery. The study is validated by the
simulation results based on real interfacing and real time implementation. References 22, tables 2, figures 8.

Key words: photovoltaic system, automatic fault detection, DC-DC boost converter, perturb and observe algorithm, fuzzy
nonlinear autoregressive exogenous approach, renewable energy source.

Mema. Y yiii cmammi npononyemsbcsi HO8a 2iOPUOHA cUcmemMa KepyBaHHs MOHIMOpUHey niokmouents 0o mepeoici. [Ipononosana cucmema
A8MOMAMUYHO20 8UABNEHHS AOO MOHIMOPUHZY BUHUKHEHHS HeCHpagHOCmell Y (pomoaanb8anHiuHOMy 00IAOHAHHT Hapa3i 6Kpail HeoOXIiOHa,
OCKIIbKU CUCIEMA CepUO3HO YULKOOJICYEMbCA NPU GUHUKHEHHI PISHUX HeCnpagHocmel, ujo, y C60I0 Yepay, npu3eoo0ums 00 NOipuleHHs
nokasHuxie i Hekopexmuoi pobomu cucmemu. Hoeusna 3anpononosanoi pobomu nonseae y noOaHHi aneopummy MOHIMOPUHEY COHSIUHOT
eHepeemuKy ma YnpasninHa NOMYJiCHiCMIo HA ochosi Iumepnemy peueil. 3eadicarouu Ha Yo mMOuKy 30py, ¥ YbOMY OOCTIONCEHHI
NPONOHYEMBCA NIOXIO ABMOMAMUYHO20 BUAGTEHHA HecnpagHocmell Ha ocHosi Inmepnemy peueti (loT), axuil Oyswce Kopuchuil Ona
3ano6ieanHs NOWKOOICEHHIO CUCIEMU, OCKIIbKU B0HA OOCMAMHbLO 30amHA 84ACHO I0eHMUGIKY68amu GUHUKHEHHS HecnpasHocmi 6e3 0y0b-
SKUX CKIAOHOWI6, W00 2eHepysamu nOCMItHY Hanpyey. ma niompumyeamu nOCmitiHy Hanpyay O1s 2iOpuOHOL cucmemu, niOKTOYeHoi 00
mepedici. Memoou. Ilpononosanuii nepemsopiosay NOCMIUHO20 CMpPYMY, WO RIOBUWLYE, BUKOPUCTNOBYEMbCA 6 Yitl cucmemi Onis
Maxcumizayii pomoenekmpuiHoi nomysNcHOCmi egheKmusHUM YUHOM, MOOi AK aNOPUMM 36YpeHHs ma CROCIMEPedICeH s peanizoeanuii O
BUKOHAHHS NPOYEC) GIOCMENCEHHS TNOUKU MAKCUMATLHOT NOMYHCHOCTIT HE3ANEHCHO 60 3MIH KIIMAMUYHUX YMO8, 4 NOMIM MIKDOKOHIMpOEp
Arduino suxopucmogyemuvcsi 0151 aHANI3Y HECHPAGHOCMEN Y CUCMEME 3a ONOMO20I0 PISHUX 0amuuKig. 3pewmoro, MOHIMOPUHe Ha OCHOGI
IoT 3 uKOpUCMAHHAM HEYIMKO20 HENIHIIHO2O A8MOPeSPeciliHo20 eK302eHHO20 NIOX00y peanizo8anuti Ol eeKmusHoi Kiacugikayii
HecnpagrHocmell, w06 3abe3neyumu MoyHe SUPIUEHHS HeCHPAGHOCHI, WO SUHUKIA, O 3aN0OI2aHHA 8I0MO8U ADO NOUKOONCEHHIO
cucmemu. Pezynemamu. Ompumani pe3ynomamu nokazyoms, wo 3anponoHoeana cucmema supiuye npobiemy axocmi enekmpoenepeii 3a
PaxyHOK MOHIMOPUH2Y HeCNPAGHOCTI COHAYNOI naneni ma nokpawjents aKocmi enexmpoenepeii. Ompumana 3 2ibpuonoi cucmemu enepeis
100AEmMbCsi 8 Mepexcy uepes iHeepmop oxcepena Hanpyeu 3@, wo € Oinbi HadilHUM [ niOmpumye sKicmo erexmpoerepeii. Tlomyocricme,
ompumana 6i0 yciei 2ibpuoHoi YCmanosKu, GUMIDIOEMbCS OAMYUKOM, RPUCYMHIM Y Mooyl Ha ocHogi 1oT. Excnepumenmansha nepesipka
npogooumuca y Arduino UNO na 6a3i ATmega328P ona egexmusnoi nepesipxu yiei cucmemu. Opuzinanphicms. Asmomamuyte
BUSIGTICHHSL HECNPABHOCMEI MA MOHIMOPUH2 COHSIYHOI homoenekmpuynoi cucmemu i Komnencayis cmabiibrhocmi mepedici y nioxooi loT na
OCHOBI PO3NOOINLYUOI Mepedci BUKOPUCOBYIOMbCS. pasom i3 koumponepom oamuukie. Ilpakmuuna yinnicme. Poooma cmocyemuvcs
Mepedicl, Wo CKIa0aemvcs 3 80YOOBAHUX eNIeKMPOHHUX NPUCmpois, @izuunux 00'ekmis, Mepesicesux NIOKIIOUeHb | 0amuuKie, wo
003601510Mb CHpUIMamu, ananizysamu i oominiogamucs oanumu. Bona siocmesicye ma xepye mepesicegoro cmamucmurolo oisi 6e3neuHoi
ma eghexmuenoi nooaui enepeii. Jocniodcents niomeepodiceHo pe3yibmamamu MOOeIOSanH s, Wo 0a3VIOmbcs Ha peanbHoMy inmepgelici
ma peanizayii ¢ peanvhomy yact. bion. 22, Tadm. 2, puc. 8.

Kniouosi cnosa: gororanbpaHiyHa cucTeMa, aBTOMATHYHE BUSIBJICHHS HECIIPABHOCTEH, epeTBOPIOBAaY NMOCTiiiHOIO cTpyMmMY,
0 MiIBHILY€E, AJrOPUTM 30ypeHHs] Ta CHOCTEPeKeHHs, HeuyiTkuii HesiHiliHMii aBTOperpeciiiHmMii ex3oreHHumil miaxin,
Bi/IHOBJIIOBaHe /IKepeJio eHeprii.

Introduction. In the process of power generation,
the demand of renewable energy (RE) sources is
extremely high for compensating the power requirement
of people and overcoming the exhaustion of fossil fuels
in an efficient manner. The usage of RE sources has
gained huge attention in different industrial or domestic
applications as it aids in generating electricity with plenty
of beneficial impacts like zero CO, emission, trouble free

maintenance, easy installation and less expenditure. The
increasing cost of conventional fossil fuels in the recent
days causes the people to switch to the usage of RE
sources as these sources are easily available and cost
effective. Moreover, the usage of these sources has
widely influenced the economic growth of the nation as it
contributes enough in maximizing the uninterrupted
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generation and transmission of electricity without
requiring any expensive processes [1-4].

The solar energy is one of the significant RE sources
that is comparatively better than the other sources like
tidal, biomass, geothermal and wind energy since the
profitability of this photovoltaic (PV) source is extremely
higher than the others. The usage of PV system in the
process of electricity generation is extremely advantageous
as it is capable enough to be installed even in the rural
places without any complexities. Furthermore, the
environmental friendly features of this PV system are
highly preferable for the future projects in multiple sectors
since the government has aimed to make the green society
with pollution free applications [5, 6]. In spite of having all
these advantageous measures, the PV owns the limitation
of delivering low voltage as output and so it is highly
mandatory to maximize the PV output in an optimal
manner [7]. Therefore, the usage of DC-DC converters are
emerged in the process of maximizing the PV output
voltage to compensate the voltage requirement of load in
an optimal way and so this present study proposes the
boost converter for improving the PV output as it elevates
the voltage with less components without affecting the
efficiency or reliability of the system.

Due to the intermittent nature or non-linear features
of solar energy, the PV delivers the output with extensive
oscillations and so the process of tracking maximum
power from PV is extremely mandatory for the complete
use of PV output irrespective of the varying weather
condition. Various maximum power point tracking
(MPPT) algorithms are used for the extraction of
maximum available power from PV panel and all these
approaches have involved in finding the operating point
of PV in an efficient manner [8-11]. Hence, this present
study employs the Perturb and Observe (P&O) approach
to effectively track the maximum power from PV by
accurately identifying its operating point in an optimal
way because this approach owns the beneficial measure
of high tracking efficiency with lesser complexity.

The operating condition of PV system gets affected
by the occurrence of different faults that initiate potential
energy loss, which in turn influence the safety of the
system in a wider range and these faults affect the
efficiency of the system in delivering the desired
outcomes. It is thus extremely mandatory to monitor the
entire system to protect it from being affected by the
faults in order to maximize safety and productivity of the
system [12, 13]. The timely detection of fault occurrence
for the purpose of enhancing the system performance
with high efficiency is extremely crucial because it
assists in preventing the panel damage or output current
disruptions and hence various fault detection approaches
are employed in the past decades to obtain fault free
operation [14]. Though multiple approaches with
different conceptual variations are used in the process of
identifying the emergence of fault in PV system, the
ultimate motive of achieving fault detection on time is
not effectively accomplished as all these approaches have
only given temporary solution. Thus, the detection
capability of the conventional strategies are not sufficient
enough to prevent the system free from damages or
malfunctioning and hence the Internet of Things (IoT)

based detection approaches are introduced in the field for
identifying the fault occurrence [15, 16].

The implementation of IoT based approach in the
process of automatically identifying the faults in the
system is highly advantageous since it is wrapped with
plenty of beneficial measures like cost minimization,
anytime-anywhere device control and real-time data
assess, which makes is highly preferable for the
applications that require automatic detection. In addition,
it effectively involves in lessening the limitation of
distance range, which is regarded as one of the significant
features of this approach [17-19]. Various intelligent
based optimization approaches are involved in the IoT
based operation but all these methods are not capable
enough in delivering optimal outcomes and so the present
study prefers the implementation of Fuzzy system for
acquiring optimal results in the process of identifying the
system faults in an efficient manner [20-22].

In all the previously used methods for monitoring of
solar power plant was discussed in brief. First, we had
discussed on traditional approaches like Zigbee,
Bluetooth and WSN, and then moved concentration on
the PLC and SCADA system, which are most widely
used methods nowadays from last 2 decades. After the
review on traditional methods for remote monitoring and
control for solar power plant, we have turned our focus
on recent trends like IoT.

The purpose of the work is some of the drawbacks
of previous methods are reduced by the use of new
innovative techniques like Internet of Things. IoT allows
us to remote monitoring and control the energy
parameters but traditional systems can’t allow us to
remotely access energy parameters.

Proposed control system. The process of detecting
the fault occurrence in the power generation system using
IoT application is significantly introduced in this present
study, which indulges in enhancing the overall
performance of the system by preventing the output
current from being affected by different faults that occurs
in the system. As it is a sensor based system of automatic
fault identification, the real time status of the power
system is observed in an optimal manner and so the
reliability of this system is extremely higher than the
conventional fault tracking systems. The operation of this
system is remarkably illustrated through the block
representation in Fig. 1 for validating the proposed
methodology.
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As the obtained voltage of PV is low in nature, it is
not sufficient enough in compensating the voltage
requirement of load in an efficient manner and so the
boost converter is employed in this study to maximize the
output voltage of PV in a wider range. Due to the
intermittent nature of PV, the output gets fluctuated or
becomes inconstant, which hurdles the overall operation
of the system and hence the P&O algorithm is
implemented to extract the maximum power from PV by
comparing the current and voltage of PV module.

The duty cycle command of this MPPT controller is fed
to the pulse-width modulation (PWM) generator that
generates the pulses and delivers it to the converter for
delivering the constant output voltage without any oscillation.
The obtained output voltage is then given to the load and the
load requirement is thus effectively compensated.

The occurrence of any fault in this system causes
panel damage or interruption in current flow and so it is
highly mandatory to monitor the fault occurrence for the
disruption free operation of the system.

Therefore, the current, voltage and temperature of the
entire system are sensed by 3 different sensors and the
outputs of these sensors are fed to the Arduino
microcontroller that gets operated through the supply of. The
output of this controller is then given to the fuzzy nonlinear
autoregressive exogenous (NARX) system that effectively
detects the faults and the identified faults are evidently
displayed by using the IoT module (Node MCU ESP8266)
in an efficient manner. Thus, this system maximizes the
overall performance of the system by effectively detecting
the fault occurrence along with the observation of variations
in temperature, current and voltage.

System modelling. The detailed analysis and
modelling of the employed approaches are significantly
provided in the subsequent section.

1. PV system. Because of providing an ideal
balance between precision and simplicity, the present
study uses the single diode model of PV system. Its
equivalent circuit representation is significantly, which
includes a series resistance R;, a parallel resistance
indicating the leakage current R,, a diode Ip and a
photocurrent /,;,. By applying Kirchhoff’s law, the current
is generated through the subsequent equation as:

I1=1,—-1Ip—1, (1)
where [, is the photocurrent; /, is the current flows
through the parallel resistor.

The I, is computed as

P
where Ip is the diode current that is equal to the
saturation current, which is expressed as:

[D = [sd (GXP(M) _1j s (3)

n-K-T
where ¢ is the electron charge; K is the Boltzmann
constant; # is the ideal factor; T is the cell temperature;
is the reverse saturation current.
Equation (1) is thus replaced as:

I=1,,-1y '(exp(q'(VJrRs 'I)j—lJ— ViR 1 , (@)

n-K-T R,

As solar irradiation and temperature influence the
photocurrent, it is expressed as:

[ph:[lsc+Ki'(T_Tr¢f)]'Gin (5)
ref
where G is the solar irradiance; K; is the temperature
coefficient; G, is the reference insolation of the cell; 7,.is
the reference temperature; I, is the short circuit current.
As the temperature is varies, the saturation current
gets fluctuated, which is expressed as:

1 1

E. . _t

T ’ "% (Tref Tj

Iy =1- T ; - €Xp| K n > (6)
rej

where E, is the semiconductor’s gap energy; /., is the PV
cell’s reverse saturation current; # is the ideal factor relies
on PV.

The reverse saturation current is thus expressed as:

I, - Lse . )

rs
p[qVJ 5
Ny-n-K-T

The output of this PV system is then given to the
boost converter as the input and the converter involves in
maximizing the voltage in an optimal manner.

2. Boost converter. One of the simplest kind of
switch mode converter is known as boost converter,
which has the elements like a capacitor C, an inductor L,
a diode D, a load resistor R;, a semiconductor switch s as
involves in significantly maximizing the low output
voltage of PV in an optimal way.

By modifying the switch ON time, the converter
output voltage gets varied since it highly depends on the
duty cycle of the switch and hence the average output
voltage for duty cycle «D» is computed as:

V. 1

o
Vi (-D) o
where V, and V;, are the output and input voltages of the
converter are respectively specified.
The input and output power of converter are
proportional to each other in an ideal circuit, which is

expressed as:

Fo=Fpy=Vy 1y =V Iy, )

The boost converter’s inductor value is computed by:

L= i D, (10)
(fy-Alp)
where Al is the input current ripple; f; is the switching
frequency.

For the accurate estimation of inductor value, the
current ripple factor that is the ratio among output current
and input current ripple has to be ranges within 30 %,
which is expressed as:

Al /1,=30 %. (11)
The capacitor value of the converter is obtained by:
C:—IO”’ D, (12)
(fs 'AVO)

where AV, is the output voltage ripple that is actually
regarded as the 5 % of output voltage, which is expressed as:
AV, 1 V,=5%. (13)
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Thus, the contribution of this converter is extremely
high in the process of maximizing the output voltage of
PV in a wider range.

For the disruption free operation of the PV system,
the maximum power has to be extracted from the PV
system and so the P&O algorithm is employed in this
present study.

3. P&O algorithm. As the necessity of tracking the
maximum power from PV is enormously high in the
process of enhancing the system operation without any
fluctuation, the P&O algorithm is employed in this study
for extracting the maximum power from PV irrespective
of the changes in the climatic conditions. Few measured
parameters and a straightforward feedback ground work
are utilized by this algorithm in the initial stage for
effectively tracking the MPP whereas the system gets
operated at the obtained MPP for acquiring optimal
efficiency along with the disruption free outputs. The
functioning measures of this algorithm are evidently
explained through the steps.

The power from the PV panel gets constantly
fluctuated by the slight perturbation initiated by this
algorithm. The direction of the perturbation remains the
same when the power gets increased by the initiated
perturbation whereas the direction is reversed when the
power gets decreased after reaching the peak point. For
lessening the power variation, the perturbation size is fixed
as small and the algorithms gets fluctuated around the peak
point when it reaches the steady state. Initially, it involves
in estimating the current and voltage of PV for measuring
the actual power and then the condition AP = 0 is tested. If
this condition is compensated, the operating point is
obtained or else the condition of AP > 0 is tested. The
operating point relies on the left part of MPP when AP > 0
is satisfied and so the condition of AV > 0 is performed
whereas the operating point relies on the left part of MPP
when AP > 0 is not compensated. This process gets
repeated until the MPP is reached.

The acquired MPP is then given to the PWM
generator for generating the required pulses of the boost
converter in an efficient manner.

4. Algorithm:

Step-1: Input (number of strings, IoT granularity level,
number of PV panel in one string)

Step-2: Test each string input for possible fault

Step-3: If faults identified then

Step-4: Issue command to IoT cloud to eliminate half of
the existing nodes

Step-5: Do the step:2 again

Step-6: If (there is no further possible node elimination)
Step-7: Return the current node as the faulty node.
Step-8: No fault Exist

Step-9: Add a leaf node from the eliminated part
Step-10: Do the step:2 again

Step-11: Fault Exist

Step-12: Return the last added leaf node as faulty node
Step-13: output (the PV panel of group of PV panel
causing the fault)

5. Fault analysis. The emergence of any fault in
this system causes severe negative impacts like panel
damage or interruption in current flow, which in turn
lessens the cumulative performance of the system in a

wider range and so in is extremely mandatory to identify
these faults for preventing the system from being
damaged. Therefore, the present study proposes the IoT
based detection approach using fuzzy NARX algorithm,
which contributes enough in monitoring the system and
identifying the faults in an efficient manner. The working
principles of this approach are evidently explained in the
subsequent section with proper analysis and the flow
chart of this fault detection approach is significantly
illustrated in Fig. 2.
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Fig. 2. Flow chart of detection algorithm

6. IoT based power monitoring. In general, the
output power degradation in the power generation system
occurs due to the occurrence of faults which in turn
affects the overall current flow and this necessitates the
continuous monitoring of various parameters. The
voltage, current and the temperature obtained from the
power generation system are monitored continuously by
the ToT based power monitoring system. It comprises of a
Node MCU ESP8266 controller along with INA219
sensor for voltage and current monitoring, DH11sensor
for temperature. The obtained values of voltage, current
and temperature are applied to the controller and from
these values the presence and absence of faults are
detected. In this work, the detection of faults is carried
out by fuzzy NARX based fault detection approach as
denoted in Fig. 3.

The expressions of power ratio PR and voltage ratio
VR are given by:

VR=Vp/ Vs (15)

PR=Pp/ Pg; (16)
where Vp is the maximum output voltage; Pp is the
maximum output power obtained theoretically; Vs is the
measured output voltage; Ps is the measured output
power obtained practically.

The obtained values of VR and PR indicate the
presence and absence of faults in the power generation
system. The data thus monitored is stored in the IoT
webpage through Node MCU.

Thus a wide analysis is performed with the usage of
sensors and NARX model for fault detection in the power
generation system. Depending on the obtained values of
voltage, current and temperature, the effective functioning of
the system is concluded which further indicates the presence
and absence of faults. The NARX model -effectively
identifies and classifies faults generating improved fault
detection outputs.
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Results and discussions. The process of detecting the
emergence faults that affect the output current of PV system
is effectively performed in this study through the
implementation of 10T based fault detection approach using
fuzzy NARX algorithm. The experimental validation of the
entire work is carried out using ATmega328P based
Arduino UNO for authenticating the performance capability
of this approach in the detection of fault current with optimal
outcomes. After identifying the input variables VR and PR
regions, the fuzzy sets and the membership functions for the
three Sugeno fuzzy models are shown in Fig. 4. The
waveform representing the output voltage of PV is
significantly highlighted in Fig. 5, which illustrates that the
output voltage gets varied from 180 V to 200 V but this
obtained low DC output with oscillations is not sufficient
enough to compensate the voltage requirement of load and
so this obtained voltage of PV is fed to the boost converter
as input for maximizing the voltage in a wider range.

After identifying the input variables VR and PR
regions, the fuzzy sets and the membership functions for
the three Sugeno fuzzy models are shown in Fig. 4.

The obtained PV voltage is significantly improved
by the boost converter as represented in Fig. 5,a-d, which
validates that the converter delivers the constant output
voltage of 220 V without any fluctuations. Irrespective of
the oscillations in the PV output, the converter delivers
disruptions free output and hence the efficiency of this
converter in the process of maximizing the low DC
output of PV is remarkably high.

The waveform indicating the output current without
fault is evidently illustrated in Fig. 6, which validates that
the output current shows no oscillations during the no fault
condition and the constant output current is obtained. In
this fault free condition, the constant output current of 3 A
is significantly obtained, which in turn improves the
overall system performance in a wider range.
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f—major fault model voltage rate
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The waveform representing the output voltage of PV is
significantly highlighted in Fig. 5, which illustrates that the
output voltage gets varied from 180 V to 200 V but this
obtained low DC output with oscillations is not sufficient
enough to compensate the voltage requirement of load and
so this obtained voltage of PV is fed to the boost converter
as input for maximizing the voltage in a wider range.

| Voltage i —

5 | a
) Current |
200
1060
0
o0 LTS 10.4€ ] 1 14 1600 800 oo
1000 ai
200 [ %0
|
BOD i #0
v 2 ... Voltage st
v =
i !a L1
|
0 I 50 3 b
J 400 0
a8 Current
30
10
0
ns.o0 o I 3900 1 [ 1 A4 150 17 Do 1900 2100
a6-00 84an 10on oo 1400 16 00 1800 100
= -
= z
= i
g = C
= k-
0600 08 100 12:00 1400 16:00 18:00 20:00
1
152
e
3
= d
2

severely affects the performance efficiency of the system
or initiates the panel damage. To prevent these issues, the
occurrence of fault is remarkably monitored through the
IoT fault detection approach.

a4 METEE o w [ HE
-

18us=s

L H=
Fig. 7. Output current with fault
The hardware outcomes of the fuzzy fault

classification along with the execution time and accuracy of
proposed fuzzy NARX system are evidently listed out in
Table 1 and Table 2, which proves that the accuracy of this
proposed approach in the process of detecting the fault
occurrence in the PV system is remarkably high. In addition,
it consumes less time for the execution of fault analysis,
which in turn makes the system free from unwanted delays.

Table 1

Test cases of fuzzy classification

oto. oMb 1oe; 1200 1460 1850 isido  a0ve No Power|Voltage| Fault |Fuzzy classification|Diagnosis
Fig. 5. a — fault current; b — fault cleared current; ‘| ratio | ratio mode region time, ms
¢ — fault irradiation; d — fault cleared irradiation 1 1.8 2.0 Minor 4 4.02
When the fault is emerged in the system the output 214 11 | Minor 9 4.03
current gets extremely deviated as depicted in Fig. 7, 3153 | 27 [Moderate 18 1.93
which illustrates the fault current waveform in an 4] 24 | 10 |Moderate 7 3.04
efficient manner. The obtained waveform proves that the 5| 116 ] 45 | Major 23 1.82
current is highly disrupted and varied up to 10.5 A, which 6]1806] 3.0 | Major 22 2.01
Table 2
Accuracy and execution time using NARX
No.| Solar irradiation, W/m? Input temperature, °C | Open-circuit voltage, V | Short-circuit current, A Fiardwi;e gizki?lf
1 200 10 36.88 8.27 1.36/31.28| 7.85
2 500 20 36.88 8.27 3.68(3041| 7.74
3 350 15 36.88 8.27 2.54130.95 7.86
4 600 25 30 8.37 4.49(23.64| 7.89
5 400 20 30 8.37 2.85|124.11| 7.58
6 800 30 30 8.37 6.23]22.69| 8.02
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The hardware outcomes of the IoT based system
monitoring are evidently illustrated in Fig. 8,a,b, which
proves that fault current outcomes exhibits much variations.

The temperature, current and voltage values of the
system are sensed through three various sensors to
monitor the fault occurrence in an efficient manner. The
sensed output is to the Arduino controller, which
simultaneously fed the output to the Fuzzy NARX system

to classify the faults in an optimal manner. The classified
outputs are evidently displayed in the IoT webpage as
represented in the subsequent figures.

Hence, the acquired outcomes have proved that the
performance capability of the proposed methodology in
the automatic monitoring and detection of fault
occurrence in PV system is extremely high.

Fig. 8. a — output of fault; » — no fault conditions

Conclusions. The present study describes the detailed
analysis of implementing the Internet of Things based
automatic fault identification in the photovoltaic application,
which assists in rectifying the issues like panel damage,
malfunctioning and system failure in an optimal manner. The
low photovoltaic output voltage is effectively maximized
through the implementation of boost converter and the
maximum power from photovoltaic is remarkably extracted
by the implementation of Perturb and Observe algorithm,
which in turn efficiently compensated the load requirement
without any disruptions. As the emergence of fault in the
system affects the current flow in a wider range, the entire
system is monitored through three different sensors whereas
the sensed output is fed to the fuzzy nonlinear autoregressive
exogenous system, which efficiently classifies the faults in
the system and displays the occurred faults in the Internet of
Things webpage through Node MCU. Thus, the proposed
approach performs well in identifying whether the system
has any faults or not and in effectively monitoring the
changes in system parameters like voltage, current or
temperature. The entire work is experimentally validated
using ATmega328P based Arduino UNO and the obtained
outcomes have proved that this approach is capable enough
in automatically identifying the fault occurrence in an
efficient manner without any complexities.

Conflict of interest. The authors declare no conflict
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Optimal size and location of distributed generations in distribution networks
using bald eagle search algorithm

Introduction. In the actual era, the integration of decentralized generation in radial distribution networks is becoming important for
the reasons of their environmental and economic benefits. Purpose. This paper investigate the optimal size, location and kind of
decentralized generation connected in radial distribution networks using a new optimization algorithm namely bald eagle search.
Methods. The authors check the optimal allocation of two kinds of decentralized generation the first is operated at unity power factor
and the second is operated at 0.95 power factor, a multi-objective functions are minimized based on reduction of voltage deviation
index, active and reactive power losses, while taking into consideration several constraints. Results. Simulation results obtained on
Standard IEEE-33 bus and IEEE-69 bus radial distribution networks demonstrate the performance and the efficiency of bald eagle
search compared with the algorithms existing in literature and radial distribution networks performances are improved in terms of
voltage profile and notably active and reactive power losses reduction, decentralized generation operated at 0.95 power factor are
more perfect than those operated at unit power factor. References 31, tables 4, figures 8.

Key words: decentralized generation, radial distribution networks, bald eagle search algorithm, power losses, voltage profile.

Bemyn. 'V cyuacny enoxy inmezspayis oeyenmpanizosanoi cenepayii 0o padianbHux po3nooitbyux Mepexlc CMAe 6adiCIU6oI0 3 NPudUH ix
EKONOSTUHUX ™A eKOHOMIuHUX nepesae. Mema. YV yiti cmammi 00CHiONHCYEMbCA ONMUMATLHULL PO3MID, DO3MAULYEAHHA mMa MUn
Odeyenmpanizoeanoi 2enepayii, NiOKIOYEHOi 00 padianbHUX PO3NOOUILHUX MEPEeXHC, 3 BUKOPUCTNAHHAM HOB020 aNOPUMMY ONMUMI3ayii, a
came noutyky 6inoconosozo opia. Memoou. Asmopu nepesipsoms onmumaibhe po3nooileHHs 080X 6UOI8 OeyeHmpaniz08anol ceHepayil,
nepuiull npayioe npu KoepiyicHmi Nomys’CHOCI, PIGHOMY 0OUHUYL, a Opyeull npayioe npu Koegiyicumi nomyoicnocmi 0,95, miHimizyemubcs
bazamoyinbo6a QyHKYis Ha OCHOBI 3HUIICEHHS NOKAZHUKA BIOXUNEHHS HANPYU, BMPAm aKMUuHoi ma peakmugHoi nomysicHocmi, bepyuu 00
yeazu Kineka odmedicenv. Pesynomamu. Pesynomamu mooenoganns, ompumani na paoianbHux po3noOilbHUX Mepedcax CMaHOapmHoi
wunu IEEE-33 ma wuni IEEE-69, demoncmpyroms npooyKmusHicms ma egheKmueHicms nouiyky 0ino20108020 Oplana 8 NOPIGHAHHI 3
iCHYIOUUMY 8 TIMEPAmypi aneopummamy, a Xapakmepucmuku padiaibHUX po3NoOLIbYUX Mepedc NOKPAWYIOMbCs 3 MOYKU 30py Npoinio
Hanpyau ma NOMIMHO20 3HUICEHHS! GMpam aKmueHoi ma peakmueHoi NOMYJICHOCI, OeyeHmpanizoeand 2enepayis 3 KoegiyicHmom
nomyoscnocmi 0,95 binviu 0ockonana, Hiswe 3 00uHUYHUM Koeghiyienmom nomyoscnocmi. biomn. 31, Tadmn. 4, puc. 8.

Knrouosi cnosa: neueHTpajiizoBaHa reHepaiisi, pagiajbHi po3nofiibui Mepeski, aJropuT™ noumyky 0iJ10ros0Boro op;a, BTpaTH

NOTY3KHOCTI, IPOQi/IbL HANIPYTH.

1. Introduction. Previously generation and
transmission power systems were responsible for the
power quality transmitted to customers, but nowadays the
close attention is distribution networks which are an easy
target for electrical breakdowns [1]. The insertion of
distributed generation (DGs) called decentralized
generation; embedded generation, dispersed generation or
on-site generation [2] into the radial distribution networks
(RDNs) has attracted the attention of many researchers
cause of their efficiency in improving voltage profile and
decreasing power losses [3, 4]. DGs units can be divided
into 2 types according to their resources, conventional
such as diesel engines and renewable energies such as
photovoltaic and wind turbine [5], and they can be
divided into 4 groups according to the type of power
supplied to RDNs:

e Group 1: DGs supply only active power;

e Group 2: DGs supply active and reactive power;

e Group 3: DGs supply active power and absorb
reactive power;

e Group 4: DGs supply only reactive power [6].

Several studies have been carried out in literature
with the main objective being to take advantage of benefits
from connecting DGs to RDNS, either by optimizing the
combination site and size, their location with specific
capacity, their size with a defined site, their optimal size
and site or specifying the correct type of DGs to be
connected [7], without neglecting the permissible voltage
limits which are RDNs nominal voltage plus +5 % [8],
because the integration of DGs units at inappropriate
location with aleatory size may have adverse effects on
RDNs power losses and voltage profile [9, 10].

Various algorithms have been used to study the
optimal size and location of DGs where we mention next:
Bat Optimization Algorithm (BA) [11], Water Cycle
Algorithm (WCA) [12], Optimal Power Flow Algorithm
(OPFA) [13], Slime Mould Algorithm (SMA) [14],
Teaching Learning Combined with Harmony Search
Algorithm (TLCHS) [15], Dragonfly Algorithm (DA)
[16], Hybrid (WOA — SSA) Algorithm [17], Salp Swarm
Algorithm (SSA) [18], Exchange Market Algorithm
(EMA) [19], Fuzzy Logic Controller (FLC) [20], Fast
Voltage Stability Index (FVSI), Whale Optimization
Algorithm (WOA) [21], Genetic Algorithm (GA) [22,
23], Harris Hawks Optimization Algorithm (HHO) [24],
Genetic Salp Swarm Algorithm (GA-SSA) [25], and
Hybrid Firefly and Particle Swarm Optimization
Algorithm (HFPSO) to find the optimal size of distributed
generation and D-STATCOM [26].

The goal of the paper is checking the performance
and the efficiency of the proposed bald eagle search
(BES) algorithm compared to other algorithms existing in
literature and compare the simulation results obtained by
connecting distributed generation to radial distribution
networks operating firstly at unity power factor and
secondly at 0.95 power factor, on network performances
such as voltage profile and reduction of active and
reactive power losses.

The results are carried out on standard IEEE-33 bus
and IEEE-69 bus test systems by reducing active and
reactive power losses and voltage profile enhancement.

2. Problem formulation.

2.1 Objective function. The aim of this work is
adapted to study the impact of the integration of DGs in
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RDNs on active and reactive power losses and the voltage
profile; therefore, the objective function can be described as:
Minimization of:

(F)=TPL+TQL+VDI , (1)
where TPL, TOL and VDI are the total active power
losses, total reactive power losses and voltage deviation
index respectively:

NI
TPL:ZPIOSS ; 2)
i=1
2
Floss :|Ig'/'| 'Rij 5 (3)
NI
TOL = ZQloss > “4)
i=1
2
Oloss = |1y| Xijs (%)

where N/ is the lines number; R; and Xj; are the resistance
and reactance of ij line; /;; is the current that flow from
bus i to bus j;

Nb
vDI=>"(1-V,), (6)
i=1
where V; is the voltage magnitude at i bus in p.u.; Nb is
the number of busses.
2.2 Constraints.

PpGmin < Ppc < PpGmax s (7
PpGmin =0kW and Ppgpax = 3000 kW;
OpGmin <96 < OpGmax > (8)
OpGmin =0 kVArand Opgmax = 986 kVATr;
maX{Sl'j or Sﬂ}g Sl'jmax 5 (9)
0.95<V,;<1.05; (10)
(i=1..Nb);

where Ppgmax, Ppemin are the DGs generation active power
limits; Opemax, Opcmin are the DGs generation reactive
power limits; Ppg, Opc are DGs active and reactive power;
S; and Sj; are the apparent power that flow from bus 7 to bus
Jj or from bus j to i; Sjimax 1S the maximum apparent power
flow in i/™ branch; ¥; is the voltage magnitude at the i bus.
DGs can be connected at all busses except the

substation bus.
2SDGLocation < Nb, (11)

DGocaion 18 the bus where the DG can be connected;
Npg is the number of DGs installed in RDN (= 3).

3. Bald Eagle Search Algorithm. In 2020 H.A.
Alsattar et al [27] developed a novel meta-heuristic Bald
Eagle Search (BES) optimization algorithm, which
mimics the behaviour of bald eagles during the hunt, bald
eagles often hunt from perches but they can also hunt in
flight and they are able to locate fish at great distances
because it is difficult to catch the fish in water.

When the bald eagles start searching for the prey on
a water spot, these hunters fly off in a specific direction
and select a certain space to start the hunt. Consequently,
this algorithm was divided into 3 stages and Fig. 1
exhibits the main steps of BES.

3.1 Select stage. In the select stage, bald eagles
select the favourable search space (in terms of food
quantity) where they can hunt prey (Fig. 2).

2-Search Space

Fig. 1. Different steps of BES

y(i)

0
x(i)
Fig. 2. Bald Eagles Searching within a spiral space

The bald eagles behaviour is presented in (12):
Prori = Pross + - 1(P, P),

new,i mean — 1i (12)
where a is the element that controls the position changes
and it is in range of 1.5 to 2; r is the random number within
[0, 1]; Ppes is the best position identified by bald eagles
during their previous search; P,,.,, indicates that the eagles
have used all information from the previous points; P; is the
old eagle position and P,,,,; is the new position.

3.2 Search stage. In this stage, the eagles search for
fish within the chosen search space and move within a
spiral sense to accelerate their search.

The best position for the swoop is expressed by (13):

Pnew,i = E +y(i)*(Pi _Pi+1)+x(i)*(Pi _Pmean) 5 (13)

. xr(@)
x(7) —ma (14)
¥(0) 7#(';)4); (15)
xr(i) =r(i)-sin(0(7)) ; (16)
yr(i) =r(i)-cos(6(i)) ; (17)
()=a-x-rand ; (18)
r(i)=6@G)+R rand , (19)

where o is the parameter which is in range of 5 to 10 for
determining the corner between point search in the central
point, and R takes a value between 0.5 and 2 for defining the
number of search cycles and rand is the number within [0, 1].

3.3 Swooping stage. The bald eagles swooping from
the best position in the search space to their target fish, all
points move towards the best point. This behaviour is
illustrated in (20):
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P,,ew’l- =rand - Py +x1(0) - (P = Cl- Ppppn) + 20
+ 1) (B = C2: Byeqy); 20
xl(i) = (%&1) : @21)

N yr@)

Y10) = W), (22)
xr(i) = r(i)-sinh(6(i)) ; (23)
yr(i) = r(i)-cosh(6(7)) ; (24)
O0(i)=a-x-rand ; (25)
r() =060, (26)

where C1, C2 € [1, 2] and rand is the number within [0,
1].
3.4 BES pseudo code.
Algorithm 1 Pseudo-Code of BES algorithm

1: Randomly initialize point P; for n point;

2: Calculate the fitness values of initial point: f{P;);
3: WHILE (the termination conditions are not met)
Select space

4: For (each point 7 in the population)

5: Prew = Ppest + a'rand(Pmean - Pl)

6: ifﬂpnew) <f(Pi)

7: P,' = Pnew

8: iff(Pnew) <f(Pbest)

9: Pbest = Pnew

10: End If

11: End If

12: End For

Search in space

13: For (each point i in the population)

14: P =P; +y(l)( P; _PHI) +x(i)'Pi _Pmean)
15: iff(Pnew) <ﬂpi)

16: P i P new

17: lff(P new) <f(P best)

18: Pbest: Pnew

19: End If

20: End If

21: End For

Swoop

22: For (each point 7 in the population)

23: Pnew = rand'Pbmt + X1(Z)( Pi - Cl'Pmean) +

+ Y1) (Pi — €2-Ppesr)

24: iff(Pnew) <ﬂpi)

25: P;=Pey

26: lff(P new) <f(P best)

27: Pbest: Pnew

28: End If

29: End If

30: End For

31: Set k= k+1,

32:END WHILE

4. Results and discussion. In this section
improvement of voltage profile and reducing power losses
are the mains objectives of the integration of DGs in
RDNs. Backward / forward sweep based load flow has
been chosen for load flow studies.

BES algorithm bio inspired algorithm is used for the
optimization of the chosen objective function, and it is
developed using MATLAB.

The simulation study was performed on: a PC with
Intel (R) Core (TM) 2 Duo CPU t6570, 2.10 GHz, and
3.00 GB RAM.

The first studied system is IEEE-33 bus radial
distribution network which has 33 bus, and 32 lines with
total load of 3715 kW and 2300 kVAr [28].

The second studied system is IEEE-69 bus radial
system which contains 69 bus, and 68 branches with total
load of 3801, 39 kW and 2693 kVAr [28].

To check if the BES algorithm had given a perfect
solution or not, a comparative study has been made with
other well-known optimization algorithms.

BES algorithm was set with 100 of the population and
150 of maximum iterations as parameters setting values.

Three cases have been considered in the systems
which are:

1. Base case (without DG).
2. Injecting of 3 DGs with unity p.f.
3. Injecting of 3 DGs with 0.95 p.f.

The base values are taken as 100 MVA and 12, 66 kV.

4.1 IEEE-33 bus distribution system. The first test
system is standard IEEE-33 bus, which is depicted in Fig. 3.

25

@I]ZS I)JI

1 213

Fig. 3. IEEE-33 bus radial system single line diagram

In the base case the system fed only from the grid
through the bus 1 (without DG) and the voltage profile
curve per bus, displayed in Fig. 4 showed that the voltage
magnitude at many busses is less than the minimum
acceptable voltage (0.95 p.u.) and the lowest voltage is
0.9042 p.u. at bus 18, the simulation results indicate that
the voltage deviation index is 3.2318 p.u., total active
power losses 210.0534 kW and total reactive power losses
142.4354 kVAr.
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Fig. 4. Voltage profile IEEE-33 bus base case
max AV = 1.05 p.u. and min AV = 0.95 p.u.
are maximum and minimum acceptable voltages

The results at unity power factor presented in Table 1 and
shows that the optimal locations and sizes obtained by BES
algorithm reduces the active power losses to 70.64 kW, reactive
power losses to 49.2659 kVAr and VDI to 0.2973 p.u.

Furthermore, the results at 0.95 power factor are
performed and they are presented in Table 2, where the
active power losses reach 27.859 kW, reactive power losses
20.7192 kVAr and VDI 0.0451 p.u.
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Table 1

Optimal DG location for IEEE-33 bus test system at unity p.f.
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Fig. 6. IEEE-69 bus radial system single line diagram

In the base case the simulation results were carried
out without DG and the voltage profile curve per bus
figured in Fig. 7 showed that the magnitude voltage at
many busses is less than the minimum acceptable voltage
(0.95 p.u) and the lowest voltage is 0.9102 p.u. at bus 65.

The obtained results are as follows: voltage deviation
index 3.3242 p.u., total active power losses 224.5533 kW
and 101.9725 kV Ar for the total reactive power losses.

‘ Base Case Max AV Min AV|
1.06 max
S5
o 1.03
)
g 1U———\
o
> 096 [~
min
0.93
P S S S A it -1

1 5 9 13 17 2124 29 33 37 41 45 49 53 57 61 65 69
Fig. 7. Voltage profile IEEE-69 bus base case
max AV = 1.05 p.u. and min AV = 0.95 p.u.

are maximum and minimum acceptable voltages

Table 3 summarised the simulation results at unity
power factor in this case the optimal locations and sizes
obtained by BES algorithm reduced the active power losses
to 68.9347 kW, reactive power losses to 31.6214 kVAr and
VDI to 0.1689 p.u.

Method Optimal DG TPL VDI
Bus | SizekW | kW p.u.
MOHHO [5] 13 | 1207.0 | 92.95 | 0.0020
25 | 763.0
31 | 1400.0
MOIHHO [5] 14 | 1223.0 | 92.25 | 0.0019
24 | 1144.0
31 | 1290.0
GA [29] 11 | 1500.0 | 106.30 | 0.0407
29 | 4228
30 | 10714
PSO [29] 08 | 1176.8 | 105.30 | 0.0335
13 981.6
32 829.7
GA/PSO [29] 11 925.0 | 103.40 | 0.0124
16 | 863.0
32 | 1200.0
TLBO [30] 12 | 1182.6 | 124.70 | 0.0011
28 | 1191.3
30 | 1186.3
QOTLBO [30] 13 | 1083.4 |103.40 | 0.0011
26 | 1187.6
33 | 1199.2
BES 14 | 784.71 | 70.64 | 0.2973
24 | 1053.8
30 | 1083.0
Table 2
Optimal DG location for IEEE-33 bus test system at 0.95 p.f.
Method Optimal DG TPL | VDI
Bus Size kW p-u
kW | kVAr
MOHHO [5] 13 {1008.0{ 331.0 | 31.4 |0.0005
251910.0299.0
30 [1334.0] 439.0
MOIHHO [5] 131924.0|304.0| 30.6 [0.0004
24 11312.4| 431.0
30 [1356.0] 446.0
SIMBO-Q [31] |13 |943.0309.0| 32.4 |0.0003
24 11327.0| 436.0
30 [1443.0/ 474.0
QOSIMBO-Q 13 1898.0295.0| 31.7 {0.0003
[31] 24 11392.0| 458.0
30 [1419.0] 467.0
BES 13 |840.41|276.23|27.6357|0.0445
24 11096.4|360.38
30 [1234.1]405.63

From Fig. 5 it is clear that the voltage profile is
improved at the 2 cases, but integration of DGs at 0.95

power factor is more convenient than at unity power factor.
105

roaf |

Base Case Unity P.F ——0.95 P.F]

0.9

Yoltage p.u

* 5 9 13 17 21 25 20 gue33
Fig. 5. Voltage profile curve IEEE 33 bus at the studied cases
Compared to other reviewed literatures this
algorithm resulted a high reduction in terms of active and
reactive power losses but not for the VDI.
4.2 IEEE-69 bus radial system. The second test
system is [IEEE-69 bus, which is presented in Fig. 6.

Table 3
Optimal DG location for IEEE-69 bus test system at unity p.f.
Method Optimal DG | TPL | VDI

Bus | Size kW | kW p-u.

MOHHO [5] 20 643.6 81.00 | 0.0008
60 763.4
61 | 13282

MOIHHO [5] 18 796.2 | 80.88 | 0.0007
61 | 1447.1
64 707.5

GA [29] 21 929.7 89.00 | 0.0012
62 1075.2
64 984.8

PSO [29] 17 992.5 | 83.20 | 0.0049
61 1199.8
63 795.6

GA/PSO [29] 21 910.5 81.1 | 0.0031
61 1192.6
63 1200.0

TLBO [30] 13 | 1013.4 | 82.2 | 0.0008
61 990.1
62 | 1160.1

QOTLBO [30] 15 811.4 80.6 | 0.0007
61 | 1147.0
63 1002.2

BES 17 | 537.07 | 68.94| 0.1689
50 | 720.21
61 | 1805.6
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The results at 0.95 power factor presented in Table 4
were as follows the active power losses equal to 21.1609 kW,
reactive power losses 9.8564 kVAr and VDI 0.0174 p.u.

Table 4

Optimal DG location for IEEE-69 bus test system at 0.95 p.f.

Method Optimal DG TPL | VDI
Bus Size kW | pu
kW | kVAr
MOHHO (5] 23 1519.0 | 171.0
60 (1176.0| 387.0
62 [1179.0] 387.0
MOIHHO[5] 13 [1038.0| 341.0
61 |799.0 | 263.0
63 [1229.0] 404.0
SIMBO-Q [31] 131 953.0 | 313.0
59 11002.0( 329.0
62 [1121.0] 369.0
QOSIMBO-Q [31]| 17 | 487.0 | 160.0
56 (1260.0| 414.0
63 [1500.0] 493.0
BES 17 [586.64|192.82|21.16|0.0174
50 |802.38(263.72
61 [1955.5|642.73

30.2 10.0010

28.9 10.0003

29.710.0003

31.4 10.0002

From Fig. 8 it is clear that the voltage profile is
improved at the 2 cases, but integration of DGs at 0.95
power factor is more efficient.

1051
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Fig. 8. Voltage profile curve IEEE-69 bus at the studied cases

Compared to other reviewed literatures this
algorithm resulted a high effectiveness in terms of active
and reactive power losses but not for the VDI.

Conclusions.

In this paper bald eagle search algorithm is used to
investigate the optimal size and location of multiple
decentralized generation with multi-objective functions (total
active power losses, total reactive power losses and voltage
deviation index). The bald eagle search algorithm has been
assessed in standard IEEE-33 bus and 69 bus test systems.

The results obtained by bald eagle search algorithm
showed a significant reduction of power losses as well as
the improvement of voltage profile, and indicated that the
case where distributed generation are operated at 0.95
power factor is more practical than the case where
distributed generation are operated at unity power factor.

However, the comparison of simulation results with
those existing in literature confirm the performance and the
efficiency of this algorithm in terms of reducing power losses
and little bit less concerning voltage deviation index.

Conflict of interest. The authors declare no conflict
of interest.
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