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H. Chaabane, D.E. Khodja, S. Chakroune, D. Hadji

Model reference adaptive backstepping control of double star induction machine
with extended Kalman sensorless control

Introduction. Newly, the design of a controller for speed control of double star induction motor as a research focus. Consequently,
backstepping technique is used to recursively construct a stable control law for speed and flux. Nevertheless, this control law coming
from backstepping requires the knowledge of speed and flux values, in practice the measurement sensors are expensive and fragile.
The novelty of this work consists to propose a control strategy which based on accurate Kalman filter observer that estimates speed,
Sflux and torque. This extended Kalman filter is an optimal state estimator and is usually applied to a dynamic system that involves a
random noise environment. Purpose. Apply a backstepping control of double star induction motor based on principle of rotor flux
orientation. This approach consists in finding a Lyapunov function that allows deducing a control law and a modified adaptation
rule is referred and sufficient conditions for the stability of the command-observer, in contrast to other techniques who use nonlinear
principle. Results. The simulation results are shown to illustrate the performance of the proposed scheme under parametric
uncertainties by simulation on MATLAB. The obtained results showed the robustness of the sensorless control in front of load and
parameters variation of double stator induction motor. The research directions of the model were determined for the subsequent
implementation of results with simulation samples. References 17, tables 1, figures 18.

Key words: double stator induction motor, model reference, backstepping control, extended Kalman filter.

Bcemyn. Hosimus po3pobka konmponepa 0nsl pe2ynioganHs weuoKocmi adCUHXPOHHO20 08UZYHA 3 NOOBILIHOI0 3IPKOI0 € NpeomMemom
Odocnidoscennsa. Omoice, Memoo 8i0Cmyny UKOPUCINOBYEMbCA 0TI PeKYPCUBHOL N106Y008U cmAbiIbHO20 3AKOHY KepYEaHHs WEUOKICIIO
ma nomokom. Tum ne Menut, yeii 3aKOH KepyBaHHs, WO GUNIUBAE 3 GIOCMYNY, GUMAAE 3HAHHA 3HAYEHHS WBUOKOCMI MA NOMOKY, HA
npakmuyi 8UMIpIOSanbhi 0amuuky Kowimosni ma neodoseogiuni. Hoeusna oanoi pobomu nonsicae 6 momy, wod 3anpononysamu
cmpameziio YNpaeuiHHa HA OCHOSI MOYHO20 cnocmepicaua 3a ginempom Kanmana, saxuil oyiHwe weuoKicms, HOmixK i KpymHuil
momenm. Lew poswupenuti gpinomp Kanmana € onmumanshum 3acob60m OyinKu cmauy i 3a36utaii 3aCmoco8yemvbcsi 00 OUHAMIYHOT
cucmemu, AKa BKmOYAE cepedosuuje eunaokosux uymie. Mema. 3acmocysanns nioxo0y 6iocmyny 00 KepyeaHHs ACUHXPOHHUM
08USYHOM 3 NOOBIUHOI 3IPKOI0 HA OCHOBI NpuHyuny opienmayii nomoxy pomopa. Lleil nioxio nonszae y 3Haxo0xcenHi QyHKyii
JIanynosa, sKa 003601A€ uBeCmU 3AKOH KePYBAHHA MA MOOu@ikosane npasuno adanmayii, a makoxc 0OCMamui yMosu Ois
cmabinteHocmi cnocmepieaia KOMAaHO, HA BIOMIHY 6I0 THWUX MeMOOUK, SAKI GUKOPUCTOBYIOMYb HeAiHitiHull npunyun. Peynsmamu.
Pesynomamu moodeniosanna nagedeni 0ns inocmpayii pobomu 3anponoHo8anoi cxemu 3a NApaAMempuyHux HegusHayenocme
winaxom mooentosanns na MATLAB. Ompumani pesyibmamu nokazanu HAOIHiCMb Oe3ceHCOpHO20 KepySaHHs nepeod 3MiHOI0
HABAHMAdICEHHS MA NAPAMEMPI8 ACUHXPOHHO20 OBUZYHA 3 NOOGIUHUM cMamopom. Busnayeni nanpsamxu docnioscenns mooeni ons
nooanvwoi peanizayii pesyromamis na npukiadax mooenosants. bioin. 17, Tabn. 1, puc. 18.

Kniouosi cnosa: acHHXpOHHHMI JBUTYH 3 NOABIifHHM CTaTOpOM, eTaJOHHA MojeJdb, KepyBaHHsS Ha OCHOBi BixcTymy,

posmupenuii pinbTp Kanmana.

Introduction. Recently, the double star induction
motor (DSIM) has been widely used in various industrial
applications due to its high reliability, relativity low cost,
segment the power and easy maintenance requirements
[1]. However, its nonlinear structure requires decoupled
torque and flux control. Several methods of control are
used to control the double star induction motor among
which the field orientation control (FOC) that allows a
decoupling between the flux and the torque in order to
obtain an independent control of the flux and the torque
like DC motors.

However, the control of dynamical systems in presence
of uncertain and disturbances is a common problem, broadly
speaking, process control refers to mechanisms for
automatically maintaining the conditions of a mechanical, or
electrical process at specified levels and to counteract
random disturbances caused by external forces. Recently,
several nonlinear control approaches have been introduced to
control speed, flux and currents as backstepping control; and
adaptive control which taking into account the effect of
disturbances (varying parameters).

The process control is «adaptive» in the sense that it
changes its output in response to a change in the error.
A truly adaptive controller adapts not only its output, but
its underlying control strategy as well. It can tune their
own parameters or otherwise modify its own control law
so as to accommodate fundamental changes in the

behavior of the process. Hundreds of techniques for
adaptive control have been developed for a wide variety
of academic, military, and industrial applications, for
example, MRAS (Model Reference Adaptive System),
RST (Tracking Simplify Return) and M.LT rule
(Massachusetts Institute of Technology). Arguably the
first rudimentary adaptive control scheme was
implemented in the late 1950s using a custom-built analog
computer (Kalman, 1958). Many «self-tuning» and «auto-
tuning» techniques have been developed since then to
automate the tuning procedures [2].

MRAS is an important adaptive controller. It may be
regarded as an adaptive servo in which the desired
performance is expressed in terms of a reference model,
which gives the desired response to control signal; this is
a convenient way to give specification for a servo
problem. Indeed, most commercial controllers today
namely model reference adaptive control system has
proved very popular on account of a readymade, but
heuristically based, rule for synthesizing the adaptive
loops called «M.LT. rulex.

A theoretical analysis of loops so designed is
generally very difficult, but at present, may be avoided if
such systems are synthesized or redesigned on the basis of
Lyapunov theory applied to the stability of the adaptive
step response [3].

© H. Chaabane, D.E. Khodja, S. Chakroune, D. Hadji
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Because the dynamic structure of DSIM is strongly
non-linear and coupled. The situation changes with the
appearance of the theory of non-linear systems in control
theory where the researchers are interested in new control
as backstepping control method allow for approaching
large systems with a systematic approach, which was
introduced during the 1990s by several researchers,
Kokotovic is quoted [4]. The application of the latter is
found, for example, in the field of aeronautics in [4], and
in the field of robotics in [5], and electrical machines [6],
and also for power network power regulation in [7].

The majority of the control laws of induction
machines such as vector and non-linear commands
require the measurement not only of the stator currents
(possibly stator voltages) but also of the mechanical
speed. Moreover, the load torque is a measurable
disturbance but the price of the sensor often makes this
measurement unrealistic. The control without the
mechanical sensor (speed, load torque) has become a
major concern in the industry [8].

Among several approaches without mechanical
sensor of the induction machine used neural networks [9],
adaptive sliding mode [10], another approach widely used
based on a model of behavior of the machine which is
based on observation techniques from the extended
Luenberger filters in [11, 12], which so with the presence
of noise the error of estimations can’t be equal to zero.
This one decreases the performance of the observer. It is
even possible to filter the output in order to eliminate the
noise, but this filter can also eliminate its own information
of the dynamic of the system, and generally complex to
realize.

The goal of the paper is regulate the speed, flux,
currents of double star induction motor by hybrid control
«Model Reference Adaptive Backstepping Control»
coupled by Kalman filter.

Basic calculation relationships and assumptions.
The machine to be studied is of the induction type. It is
formed of a stator consisting of two three-phase windings
mounted in a star shifted by an electric angle a. The latter
is equal to 30°. The rotor is formed either of a short-
circuited three-phase winding or a squirrel cage. It is
modeled by a short-circuited three-phase winding. The
application of Park transformation to the model of the
double star induction machine leads to equations
expressed in a frame related to the rotating field (d, ¢) by
[1, 13-15]. The mechanical equation is given by:

J A0 o By g "

p dr p
with the expression of electromagnetic torque 7,:

Equations of the stator and rotor voltages are:

- D g1
Vst = Rylgs) + ts - a)sq)qsl;
=R dq)(ﬂ'l D,
Vgs1 = Bsllgsl + + gD g5
“4)
. Ay
Vasz = Rylggy + s a)sq)qSZ;
dt
O]
_ . qs2 .
Vgs2 = R521q52 + + a)sq)qsls
dt
do
— : qr —0-
Vdr = erdr + dt - (ws - wr)(qu =0;
4o ®)

_p; qr _
Vgr = erqr +7 - (ws - wr)q)dr =0.

where vy, Vg, Vgrr Var are the stator and rotor voltages d-g
axis components; iy, Iy, i ig are the stator and rotor
currents d-g axis components; @,, @, are the stator and
rotor fluxes; @, ®, are the stator fluxes d-gq axis
components; @,, @, a)*_w are the stator and rotor pulsation
respectively and speed sleep reference; @, is the rotor
flux control reference; R,, R, are the rotor and stator
resistances; 7, is the load torque; € is the mechanical
speed; Ly, L,, L,, are the stator and rotor inductance, and
the mutual inductance respectively; J is the total inertia;
B, is the friction coefficient; p is the number of pole pairs.

Indirect field oriented control of DSIM. The
difficulty in controlling a dual stator induction machine lies
in the fact that there is a strong coupling between the input
and output variables and the internal variables of the
machine such as flux, torque and speed. Conventional
control methods such as torque control by frequency slip
and flux ratio of voltage to frequency, can Tie ensure
significant dynamic performance. The development of
electronics at the level in the use of static and semi-
conductive converters has allowed the application of new
control algorithms such as the vector control which is based
on the decoupling of flux and torque.

The principle of the vector control called control by
flux orientation, obtained by the adjustment of torque by a
component of the current and the flux by the other
component. Vector control leads to high industrial
performance of induction drives. If we make the rotor flux
coincide with the axis (d) of the frame linked to the
rotating field. The rotor flux orientation by:

q)dr:q)d; (qu:()’ (6)

where the electromagnetic torque in every moment given
by:
L, {. .
I.=p 'L—JrLr(lqsl +igso )q)r . (7

m

So the main objective in [1, 12] is to produce
reference voltages for the static voltage converters
supplying the DSIM. Note X~ for reference quantities,
(torque, flux, voltages and currents). Applying the
orientation of the rotor flux on the system of equations of
the machine leads to [12-15] has been presented by @',
the slip angular frequency:

L . . . .
Te = p_—m. [q)dr '(lqsl +lqs2)_ (qu '(ldsl 1452 )]’ ()
L,+L,
D g51 = Lytigst + Linligst + las2 +iar];
q)qsl = leiqsl +Lm[iqsl + iqu + iqr];
D452 = Lyolasa + Linliaso + last +iar]; 3)
chsZ = LSZiqSZ + Lm[iqsl + iqs2 + iqr];
D@ gy = Lyigy + Liyligs) + igs2 +igr 1;
chr = Lriqr +Ly, [iqsl + iqs2 + iqr]-
4
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* * L
W, =0y +o,; T.=—L;
s ST r r R
* . .
@, = Ly, (igs1 +igs )
L *(. . (8)
Te =p- Lm er_(Dr(lqsl +lqs2}
* R.L, (* N )
Ogp =it +iger
v (L i) e
Vdsl = R lldvl + Ls‘l dt Ls‘llqs‘l + T q) COW
V* — R L dldéz *[L . Tq)* *l
ds2 = Rs2lgsn + L s [es2lgs2 + 1,V 0
9)

* . diqsl * [ . * l
Vqsl = Rsllqsl +Lg 2 + 0 |Lgigs + P,

diyg
Visa = = Rypigsr + Lo —— 2 to, [L 2lgs2 + @ ]

g
Equations (9) constituted the reference equation
voltage system.

Structure of the MRAS. The MRAS has proved to
be one of the most popular methods in the growing field
of adaptive control, particularly for practical application
to devices such as autopilots, electrical engineering,
where rapid adaption is required [3]. The system has an
ordinary feedback loop composed of the process and the
controller and another feedback loop that changes the
controller parameters (identification algorithm).

The parameters are changed on the basis of feedback
from the error, which the difference between the output of
the system and the output of the reference model. The
ordinary feedback loop is called the inner loop, and the
parameters adjustment loop is called the outer loop (Fig. 1).

4U’-7w_>

(01.02)

The M.LT rule

Fig. 1. Diagram of a MRAS based the M.L.T rule

The mechanism for adjustment the parameters in the
MRAS can be obtained in two ways: by using a gradient
method or by applying stability theory [2].

The MLLT rule. There is the original approach to
MRAS, the name is derived from the fact that was developed
at the Instrumentation Laboratory at M.LT «Massachusetts
Institute of Technology» during 1960s [2].

In the MRAS the desired behavior of the system is
specified by a model and the parameters of the controller
are adjusted based on the error. Let’s e be the error
between the output y the closed loop system and the
desired closed loop response specified by a model whose
output is y,,.

One possibility is to adjust parameters & in such a
way that loss function 3(6) = 0.5¢” is minimized.

To make I small, it is reasonable to change the
parameters in the direction of the negative gradient of J,
that is:

de 03 Oe

=—y—=—Yo— 10
o "0 ae (10
And the gradient method gives:
deo Oe
o= 11
P )/aes1gne an

Generally the version of this algorithm is used in
telecommunications, in which a simple implementation
and a fast calculation are necessary [2], but in the
application of machine controls the Lyapunov theory will
be used.

Design of MRAS using Lyapunov theory for
DSIM machine. We find a Lyapunov function and an
adaptation mechanism such that the error will go to zero.
When using the Lyapunov theory for adaptive systems,
we find that dV/dt is usually only negative semi definite.
The procedure is to determine the error equation and a
Lyapunov function with a bounded second derivative [3].

The desired response is given by:

dw,,
dr
where a,>0 and the reference speed a)*, 1s bounded.

The speed equation is described by (4) when

=—a,m, +b,w,. , (12)
m=m m=r

B %k A A
a:7“’, b:—l_, U=T, -T;, Note X for estimated
J
values (413,,&) T, L) by Kalman filter:
49 wsbU. (13)
dr
The controller is:
U =60, - 60 (14)

introduce the error: e =& — w,,

Since we are trying to make the error small, it is natural
to derive a deferential equation for the error. We get:

d
de =—a,e— (b0, +a—ay,)o+b6 - b, o, .
t
The error goes to zero if the parameters are equal to
the value given by:

b a—a
o ="m Gy =Z"m

. 5 (15)

Practically these values (J, B,) are not real since,

and they vary according to the cruel environmental

conditions, therefore it can required to update to correct

the online value, for this purpose, assume that >0 and
introduce the following quadratic function [1]

Vie.6,6)= 2{62+b—7(b92+a a,,) +$(b91 —bm)z}.(l6)
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This function is zero when e is zero and the
controller parameters are equal to the correct values.

For the function to qualify as a Lyapunov function
the derivative dV/d¢ must be negative. The derivative is:

& de 1 do do
Ezed—j+;{(b62 +a—am)d—t2+(b6’1 —bm)d—tl} -

=—q,¢’ +l(b92 +a- am{%— }/c?)ej-k
% dr
+l(ba1 —bm)(%+ 7/60:&)}
14 dt

If the parameters are updated as:

ﬂ = }/a)*e'
=—yw,e;
dt (1 7)
46, _ we
dt 7/ 9

we get dV/dt = —a,e* .

The derivative of V with respect to time is thus

negative semi-infinite this implies the error e will go to
zero. A diagram of the system is shown in Fig. 2.

Fig. 2. Diagram of MRAS based on Lyapunov theory for DSIM

Backstepping control of the DSIM. The backstepping
control technique provides a systematic method for
designing a controller for nonlinear systems [6, 7]. The idea
is to compute a control law in order to guarantee, for a
certain positive definite (Lyapunov) function, an always
negative derivative.

The method consists in breaking up the system into a
set of decreasing nested subsystems [12, 16]. The
calculation of the Lyapunov function is then performed
recursively from inside of the loop. The objective of this
technique is to calculate, at each stage of the process, a
virtual control is thus generated to ensure the convergence
of the system towards its equilibrium state [7, 12]. This
can be achieved from the functions of Lyapunov which
ensure step by step the stabilization of each synthesis step.
Unlike most other methods, backstepping has no
nonlinearity constraints.

The model of the double stator induction machine
which has been presented is used later for the synthesis of
the control law, where the factors 14, 14 given by:

L, R.

ML T e

H

di 1 ; (7. * o
—dsl [Vdsl — Ryl + g (lelqsl +1, D@y, )l

dt le
dig, 1 [ _ *( . . )}
d_S - VdS2 —Rszldsz + Wy Lszlqsz + 7;-(1)7-605}"

t Ls2

dig 1 : - *

qs = — I:qul — Rsllqsl - a)s (leldSl + CI)}, )}

de le (18)
di oo 1 . * ] *

g: B Ly [Vqsz ~ Ryolgsr — @ (Ls2’d32 O )l
T =Pl +iga o) B0 T,
d_tr =—10y®, + Ry (iggy +igs)

First step «flux loop». To ensure the operation of
the machine in the linear regime (out of saturation), a flux
control is also carried out such that ®, follows an imposed
trajectory ®",. To achieve this goal we pose:

=0, -0,. (19)

By derivation, we obtain & = CDi —®, . The first
Lyapunov candidate function is defined by:

1 5
Vi=—ej.
121

(20)
By derivation, we obtain:

i=alo] i+ 42
V=€ |+ 1@, = Ry (iggy +igs2 )
and according to Lyapunov stability, the origin e; = 0 of

Vi =eey;

system (20) is asymptotically stable when V1 is defined as

negative.

We then define (iy + i4) as the virtual control.
Indeed, for an expert in the field of electrical machines,
this choice of virtual control is normal, that is to say, one
looks for the value that the virtual control must take origin
as stable, so the stabilizing virtual function is determined

by: Vl = —klelz <0 with k; > 0. We find:

(o, + 4y + ke @1

PR 1
las) Tigs2 =
/JZLm
. -* -*
with iyq =iyzn, represents the references of the

components of the current.

Second step «currents loop». For this step, our goal
is to eliminate the current regulators, by calculation of the
control voltages. Other errors concerning the components
of the stator current and their references are defined:

*
€= iqsl - iqsl;
€3 = ig1 — igst
3 = ds1 ~ tds1>
- ' (22)
€4 =1lgs2 ~lgs2s
-* .
€5 =lds2 ~ lds2-

The dynamics of errors is given by:
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di’ 1

. lgs1

é = - V, 1+ 0

2 dr o ( gsl 1)
oy _ 1 (Va1 + 62
dt sl

. (23)

diqsz 1 ( }

ey = ——\WV, 0+

4 dt Lsz qs2 3
digy 1

=82 (5 +8,)
5 dt LSZ( ds2 4)

with:
%

. . *
o = _Rsllqsl — 0y (leldsl + q)r)»

52 =—Rgigg + 05 \Lgigs) + T, D .00,

oo~ (Lo ‘) (24)
&3 = _RSZZqS2 — 0 \Lgoigsr + P,
. * . *
04 = _R521q52 + @y (Ls21d32 + CD),)
The new function of Lyapunov is given by:
1
szz(V1+€22+€§+€i+€52). (25)

By derivation, we obtain:
Vz = Vl + €3é3 + €4é4 + €5é5 + €2é2 .
We look for the value that must be taken by the
reference command [V;SI,V;],V;SZ,V;Q] for the origin

is stable. So the stabilizing virtual function is determined
so that:

Vy =V —kse? —kyet —kse2 —kyes <0.
The stability of the control is obtained if and only if

a good choice of gains: ki, ky, k3, k4, ks is made. And k,,
ks, k4, ks positives gains. For this one poses:

. di;
Vast = Ls{kaea -5 +—ZIS1 ];
t

(26)

. i’y
Vis2 = Lsz[k4€4 -8+ :11; }

*
* di
Vas2 = Lsz[kses —0y +%}

Proposed Kalman filter for speed, flux, and load
torque sensorless control. The extended Kalman filter
(EKF) is a mathematical tool capable of determining state
values, immeasurable or parameters of the state system
from measurable physical values. It allows estimating the
state of a nonlinear system. This filter is based on a
number of assumptions, including noise. Indeed, that
supposes that the noises which affect the model are
centered and white and that these are decor related from
the estimated states. In addition, state noise must be decor
related from measurement noise [8, 17].

The algorithm of the EKF is the same as that of the
standard Kalman filter which has two steps:

e a prediction step which consists in evaluating the
state variables from the system model;

e correction step which consists in correcting the
prediction error on the variables using the existing
differences between the observed and measured variables.

These two steps are preceded by an initialization of
the state vector and of the covariance matrices [8]. This
filter formulated by the following equations:

X(k+1)= f(X(K)U(K)+ (k)=
= Ay X (k)+ ByU(k)+ (k)
Y(k)=n(x(k))+T(k)=Cyx (k)+T(k). (28)

The discrete extended noises (yAk) and I'(k)) are white,
Gaussian and of zero mean, and the covariance matrices
(O(k), R(k)) are defined positive and symmetrical.

Equation of the Kalman observers. The extended
Kalman observer is generally defined by the following
equations [8, 17]:

Estimate of the initial state: X (0);
Variance the initial state P(0) with:

@27

P(k)= a,P(k-1)4} + 0 (29)
o Kalman gain:
G(k)= P(k)C} [CdP(k -1)ch + RF : (30)

State estimates X (k) by (update):
R(k+1)= X(6)+ Gl )k)-C (k=1 31
Updating the covariance matrix P:
Plk+1)=(1-G)c,P7 (k). (32)
Application of the Kalman filter to DSIM. The
application of the EKF is based on the reduced system
model. The ideal case consists in choosing a reduced
model of the DSIM established in the reference frame d-q
linked to the rotor.

In this case, the EKF is applied to a system whose
estimated state vector is extended to the mechanical speed

of rotation c?)(k), the flux of the rotor ¢?r (k) and to the

load torque T, 7 (k).

If it clears that the estimation the constant resistance
torque 7;, we assume that it changes slowly, so we can
use for the load torque the following model [15]:

a7,
—==0. 33
4 (33)
So, we choose the extended state model of the
system is described by:
X = AX + BU;
y=CX,

(34)
with:
X:[Lg @ ¢r TL]T;

U:[idsl ldgs2  lgsi iqs2]T;
c=[1 o o of;
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0 0 0 0

* *
b g
0 0 — =L
B= J J
Ly, Ly, 0 0
0 0 0 0

The discrete system which determines the behavior
of the continuous filter at discrete times is necessary for
the implementation of the Kalman filter in real time.

Considering the process noise and the measurement
noise y(k), and I'(k) assume the sampling time 7,. The
discrete model for (34) is expressed by:

{X(k+1)=AdX(k)+BdU(k)+w(k); 35)
(k)= CqX (k)+ T (k)
with
0 T, 0 0
B T,
0 1-7.—2 0 e
Ay = “J J |5
0 0 1-wT, 0
0 0 0 1
0 0 0 0
/Jl¢r :u1¢r
g = ° 0 Te J Le J |
TemLy,  TomLy, 0 0
0 0 0 0

C;=[1 0o o o]

Finally, the critical step in the EKF is the search for
the best covariance matrices O and R to be established
based on the stochastic properties of the corresponding
noise are chosen by simulation tests to achieve a desired
evaluation performance.

Simulation results. In order to validate the control
strategies as discussed, associate the parts of the article
and achieve a numerical simulation using the system
described in Fig. 3.

= I
—

%__o’

‘Im'\]:l}

I.i11

. 12

T, k) H £
e ]

Fguila)

— .
o,(k)
)«r TRAS Control

Leamoms mrmrmim - T m e - -
Fig. 3. Presentation of model reference adaptive backstepping
control of DSIM motor combining with EKF

The verification and testing of the proposed
command is synthesized for the induction double stator
machine, and combined with the Kalman observer using
simulation series by MATLAB. By the following points:

1. The machine parameters (DSIM) used in simulation
is given in Table 1, the reference model chosen by:
a,, = b,, =30 (faster than the system).

Table 1
The used DSIM parameters [1, 12]

Parameter name Symbol Value | Unit
DSIM mechanical power P, 4.5 kW
Nominal voltage V, 220 \
Nominal current 1, 5.6 A
Nominal speed N 2970 rpm
Stator resistances Ry=Ry=R,| 3.72 Q
Rotor resistance R, 3.72 Q
Stator self inductances Ly=Lo=L,| 22 mH
Rotor self inductance L, 6 mH
Mutual inductance L, 0.3672 H
Moment of inertia J 0.0662| kg-m’
Viscous friction coefficient B, 0.001 | N-m/rad
Supply frequency f 50 Hz
Pole pairs number p 1

2. The gains which guarantee backstepping stability are
chosen by: K; = 300, K, = 500, K; = 500, K4 = 500,
K5 =500 and for the stability of Lyapunov y= 0.01.

3. The Kalman filter parameters are set by:
P(0)=0214,0=0.7-1,, R=0.1.

4. The estimated quantities (&, , ¢,, T;) can be used

in the control law instead of real quantities (@, @, 7;)
without posing a problem of stability. We place a white
measurement noise (concerning the sensors) at the level
of the quantities (@,, ¢, T.) or practically the noise is
chosen according to the category of quantity measured,
and note that in the worst cases the sensors are all
assigned to the same time, in this case the EKF filters the
maximum noise to maintain the nominal quantities of
DSIM (avoid system malfunction).

5. Based on the error (e = o, — ®,,), and the estimated
speed by adjusting the actual values of 8, and 6 online by
(17) with their initial values 4910 , 93 , which are given by
(15). The law of M.L.T is used to calculate the command
T, by (14).

6. The objective of the speed control is to bring its
value to 300 rad/s and maintain this value. In addition, the
desired flux is fixed at I Wb. A positive resistance torque
of 15 N'm is applied between 1.5 s and 2.5 s. The results
presented as follows.

Figures 4-7 present the M.I.T regulator parameters
(6, &), the rotor speed, rotor flux and the resistive
torque.

The regulator parameters (6, 6) have been
improved (adapted) in order to check the condition that
the error is equal to zero (Fig. 4).

We note that all the estimated quantities follow the
evolution of these real values (speed, flux, load torque) of the
DSIM well, so the estimation is done in a satisfactory
manner (Fig. 5, 6). The speed follows its reference value
(w,,), and after the application of the load torque C, = 15 N-m
at t = 1.5 s, the electromagnetic torque takes the estimated
load torque value (Fig. 7). The second consists in reversing
the speed of rotation from 100 to —100 rad/s at time t =1 s
under load torque C,= 15 N-m since = 1.5 s.
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Fig. 5. Estimated and reference speed, rotor flux of the DSIM
motor using Kalman filter
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Fig. 9 Evoluti0n20f electrorr?agnetic torque and the rotor flux
components (¢, ¢,) of the DSIM

In Fig. 8 the regulator parameters (6, 6») have been
evolved (adapted) in a form which must check the
condition of the error equal to zero and their stabilities are
tied by speed stability (3(0) = 0).

25 —r— T
6 | :
| &

: : : L bs

0 1 2 3 4 5

Fig. 8. The adjustment of parameters (8, €) of the controller
during speed variation test under load

The speed follows its reference and reverses after
(0.25 s) (Fig. 9) leads to a negative torque (-50 N-m)
during the interval of the speed inversion, then it
oscillates author zero when the speed reaches -100 rad/s
(Fig. 10).

The estimated rotor flux follows its set point with a slight
disturbance during the time of the speed reversal (Fig. 9). The
speed reversal generates an increase in the stator current i,
but the latter retains its sinusoidal shape (Fig. 11).

The electromagnetic torque (Fig. 10) admits a significant
peak at startup and also the components of the current i, and
finally the shape of the components of the rotor flux show that
the decoupling is always maintained (Fig. 11).

” w,, rad/s $ir, W
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Fig. 9. Estimated and reference of speed, rotor flux, of the DSIM
using Kalman filter during speed variation test under load
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Fig. 10. Evolution of electromagnetic torque and currents
igs1, Iqs1 during speed variation test under load
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Fig. 11. Evolution of the rotor flux components (¢, ¢,,) stator
current #,, during speed variation test under load

Robustness tests. Figures 12—14 show the performance
of DSIM regulation with respect to the increase in the moment
of inertia by 100 % of its nominal value. The regulator
parameters (6, &) have been evolved (adapted) in a form
which must verify the condition of the error equal to zero
(Fig. 12), the estimated quantities follow the evolution of these
real values well (Fig. 13), this increase does not affect the
values of electromagnetic torque, and stator current (Fig. 13).

The second test contains the dynamic response of the
controller during robustness tests to the increase in the rotor
resistance by 100 % of its nominal value with varied load. In
Fig. 15 the regulator parameters (6, 6) have been changed
(adapted) always in the sense that the estimation error is
equal to zero.
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Fig. 12. Dynamic response of parameters (6, 6;) of the
controller during robustness tests with respect to total inertia J
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Fig. 14. Dynamic response of the DSIM using Kalman filter
during robustness tests with respect to total inertia J
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Fig. 15. Dynamic response of parameters (6, &) of the
controller during robustness tests with R,.=2-R,,
from ¢ = 1; 2 s with varied load

From Fig. 16 we see that the quantities estimated by
Kalman filter follow their real values obtained despite the
variation of the rotor resistance. It is clearly noted that no
influence appears during the variation of the rotor
resistance in no-load operation [5; 6] s and operating under
load ¢ > 1 s. The electromagnetic torque compensates for
the load torque even when applying a load greater than the
nominal load torque C, =21 N-m (Fig. 17).

A large current draw i, appears during the
application of the load where the rotor resistance
R, = 2-R,,. The components of the rotor flux follow their
imposed values in Fig. 18.
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Fig. 18. Dynamic response of the DSIM using Kalman filter
during robustness tests with R, =2-R,,

from ¢ = 1; 2 s with varied load

Conclusions.

1. This study proposes a robust model reference adaptive
backstepping control law for the speed regulation of double
stator induction motor drive system demonstrating lumped
uncertainty with Extended Kalman filter observer (speed,
flux and load torque). First, the system mathematical model
for the field oriented control is introduced. Then, based to the
Lyapunov stability as a common point, the robust controller
has hybrid by two loops.

2. The analyzed of the speed loop by the adaptive rule
where the regulator parameters adjustment has been
online and the current loops by backstepping control with
load disturbance rejection into account.

3. It can clearly be seen that the development of the
proposed robust control law has been applied. To avoid
the problem of the persecutory effects of speed sensors
and the resistant torque, a developed Kalman observer has
been proposed.

4. The results obtained in simulation are very close to
those obtained using a speed sensor. Finally, as a
perspective, it would be interesting to add an estimator for
the rotor resistance and the experimental implementation
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of the proposed control scheme will be addressed in the
future work.
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B.I. Kuznetsov, T.B. Nikitina, I.V. Bovdui, O.V. Voloshko, V.V. Kolomiets, B.B. Kobylianskyi

The method of multi objective synthesis of nonlinear robust control
by multimass electromechanical systems

Aim. Development of the method of multi objective synthesis of nonlinear robust control by multimass electromechanical systems to
satisfy various requirements for the operation of multi-mass systems in various modes. Methodology. The problem of multi objective
synthesis of nonlinear robust control of multimass electromechanical systems is formulated and the possibility of satisfying various
requirements for the operation of such systems in various modes based on the concept of functionally multiple membership of the
state vector and the solution of the Hamilton-Jacobi-Isaacs equation is shown. A method for choosing weight matrices with the help
the vector of purpose of nonlinear robust control is formed by solving a zero-sum vector antagonistic game has been substantiated
and developed. Results. The results multi objective synthesis of nonlinear robust two-mass electromechanical servo systems in which
differences requirements for the operation of such systems in various modes were satisfied are given. Based on the results of
modeling and experimental studies it is established, that with the help of synthesized robust nonlinear controllers, it is possible to
improve of quality indicators of two-mass electromechanical servo system in comparison with the system with standard regulators.
Originality. For the first time the method of multi objective synthesis of nonlinear robust control by multimass electromechanical
systems to satisfy various requirements for the operation of multimass systems in various modes is developed. Practical value. From
the point of view of the practical implementation the possibility of solving the problem of multi objective synthesis of nonlinear robust
control systems to satisfy various requirements for the operation of multimass electromechanical systems in various modes is shown.
References 32, figures 4.

Key words: multimass electromechanical systems, nonlinear robust control, multi objective synthesis, Hamilton-Jacobi-Isaacs
equation, computer simulation, experimental research.

Mema. Po3pobxa memody 6azamokpumepianbHo20 CuMme3y  HeNHilH020 pobacmuoz0 KepyeawHsa  0a2amomacosumu
e1eKMpPOMEXANIUHUMU CUCTEMAMU 0151 3A0060NEHHS PISHOMAHIMHUX GUMO2 00 pobomu 6a2amomaco8ux cucmem y pisHUX pexicumax.
Memooonozia. Cihopmynvosano 3a0auy OazamokpumepianibHo20 CUHME3Y HeNiHIlIHO20 pobaACmHO20 Kepy8aHHA OA2amomaco8umu
e1eKMPOMEXAHIUHUMU CUCeMAaMU MA NOKA3AHA MOJICIUBICING 3A0080IeHHS PISHOMAHIMHUX 8UMO2 00 POOOMU MAKUX CUCmem y
PDIBHUX pedcumMax Ha OCHOGI KOHYenyii OYHKYIOHANbHO MHONCUHHOI HANENHCHOCMI 6eKmOpa CMAHY ma pPIleHHs DIGHAHHS
Taminemona-Axob6i-Aiizexca. Obrpynmogano ma po3pooieHo memoo 8ubOpy 8a208UX MAMpPUuys, 3a OONOMO20I0 AKUX (opmyembes
6€KMOp Memu HeNiHiliHo20 pobdACMHO20 KepYBAHHA, WIIAXOM PO36 A3AHHA 6eKMOPHOI AHMASOHICMUYHOL epu 3 HYIbOBOIO CYMOIO.
Pesynvmamu. Hasedeno pesynomamu 6a2amokpumepiansHo2o cunmesy HeniHiliHux pobacmuux 080MAcOo8UX eneKmpoMexaHiuHux
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POOACMHUX pe2yNamopie MONCHA NIOGUWUMY AKICHI NOKASHUKU O080OMACOBOI eeKMPOMEXaniuHoi cepsocucmemy 8 NOPIGHAHHI 3
cucmemoro 3i cmanoapmuumu pezyaiamopamu. Opuczinansuicms. Bnepuie po3podieno memoo 0a2amoKpumepiaibHo2o CUHmesy
HeNIHIIH020 pobacmHo20 Kepy8anHs Oa2amomaco8uMu eieKmpoOMexaniyHUMu CUCeMamu 05l 3A0080JeHHs PI3HOMAHIMHUX UMO2
00 pobomu bazamomacosux cucmem y piznux pescumax. Ilpaxmuune 3nauenna. 3 mouxu 30py npakmuyHoi peanizayii nokazana
MOJICIUBICMb GUPIUIEHHA 3a0aUi 6aA2amoKpUmMepianbHo20 CUHME3Y HENIHIUHUX POOACMHUX eNeKMPOMEXAHIYHUX CUCTEM Kepy6aHHs.
07151 3a0060IeHHSL PIBHOMAHIMHUX UMO2 00 pobomu maxux cucmem y piznux pesicumax. bioin. 32, puc. 4.

Kniouosi cnosa: d6araToMacoBi ejieKTpOMeXaHiyHi cucTeMu, HeqdiHiliHe podacTHe KepyBaHHs, 0araToKpuTepiaJbHUN CHHTE3,
piBHsiHHA ['aMinbTOHA-SK00i-Ali3exca, KOMII'IOTepHE MOJe/II0BAHHS, €KCIIEPUMEHTAJIbHI J0C/iKeHHS.

Introduction. The central problem of modern theory
and practice of automatic control is the creation of
systems capable of providing high control accuracy under
intense master and disturbing influences of a wide range
of  frequencies. Improving the accuracy of
electromechanical control systems is often constrained by
imperfect mechanical transmissions from the actuator to
the working mechanism [1, 2]. This, first of all, manifests
itself with an increase in the system bandwidth, when the
frequencies of natural mechanical vibrations of the
transmission, together with the actuator and the working
mechanism, fall into the range of operating frequencies of
the control systems. At the same time, it is necessary to
take into account the presence of elastic elements between
the shafts of the executive motor, the gearbox and the
working mechanism, and instead of the single-mass
model, the engine — the working mechanism, use two,
three, and sometimes even a multi-mass model [3, 4]. The
conditions of operation of electromechanical systems are
also complicated by the presence of a nonlinear
dependence of the moment (force) of friction on the speed

of sliding of the working mechanism relative to the
material being processed [5, 6]. This dependence often
manifests itself in many modes of operation of
electromechanical systems at low (creeping) speeds of
movement of the working body. Moreover, for some
mechanisms, this mode is working, and for others —
emergency. The situation is even more aggravated when
the presence of elastic elements is combined with the
operation of the system on the falling section of the
external friction characteristic, which can lead to the
occurrence of sustained or even diverging mechanical
vibrations [7, 8].

Various requirements are imposed on the designed
multi-mass control systems during their operation in
various modes. As a rule, certain restrictions are imposed
on the quality of transient processes — the first
coordination time, regulation time, overshoot, etc. are set.
Usually, the maximum variance of the tracking error or
stabilization during the development of random reference
influences, or the compensation of random disturbing
influences, is also specified, and in this case, naturally,
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the constraints on the state and control variables must be
satisfied [9]. Another requirement for control systems is
the limitation of mastering errors or compensation of
disturbing influences in the form of harmonic signals. In
this case, an input signal of one frequency, or several
characteristic operating frequencies, can be set, and a
range of operating frequencies can be set, in which certain
conditions must be fulfilled. And, finally, for tracking
systems of increased accuracy, the characteristic mode of
operation is the development of low speeds or small
displacements. For this mode, the roughness of movement
is usually specified in the form of appropriate criteria. The
reasons for the non-smooth movement of the working
body at low speeds is the presence of nonlinearities such
as dry friction in the executive motors and working bodies
and elastic elements between the executive motor and the
working body, which leads to stall vibrations of the
moving parts of the executive motor and the working
body, accompanied by stops and breakdowns of the
moving parts relative to stop positions.

For such systems, in most practical cases, with the
help of typical PID controllers, it is not possible to fulfill
the technical requirements for the system, which
necessitates the use of more complex controllers and
modern methods of their synthesis [10—12]. One of the
main requirements for multi-mass control systems is also
the requirement for the robustness of the synthesized
system, i.e. the ability of the system to maintain the
technical requirements imposed on it when the parameters
of the control object and external influences change
within certain limits [13, 14].

The central problem of modern theory and practice
of robust control is the creation of systems that can
function effectively under conditions of uncertainty in the
values of parameters, and possibly the structure of models
of the control object, disturbing influences and
measurement noises [15-17].

One of the rapidly developing approaches to the
synthesis of robust control systems is the synthesis of
controllers that minimize H, the norm of the vector of the
goal of control [18, 19]. However, when designing real
control systems, there are no requirements for H, the
norm of the target vector, and the target vector of robust
control itself is usually not specified.

In this case, the main difficulties in the practical
application of modern control methods are associated not
so much with the development of new control methods as
with the informal choice of the vector of the goal of robust
control or the criterion of the quality of optimal control.

The purpose of the work is to develop the method
of multi objective synthesis of nonlinear robust control by
multimass electromechanical systems to satisfy various
requirements for the operation of multi-mass systems in
various modes.

Problem statement. To solve the problem of multi
objective synthesis of robust control, the concept of multi-
functional membership on the elements of the state space
has been developed. Let us consider the possibility of
choosing such a quality criterion, under which it is
possible to satisfy all the requirements for a system based
on the concept of multi-functional membership.

Suppose that the original nonlinear system (1) can
be described in the state space by a nonlinear differential
equation of state in the following form:

)'c:f(x,u,t),x(to):xo,tZto, )
The classical optimal control problems solve the

problem of control synthesis that minimizes the adopted
performance criterion in form functional

J= }fo (¥(e)aa(e))ar @)

The choice of the optimality criterion (2)
characterizing the quality of control processes is a
informal problem. As a rule, the criterion of optimality is
conditional. When designing a system, it is necessary to
select such an indicator of the quality of the system,
which intuitively reflects the idea of what is good and
what is bad for a given system. Therefore, the difficulties
of designing an optimal system are actually reduced to the
difficulties of forming such a criterion that would reflect
the real requirements for the system. The semantic
formulation of the optimization problem, as a rule, is a
multi objective problem with constraints. Naturally, many
methods for solving this problem are reduced to the
formation of a one-criterion problem, when all the criteria
and constraints with the help of the chosen compromise
scheme are reduced into one indicator of the quality of the
system. In conclusion, we note that the same value of the
quality criterion in single-criterion optimization can
correspond to transient processes that differ sharply in
their form — oscillatory, aperiodic, and their quality
indicators, such as regulation time, overshoot, differ by
orders of magnitude. This is because in one criterion it is
necessary to reflect both the quality of the dynamic
characteristics of the systems and the energy consumption
for control and constraints on the state variables of the
system. Moreover, on the basis of the solution of the
inverse problem of optimal control for any transient
process, which is arbitrarily unsatisfactory in terms of the
quality indicators, it is possible to choose such an
indicator of the system quality, according to which it will
be optimal. Therefore, it is the problem of choosing a
quality criterion that is the main one, since the very
solution of the optimization problem is not difficult.

The problem of choosing a quality criterion neither
in optimal nor, even more so, in robust control remains
unsolved to this day. The authors Letov and Kalman, as
well as many researchers who tried to apply this theory to
solving practical problems, also paid attention to the
importance of the problem of choosing the quality
functional in the problem of analytical design of
regulators by integral quadratic quality criteria. However,
to date, this problem has not been fully resolved.

In the concept of multi-functional membership on
the elements of the state space it is assumed that all
various requirements that are imposed for the operation of
systems (1) in various modes for

uelU (x, t) , 3)
where U(x, )  R" — some given control vector set for

each state vector x and ¢ > ¢, to fulfill the following
relation for the state vector:
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x:x(t)e Q(t), 21y, “4)
o(t)= {x e R" :y(x,1)< o}, (5)

where y(x, t) — scalar function continuously differentiable
in all its variables.

Usually, some of the requirements for the system
can be formulated in the form of a minimum or maximum
(2). For example, it is desirable to ensure the minimum
variance of the system error, the minimum control time,
the minimum error in the harmonic signal processing, etc.
Then the control goal can be formulated as a vector

y=olalt))e Q). 210, (6)
where @(x, f) — some given continuously differentiable
(nx1) —is a vector function, and the set

Q(t):{yeR” y(y,1)< 0}. (7)

Note that specifying the set Q(¢) is a rather difficult
task, and often can be formally unsolved problem.
Probably the most versatile method of setting an area Q(¢)
is to carry out simulation of a system with a specific
control law. At the same time, the presence of a control
law is necessary, since many quality indicators are
presented not only to the executive motor, the plant, but
also directly to the entire control system.

It is assumed that the goal of control, constraints on
the state and control vector can be reduced to uniform
constraints on the state vector of the system. To ensure
the condition of membership of the state vector x(¢) the
multitude Q(¢) in order to fulfill the constraints on the
state vector and to ensure the condition that the control
goal vector y(7) the multitude QO(¢) and with minimization
over the control vector in the synthesis of a robust control
system for an object with uncertainties (parametric,
structural, uncertainty of external influences, etc.) can be
written in the form of the maximin inequality

max  min (Vyl//,qu)-f(x,u,t))+-~
xeM(y,t)ueU(x,t) g
W _, )

op
...+(Vyw, athr 7 =%

for each yeBQ(f) and each xeM(y, 1), t > t, where
BO(f) = {xeR"y(x, {) = 0} is the boundary of the set
O(t); V,y is the gradient of the function w(x, ?); V@ —is
the Jacobian of the function ¢(x, #); (V. A:)) — dot
product of vectors V., f(:-)eR"; M(y, t) — is a certain
variety corresponding to yeBQ(f) and determined
according to the dependence

M(y,0)={re R plx,0)= v}, )
Ot)= B, at t=1. (10)

These inequalities are valid for a robust control
system for any structure of the control part of the system -
software, with feedback, etc. We restrict ourselves to the
law of control with feedback over the full state vector in
the following form

The main difficulties of solving of the problem of
multi objective synthesis of robust control based on
functionally multiple membership are related to the
difficulties of defining and calculating functions of the
area of functional-set membership O, defined by function
u(f). Note that obtaining analytical dependences of the

functions l//(fc,t) and go()?,t) can present significant

difficulties, and often even impossible [20, 21]. However,
to solve the problem, not the functions themselves are
needed, but their gradient and Jacobian, which can be
obtained by numerical methods.

Solution method. Consider the method of
computation of this functions l//(?c,t) and ¢(X,7) based
on the modern theory of nonlinear robust control [22-24].

Consider the general case of a nonlinear system written in
the following form

i=F(x,w,u), (11)
z=2Z(x,u), (12)
where @ is the vector of external wuncontrolled

disturbances.

Moreover, when synthesizing a robust control, this
perturbation is considered to be independent and the
worst-case condition is chosen for the control.

For this system, we write the Hamilton function in
the following form

H(x, p,a),u) = pTF(x,a),u)+...
1
sl Lol

The Hamilton—Jacobi—Isaacs inequality for this
nonlinear system takes the following form

H*(x,VxT(x)): VxT(x)F(x,a),u)+...
1 1
...+E||Z(x,u1|2 —57/2”0)"2 <0

(13)

1
et —
2

(14)

Then the feedback in the form u = a,(x, V. (x)),
where «,(x, p) is determined from the following system of
Hamilton—Jacobi-Isaacs differential equations

OH

a—(x,p,aw(x,p),au (x,p)) =0, (15)

[0}

o

Lt . phe (5, p) =0, (16)
@,(0,0)=0, ,(0,0)=0. (17)

These equalities are necessary conditions for the
extremum of the Hamilton function, as in the control
vector u, and by the vector of external disturbances .
Moreover, it is necessary to find the minimum norm of
the target vector by the control vector and the maximum
of this norm by the vector of external disturbances, i.e.
solve the maximin extreme problem. Note that these
conditions are necessary conditions for optimizing a
dynamic game in which the first player, the controller,
minimizes the goal vector, and the second player, external
disturbances, maximizes the same goal vector.

This approach can be interpreted as a zero-sum
differential game of two players in which one player
minimizes the accepted quality criterion for control u, and
the other player maximizes this criterion with respect to
the vector of external variables w. In this case, the
minimization strategy for control u

* T T
u :au(x):_gu (X)Vx (x)> (18)
and the strategy of maximization along the vector of
external influences @
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o) =ap(x) =S gh W), (9)
I

In this case, external influences w, found from the
condition for the worst case, at which the energy of the
target vector is maximized.

In contrast to optimal control under robust control,
the role of the integrand fo(x, u) in (2) playing target
vector norm | |z(x, u)l | ? in (12), and, in addition, the norm
of the vector of external influences is introduced into the
Hamilton function | |a))| |2 is introduced into the Hamilton
function (13) and this external influence during the
synthesis of the system is considered independent and can
be determined from the condition of maximum
«harmfulness» (worst — case disturbance) — maximum
deviation of the target vector norm.

Naturally, the dynamics of the synthesized robust
system is largely determined by the goal function z(x, u),
and all system requirements must be satisfied by the
appropriate selection of this function of the goal. Setting
the functional-multiple membership of the state vector in
the form of a set QO in the form of inequality y(x, £)<0 in
(7) together with setting the vector of the control goal
() = @x, ) in (6) is equivalent to specifying the
integrand f; in the integral criterion (2) for optimal control
or goal function Z(x, ®, f) in robust control (12).
Moreover, by choosing these functions, in fact, it is
necessary to satisfy all the requirements for the system.

Thus based on the concept of functional — multiple
membership of the state vector and the solution of the
Hamilton-Jacobi-Isaacs equation it shown that it is
possible to satisfy all the requirements for the system by
choosing the target vector of nonlinear robust control,
when multi objective synthesis of nonlinear robust control
by multimass electromechanical systems is calculated.

The method of computation of the goal vector of
nonlinear robust control. Let us now consider a method
for calculating the goal vector z(x, u) of a robust control
(12) in a multi objective synthesis of a nonlinear robust
control. Let us introduce the vector J of quality indicators
that apply to the operation of the system in various
operating modes. The components of this vector, in
particular, can be: the transient times are usually specified
when certain input signals are applied: the accuracy of
working off the specified minimum speed value the
uneven movement of the working body at the minimum
speed: minimum value of the stabilization dispersion of a
given random change in the reference action is usually
required under the action of random disturbing influences
caused, for example, by a random change in the road
profile.

In addition, we introduce a vector G of limitations,
the components of which can be the limiting values of
voltages, currents, rates of change of currents, moments,
elastic moments, rates of change of moments (jerks),
speeds of various eclements of a multi-mass
electromechanical system, their positions, etc.

We also introduce the vector S of uncertainties in the
parameters of the initial system and external influences.
The components of this wind, in particular, can be
changes in the moments of inertia of the working body.

The dynamic characteristics of the synthesized
nonlinear robust system are determined by the mole of the
control object, external master and disturbing influences,
and, of course, the parameters of the synthesized
nonlinear robust controllers. The control system designer
can only change the robust control target vector. Let us
perform a parameterization of the function, with the help
of which the goal vector of the nonlinear robust control is
set and introduce the vector Z of these desired parameters.

Then, using the given value of the Z vector of these
desired parameters, the vector J of the values of quality
indicators that are imposed on the system operation, and
the vector G of the restrictions when the system is
operating in various operating modes and for various
setting and disturbing and for various values of the vector
S of the uncertainty of the initial system parameters and
external influences.

Then the problem of multi objective synthesis of
non-linear robust control can be formulated as the zero-
sum vector antagonistic game [25, 26].

In this game, the first player is the vector Z
parameterization of the function, with the help of which
the goal vector of the nonlinear robust control is set, and it
strategy is to minimize the game payoff vector. The
second player is the vector S of uncertainties in the
parameters of the initial system and external influences,
and it strategy is to maximize the same game payoff
vector J. This approach is the standard approach in the
robust control synthesis for the «worst» case.

To correctly calculation of solution of this vector
antagonistic game from the set of Pareto-optimal
solutions, binary preference relations of local
performance criteria B are used.

In conclusion, we note that the computation of the
pay game vector J, the constraint vector G, and the vector
B of binary preference relations is algorithmic in nature
and requires large computational resources. First, to
calculate the nonlinear robust control it is need to solve
the Hamilton-Jacobi-Isaacs equation.

Then, in order to calculate the values of payoff game
vector J, the constraint vector G, and the vector B of
binary preference relations it is necessary to simulate the
initial non-linear system closed by synthesized nonlinear
robust controllers for given system operation modes and
for given driving and perturbing influences at given
values of the nonlinear vector certainty of the parameters
of the original system.

The calculation of the solution of this vector
antagonistic game from set of Pareto-optimal solutions
based on stochastic multiagent optimization [27, 28]. To
date, a large number of particle swarm optimization
algorithms have been developed — PSO algorithms based
on the idea of collective particle swarm intelligence, such
as gbest PSO and lbest PSO algorithms. The use of
stochastic multi-agent optimization methods to solve
vector antagonistic game today causes some difficulties
and this area continues to develop intensively. To solve
the initial vector antagonistic game with constraints, we
construct an algorithm for stochastic —multiagent
optimization based on a set of swarms of particles, the
number of which is equal to the number of components of
the payoff vector game,
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In a standard particle swarm optimization
algorithm, the change in particle velocities is performed
according to linear laws. To increase the speed of
finding a global solution, special nonlinear algorithms
for stochastic multi-agent optimization have recently
become widespread [29-32].

Simulation results. As an example, consider the
results of modeling an electromechanical servo system
synthesized in the course of multi objective synthesis.
There are elastic elements between the motor shaft and
the working body in the system under consideration,
therefore the mathematical model is adopted in the form
of a two-mass electromechanical system.

There are also nonlinear elements in the control
system. This, first of all, concerns the presence of dry
friction both in the executive engine and in the control
object drive in the horizontal guidance channel and in the
control object drive in the vertical guidance channel. In
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addition, the system has nonlinear characteristics of the
elastic elements between the actuating motors and drive
mechanisms due to backlash-selecting springs. Let us
consider the influence of these elements on the dynamic
characteristics of the system.

In this case, we will consider the dynamic
characteristics of the system for three values of the
moments of inertia of the working mechanism — the
nominal value and those that differ from the nominal
value by a factor of two up and down.

One of the intense criteria imposed on the synthesized
system is the requirement for the quality of transient
processes in the mode of working out small angles.

As an example, in Figure 1 are shown the transients
of state variables: a) the angle of the plant; ) the speed of
the plant; ¢) moment of elasticity; and d) the speed of the
motor in this mode of operation.
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Fig. 1. Transient processes of state variables of the electromechanical servo system in the mode of working out small angles

The time of the first coordination in the synthesized
robust control system is significantly less compared to the
time of the first coordination in the existing system, which
is usually about one second, and, therefore, with the help of
synthesized robust controllers for improved mathematical
models, it is possible to reduce the time of transients by
1.5-2 times compared to a system with typical regulators.

One of the intense criteria imposed on the
synthesized system is the requirement for the accuracy of
compensation for random disturbances acting on the
control object during its operation. As an example, in
Figure 2 are shown the implementation of random
processes of state variables of an electromechanical servo
system under random external influences

In the Fig. 2 are shown the implementation of
random processes of state variables a) changes in the
angle of plant; b) the derivative of the plant; ¢) the
moment of stabilization of the plant; and d) the derivative
of the moment of stabilization of the plant under random
external influences.

With the help of synthesized robust nonlinear
controllers for improved mathematical models, it is
possible to reduce the variance of the error in
compensating for random disturbance acting on the
control object by 1.7-2.3 times compared to a system
with typical controllers. Note that this requirement largely
determines the potential accuracy of the synthesized
electromechanical tracking system.

Experimental research. A stand of a two-mass
electromechanical servo system was developed for
experimental research. The mechanical part of the stand is
made on the basis of two identical micro-motors of a
direct current like DPT-25-H2. The motor shafts are
connected by an elastic transmission. With the help of the
second motor, a load is created on the first motor. Sensors
are located on the motor shafts, which are used to
measure the angles of rotation and angular velocities of
the first and second motor.
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Fig. 3. Experimental transient processes of the of state variables
when the system is working out a given angle of rotation ¢,, = 1 rad

In the experimental transient process of the stand
rotation angle, there are nonlinear sections due to the
presence of friction moments in the stand. The
experimental transients of state variables of motor rotor
speeds and voltages on motor armature circuits obtained on
the stand contain high-frequency components, while model
transients of the same state variables change more
smoothly.

Note that the quality of transients is significantly
influenced by the characteristics of nonlinearities of
actuators and it is they who determine the potential
accuracy of the system with synthesized optimal regulators.

As an example, in Figure 4 are shown the
implementation of random processes of the stand of a
two-mass electromechanical system in the mode of
stabilization of the rotation speed of the shaft of the
second motor under the action of random changes in the
moment of resistance created by the second motor.

In Fig. 4 are shown the following state variables:
rotational speeds of the first @) and second b) motors and
currents of anchor circuits of the first ¢) and second d)
motors.

Experimental studies have shown that the use of
robust control of a stand of two mass electromechanical
systems synthesized during multi objective synthesis
reduces the error of adjusting the speed of rotation of the
shaft of the second motor by more than 1.2 times, as well
as reduces the control error the angle of rotation of the
shaft of the second motor more than 2 times in
comparison with the system with standard regulators at
random change of the moment of resistance formed by
means of the second motor.

Notice, that improving the control accuracy of the
system with robust controllers is accompanied by more
intense work of the actuator motor. In particular, the
armature current of the first motor in a system with a
robust regulator has significantly higher-frequency
components and a larger amplitude ¢ of rotation of the
shaft of the second motor more than 2 times in
comparison with the system with standard regulators.

0.05

Fig. 4. Implementations of random processes of variables of the
state of the stand of a two-mass electromechanical system
with a random change in the moment of resistance

Conclusions.

1. For the first time the method of multi objective
synthesis of nonlinear robust control by multimass
electromechanical systems to satisfy various requirements
for the operation of multi-mass systems in various modes
is developed.

2. Based on the concept of functional — multiple
membership of the state vector and the solution of the
Hamilton-Jacobi-Isaacs equation it is shown that it is
possible to satisfy all the requirements for the system by
choosing the target vector of nonlinear robust control. The
problem of multi objective synthesis of nonlinear robust
control of multimass electromechanical systems is
formulated by solving a zero-sum vector antagonistic game.

3. The computation of the game payoff vector, the
constraint vector, and the vector of binary preference
relations is algorithmic in nature and requires large
computational resources. To calculate the non-linear
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robust control it is need to solve the Hamilton-Jacobi-
Isaacs equation. Then as a result of modeling a closed
system, the vector of the values of the quality indicators
that are imposed on the system operation, and the vector
of the restrictions, when the system is operating in various
operating modes and for various setting and disturbing
and for various values of the vector of the initial
uncertainty of the system parameters and external
influences are calculated.

4. The results of multi objective synthesis of nonlinear
robust control by servo two-mass electromechanical
systems in which differences requirements for the
operation of such systems in various modes were satisfied
are given. The results of modeling and experimental
studies of transients of two-mass servo electromechanical
tracking system and realizations of state variables of this
system under random external influences are presented.

5. Based on the results of modeling and experimental
studies it is established, that with the help of synthesized
robust nonlinear controllers, it is possible to reduce the
error of adjusting the speed of rotation of the shaft of the
second motor by more than 1.2 times, as well as reduces
the control error the angle of rotation of the shaft of the
second motor more than 2 times and to reduce the
variance of the error in compensating for random
disturbance acting on the plant by 1.7-2.3 times in
comparison with the system with standard regulators.
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Determination of the input filter parameters of the active rectifier with a fixed modulation
frequency

Goal. Development of a methodology for calculating the parameters of the active rectifier-voltage source input filter operating with
a fixed modulation frequency to ensure electromagnetic compatibility with the supply network acceptable by standards at minimum
values of the input inductance and checking its main characteristics on a mathematical model. Methodology. The authors have
developed a methodology for calculating the parameters of the input filter of an active rectifier-voltage source. The calculation
results are verified on the constructed mathematical model of a frequency converter, the scheme of which is an active rectifier and an
autonomous voltage inverter. A series of experiments was carried out on a mathematical model to study the dependence of the total
harmonic distortion of current and mains voltage on the value of the input inductance for various parameters of the input filter.
Results. The structure and calculation procedure the input filter of an active rectifier operating with a fixed modulation frequency
are proposed. The simulation results showed that the inclusion of a filter at the input of the active rectifier significantly improves its
electromagnetic compatibility with the supply network in the entire range of variation of the input inductance of the circuit and
makes it possible to achieve the values of the total harmonic distortion permissible by the norms. Originality. A structure and a
calculation procedure the input filter of an active rectifier-voltage source operating with a fixed modulation frequency are proposed.
Practical significance. The dependencies obtained in the article allow us to evaluate the relationship between the parameters of the
filter elements and its characteristics among themselves and come to a compromise between them when designing a scheme for
specific technical conditions. References 12, tables 1, figures 13.

Key words: input filter, active rectifier, autonomous voltage inverter, output filter, Q factor, pulse-width modulation, total
harmonic distortion.

B cmammi 3anpononosano cmpyxmypy ma memoouxy po3paxyHKy 6XiOH020 Qinbmpy akmuHO20 UNPAMIAYA-Odcepend Hanpyau,
AKUll npayroe 3 Qikcosanor uacmomoio mMooyaaAyii. Ompumani 3a1eHcHOCmi 003801AI0Mb OYIHUMU 63AEMO36'130K napamempis
enemMenmie Qinempa ma 1020 XapaKmepucmux Mixc cobor ma Oitlmu KOMAPOMICY MidC HUMU NIO 4ac NPOeKMy8aHHA cxemu 0/
KOHMKpemHux mexuiunux ymos. Pezynomamu mooeniosanua nokazanu, ujo ekaodents dooamxogozo nanyioea RC ginempa na 6xo0i
AKMUBHO0 BUNPAMIAYA ICMOMHO NOKPAUYE U020 eNeKMPOMASHIMHY CYMICHICIb 3 MePedlCcerO JCUBTICHHSL Y 6CbOMY OlANA30Hi 3MIHU
6XIOHOT IHOYKMueHOCMI cxemu ma 0036074€ 0ocseamu OONYCIMUMUX HOPMAMU 3HAYEHb CYMAPHO20 KOe@iyicHmy 2apMOHIYHUX
cnomeopens. bioin. 12, Tabn. 1, puc. 13.

Kniouogi cnosa: BXinnuii ¢inbTp, aKTHBHMII BUNPAMJISAY, ABTOHOMHMIA iHBepTOp HANpyru, BUXiAHUi (iIbTP, N0OPOTHICTS,
LIHPOTHO-iMIy/IbCHA MOAYJIALSA, CyMAPHHUIi Koe(pillieHT rapMoOHiliHMX CIIOTBOPEHb.

Introduction. Active controlled rectifiers — voltage
sources (ARVS) are increasingly being used as input
converters of industrial drives of medium power based on
autonomous voltage inverters (AVI). They have
significant advantages over uncontrolled diode rectifiers:
they provide a two-way energy exchange between the
motor and the mains; an almost sinusoidal current shape
on the side of the supply network with zero or any given
shift relative to the phase voltage [1, 2]. The completeness
and quality of the implementation of these advantages
depends on the selected scheme key management
algorithm and the structure of its control system [3, 4].
Here, it is possible to use various concepts that have their
own advantages and disadvantages. According to the key
control algorithm used, ARVS schemes are with a fixed
and variable modulation frequency. This imposes its own
peculiarities on the choice of parameters of the elements
of the power circuit and the structure of the control
system used. In [5, 6], the authors analyzed the operation
of the main structures of control systems (CS) of ARVS
with a fixed modulation frequency and proposed a new
structure of the CS based on the theory of representing
instantaneous currents and voltages of a three-phase
network in the form of generalized vectors [7, 8]. The
analysis showed that a serious problem is high-frequency
distortion of the mains current and voltage of the circuit,
the value of which depends both on the modulation
frequency and on the value of the input inductance of the
circuit. To reduce them, it is desirable to use an additional
RC circuit in the input filter by analogy with the structure

of the AVI output filter, the definition of parameters and
efficiency criteria of which is proposed in [9]. In the
literature reviewed by the authors, such a study in relation
to the ARVS input filter was not revealed.

The goal of the work is to develop a methodology
for calculating the parameters of the ARVS input filter
operating with a fixed modulation frequency to ensure
electromagnetic compatibility with the supply network
acceptable by the standards [10] for given values of the
input inductance and to check its main indicators on a
mathematical model.

Structural diagram of the converter. The
structural diagram of the medium power frequency drive
under consideration based on an autonomous voltage
inverter using a three-phase ARVS in the input circuit is
shown in Fig. 1.

g T AR—L— 1 ——Inv -
CO A AN = I RS I
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Fig. 1. Structural diagram of the frequency converter with ARVS

It consists of: a three-phase alternating voltage
source ug; a converter transformer 7; ARVS input reactors
combined with an LPF filter that suppresses high
frequencies; an active rectifier AR made according to the
bridge circuit on the keys of alternating current; a
capacitor C in the intermediate DC circuit; a three-phase
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bridge independent voltage inverter /nv also made
according to the bridge circuit on alternating current
switches; an output filter LPF suppressing high
frequencies; a three-phase symmetrical active-inductive
load Load.

Having considered the structure of the converter in
Fig. 1, it is easy to verify that it is circuit symmetrical
with respect to the DC link, namely: a three-phase
alternating voltage acts at the input and output of the
circuit, and the energy flow can be carried out both from
the source to the load and vice versa; ARVS and AVI
circuits are made according to the same three-phase
bridge circuit on alternating current switches and operate
with the same fixed frequency of pulse-width modulation
(PWM) for the same installed power of these links. The
PWM frequency in this case is determined by the
allowable losses in the keys with the cooling system used.
Thus, it can be assumed that the influence of both
converters on their AC links will be of the same nature
and the methods of dealing with its negative factors may
be similar.

Output filter of an autonomous voltage inverter.
The output voltage of the AVI operating in the PWM
mode consists of segments of the DC link voltage
connected to the load with a modulation frequency. High-
frequency voltage pulses can have different duty cycles
depending on the shape of the control voltage generated
by the CS. Therefore, the output voltage of AVI with
PWM can be represented as the sum of the fundamental
harmonic, which changes with the control voltage
frequency ay, and higher harmonics, the highest of which
will change with the modulation frequency . All
harmonics other than the fundamental are unwanted and
must be filtered out.

Figure 2 shows the circuit of the connected between
the inverter and the load, which was proposed and
discussed in detail in [9].

L&)
Tny L R Rau
cldceldc

Fig. 2. AVI output filter

It consists of a throttle connected in series with the
load, which creates a sufficiently large resistance for the
higher harmonics of the phase current, reducing their
value at the filter output. However, the load also has an
inductance, on which a part of the higher harmonics of the
AVI output voltage will be allocated, proportional to the
ratio of the load inductance to the total phase inductance.
To increase the efficiency of the filter, it is necessary to
create a parallel path with low resistance for the current of
higher harmonics at its output, which will reduce the
voltage drop from their flow at the load terminals. To do
this, capacitors are connected in parallel with the load. To
reduce the risk of self-oscillations, damping resistors are
connected in series with the capacitors. The quality factor

of the resonant circuit of the filter is determined by the
expression
L/C |
0 z (M
and can be taken in the range of 0.5-1 [9] for efficient
damping of self-oscillations.

The presence of a resistor reduces the efficiency of
the circuit due to energy losses in it. Therefore, the
calculation of the filter parameters is aimed at reducing
these losses with a sufficient filtering coefficient, which
shows how many times the filter attenuates the higher
harmonic with the modulation frequency.

It is known from [9] that for the filter in Fig. 2,
configured to suppress the higher harmonics of the output
voltage of AVI with PWM, there is an optimal filtering
coefficient Ky, which ensures the minimum value of total
losses in the filter. It can be defined by the expression

K 10 =0oy U, , 2)

where Q is the filter quality factor; a);,[ = wy / ay is the

relative modulation frequency; U, Z) = U, / Uy is the

relative voltage of higher harmonics at the filter input;
U, and U, are the effective values of voltages with PWM
frequency and with the main frequency at the filter input,
respectively.

Thus, the achievement of the maximum value of the
optimal filtration coefficient Ky when setting the filter
parameters will be an indicator of its effectiveness.

When the filter operates with the optimal filtration
coefficient Ky, the relative value of the power losses in it
is found as

* P * 2
P = =U, - , 3)
Sbase KfO C Wy 'KX

where Sy = U, I is the load phase base full power; U, and
I; are the rated effective values of voltage and current of the
load phase, respectively; Ky is the coefficient that determines
the ratio between the reactive power of the throttle and the
active power of losses in the filter. It follows from [9] that
the value Ky can be taken in the range of 10-20.

Given the value Ky, it is possible to determine the
relative value of the inductive resistance of the throttle

X z in the form
x; =2t kP @)
z base
where Z,,. = U; / I is the load phase base impedance; L is
the filter throttle inductance.
The relative resistance of the filter resistor is then
determined by the formula

* *
* R _XL'CUM

R = , (%)
Zbase KfO
and the relative conductivity of the capacitance — as
*
* X
bC:CDO'C'Zbase:—L*Zﬂ (6)
(Q-R)

where C and R are the capacitance of the capacitor and
the active resistance of the filter resistor, respectively.
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Thus, given the values O, U Z) and Ky, from (2)—(6)

it is possible to calculate the values of inductance,
capacitance, active resistance and power losses in the
filter. Here, acceptable power losses in the filter are

provided at a relatively high value a);,[ >40, which can be

easily implemented on the modern element base of
medium power converters [11].

Input filter of an active controlled rectifier. The
main difference between the ARVS input circuit and the
AVI output circuit is that there may not be a filter at the
inverter output (its function, to some extent, will be
performed by the inductance of the stator winding of the
AC machine), and at the ARVS input, the throttle must be
present by operating conditions of the scheme. The
voltage drop across it, formed as the difference between
the voltage of the power source and the voltage at the
input of the circuit in the switching interval, forms the
required shape and phase of the envelope of the network
current of the circuit at the frequency of the supply
network. In this case, as in the AVI, the input voltage of
the active rectifier consists of segments of the DC link
voltage connected to the input of the circuit with a
modulation frequency.

It is known [12] that when the ARVS operates with
a fixed modulation frequency, the value of its input
inductance can lie within wide limits, ensuring the correct
operation of the converter. From the point of view of
weight, size and cost characteristics of the converter, it is
desirable to reduce the value of the input inductance.
However, here the qualitative indicators of the operation
of the circuit suffer — the frequency distortion of the
mains current and supply voltage increases. As well as at
the output of the AVI, the input inductance of the ARVS
also serves as a filter of higher harmonics generated by
the converter into the mains. Its ability to suppress higher
harmonics in the mains current and voltage will depend
on the ratio of the inductance of the supply network at the
point of connection to the total inductance of the phase,
taking into account the value of the ARVS input throttle.
Since in practice it is often difficult to determine the
inductance of the supply network at the connection point
of the converter, it is desirable, by analogy with the AVI
output filter, to provide a parallel path with low resistance
at the converter input for the flow of higher harmonic
currents. Thus, the ARVS input filter circuit shown in
Fig. 3, in composition and principle of operation, will be
completely similar to the output filter circuit and, when
ARVS operates with a fixed modulation frequency, the
relationships for its calculation will be the same.

L
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Fig. 3. ARVS input filter

The fundamental difference between the method of
calculating the input filter and the one given above is that
the value of its inductance is set when calculating the
ARVS circuit. We modify the algorithm for calculating
the filter of higher harmonics of the active rectifier of
Fig. 3 for a known value of its input inductance:

e knowing from the calculation of the ARVS circuit
the values of the nominal effective values of the voltage
and current of the network phase Uy and [, the circular
frequency of the source voltage @s, as well as the
inductance of the input reactor of the circuit Lg, by (4) we
determine the relative value of the inductive resistance of

the throttle X Z as
R
Xp, =——K, ™)
ZSbase
where Zg,,. = Us/ I5 is the basic phase impedance;
e given the value Ky from (4) we obtain an
expression for the power losses in the filter

P, = SSbase 'XLR
Kx
where Sg.se = Us Is is the phase base full power;
¢ jointly solving (2) and (3) we obtain a formula for

determining the relative voltage of higher harmonics at
the filter input

; ®)

P0* K2 .0t
U* _ USa) _3 S x_ SM (9)
So — - >
US 4'SSbase
where a)ng = wgs / ws is the relative modulation

frequency of ARVS; Ug, is the effective phase voltage
values with PWM frequency at the filter input; ws, is the
circular frequency modulation of ARVS.

Here, the quality factor of the input filter circuit Q is
usually taken in the same range of 0.5—1 [9] as that of the
output filter.

e using (2), we determine the optimal filtration
coefficient Ko corresponding to the minimum value of
total losses in the filter

K ;50 = Oy @sy Usy s (10)

e the resistance of the filter resistor is determined
from (5)

ZSpase * XLR " Wg,
R = ,

(1)

and its capacity — from (6)
*

Zspase X1 R
w5 (0-Ry)°

Having previously calculated the basic values Sgpgs.
and Zg,., using (8), (11) and (12) it is possible to obtain
the value of the power losses in the filter Py, as well as the
values of the active resistance Ry and capacitance C,of the
ARVS input filter in absolute units. Their value will
depend on the accepted inductance of the filter input
reactor Ly at given values of O and K. Let us obtain these
dependencies on the example of a specific converter.

The structure of its power circuit corresponds to
Fig. 1, and the parameters are taken the same as

Cr= (12)
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in previous studies conducted by the authors on this
topic [5, 6, 12]:

e a three-phase alternating voltage source with a short
circuit power 150 MVA and a line voltage level of 6 kV;

e a transformer 6 kV/0.4 kV, power 1| MVA;

¢ a DC link capacity 28 mF;

e ARVS and AVI bridge circuits operate in the
sinusoidal PWM mode with a modulation frequency of 4 kHz;

e ARVS operates with a vector control system, and
the AVI control system supports the allocation of active
power at the level of 315 kW in an equivalent RL load for
any circuit operation mode.

n [12], the required value of the input inductance
for such a converter structure was calculated and it was
concluded that for the effective operation of the ARVS
circuit, its value can be taken in the range of 100-600 pH.

Since the main criterion for calculating the filter is fo
achieve the maximum value of the optimal filtration
coefficient K50, which ensures the minimum value of the
total losses in the filter elements, from (8) we construct
the dependence of the power losses on the value of the
input inductance and coefficient K. In this case, as for the
input filter [9], we take the value Ky in the range of
10-20. The dependence is shown in Fig. 4.

I I

100 200 300 400 300
Fig. 4. Dependence of the power losses in the filter on the value
of the input inductance

From Fig. 4 it can be seen that with increasing Ky,
the power losses in the filter decrease. Therefore, we
construct dependencies for capacitance and active
resistance on the value of the input inductance of the filter
and the quality factor of its circuit at the maximum
accepted value Ky = 20. They are shown in Fig. 5, 6.

C,, uF =] L
f 0 L
31 K =20 _—— —]
//
1 L,, pH
100 200 300 400 500 600

Fig. 5. Dependence of the filter capacitance on the value of the
input inductance at Ky= 20

400 500 600

Fig. 6. Dependence of the filter resistance on the value of the
input inductance at Ky =20

Also, according to (10), we obtain the dependence of
the optimal filtering coefficient Ko on the inductance
and quality factor of the resonant circuit of the filter,
shown in Fig. 7.

10 Ko 0=1
K,=20 < = 0-08
p 0=0.6
LR, nH
100 200 300 400 500 600

Fig. 7. Dependence of the optimal filtering coefficient on the
value of the input inductance at Ky =20

From Fig. 5-7 it can be seen that an increase in the
quality factor of the resonant circuit of the filter leads to
an increase in its optimal filtering coefficient Ky, as well
as to an increase in capacitance and a decrease in the
active resistance of the filter with an increase in the input
inductance of the ARVS. Within the framework of the
calculation algorithm under consideration, according to
(8), the power losses in the filter do not directly depend
on its quality factor. Based on the above, we can conclude
that it is desirable to increase the quality factor of the
resonant circuit of the filter. However, this increases the
risk of self-oscillations. For completeness of the analysis,
we construct the same dependencies for a fixed quality
factor Q = 0.8 and various values of Ky. They are shown
in Fig. 8-10.

f’ “F

1
100 200 300 400 500 600

Fig. 8. Dependence of the filter capacitance on the value of the
input inductance at Q = 0.8

100

200 300 400

Fig. 9. Dependence of the filter resistance on the value of the
input inductance at Q = 0.8

. —

100 300 400 500 600

Fig. 10. Dependence of the optimal filtering coefficient on the
value of the input inductance at O = 0.8

200

Comparing Fig. 7 and Fig. 10 it can be seen that a
change in the quality factor of the resonant circuit Q has a
greater effect on the value of the optimal filtering
coefficient Ko of the filter than a change in the
coefficient Ky. Here, an increase in Ky leads not only to a
decrease in the power losses in the filter, but also to a
decrease in its capacitance with the same input
inductance. Therefore, when designing the ARVS input
filter, it can be recommended to take the maximum values
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of Ky and Q to increase its efficiency. Let s check it on
the mathematical model of the converter.

Modelling the operation of the circuit. The
modelling of the studied converter system was performed
software package.

in the MATLAB/Simulink The

external view of the power circuit of the model is shown
in Fig. 11. It fully corresponds to the structure shown in
Fig. 1 and has the set parameters of the source, load,
converters and control systems described above, when
obtaining theoretical dependencies.

Load

Ts =2e-06 s.

| C

powergui

Scope

THD_3F

Is THD %

THD_3F% Us THD %

Fig. 11. MATLAB model of the ARVS power circuit

It is known [5] that the voltage at the terminals of
the ARVS network phase u;, is determined by the
difference between the phase voltage of the power source
u and the voltage drop at the input throttle from the phase
current ig flowing through it. That is, at any time

uy =ug—up, :uS—LR~d(;—tS. (13)

Figure 12 shows the machinodiagrams obtained in
the model by (13) for the operation of the ARVS without
an additional RC circuit of the low-pass filter. It can be
seen from them that the instantaneous voltage u at the
terminals of the phase of ARVS operating with a fixed
modulation frequency, is formed similarly to the voltage
at the output of the AVI with PWM. Here, the relative
position of the mains current, as well as of the first
harmonics of the ARVS input voltage u(;) and the throttle
voltage u,(;) relative to the sinusoid of the mains voltage
us, indicate the correct operation of the circuit in the full
reactive power compensation mode.

800 4 & g g, i I A
200
a T o
-200 ’
-6

3004 &g, i

g TR R R el RGAERR LM )
R i L 1 Ll Ul
=300 = —
400 4y, & i

o 1y el By

(]

o 0.003 .01 0.015 0.02 0025 0.03 0035 L
Fig. 12. Machinograms of the circuit operation

With the help of the model in Fig. 11, the
dependencies of the total harmonic distortion factor of
current (THD;) and voltage (THDy) of the phase at the
input of the converter on the inductance of the ARVS
input reactor were obtained. The studies were carried out
for the case of the absence of an additional RC low-pass
filter circuit in the ARVS input circuit, as well as for the
use of a full-fledged input filter according to the structure
of Fig. 3, tuned according to the proposed method for the
coefficient Ky = 20 at two values of the quality factor of
the resonant circuit: Q = 0.6 and O = 1. The results are
given in Table 1.

According to Table 1 the graphic dependencies of
THD; and THD, at the converter connection point on the

value of the input inductance are plotted, which are shown
in Fig. 13. Also in Fig. 13 the dotted line shows the values
of THD; and THDy, allowed by the norms [10], which are
5 % and 8 %, respectively.

Table 1
Experimental data of the study
THD, Filter reactor inductance, pH
% 100 | 200 | 300 [ 400 | 500 | 600
Without RC filter
THD, 7.43 4.14 291 2.25 1.85 1.60
THDy | 18.07 | 10.26 | 7.14 545 439 | 3.65
0=0.6,K, =20
THD; | 7.27 3.99 2.74 2.12 1.73 1.49
THDy, | 14.2 7.75 5.43 4.21 344 | 291
0=10,K,=20
THD, 6.63 3.49 241 1.87 1.55 1.35
THDy | 11.74 | 6.35 4.46 3.47 2.86 | 2.44
8 - THD.%
m THD; (without RC filter)
6 ® THD; (0=0.6, Kx=20)
4 1 ® THD;(0=1.0. Kx=20)
2
0
20 7THDy. %
16 W THDy; (without RC filter)
B THDy (0=0.6. Kx=20)
12
B THDy (0=1.0. Kx=20)
g .
4 -
0

100 200 300 400 500 600 Lz pH
Fig. 13. Graphical dependencies of THD; and THDy,

Conclusions.

1. A new technique is proposed for calculating the
parameters of the input filter of an active rectifier — a
voltage source operating with a fixed modulation
frequency. It is based on the identity of the effect of
ARVS and AVI, which are part of the overall structure of
the frequency electric drive, on their AC links.
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2.In the paper, the authors obtained calculation
relationships for determining the values of the active
resistance and capacitance of the input filter, as well as
the value of the power losses in it in absolute units,
depending on the given value of the input inductance of
the ARVS. Relationships are constructed that allow
estimating the interrelation between the parameters of the
filter elements and its characteristics and reaching a
compromise between them when designing a circuit for
specific technical conditions.

3. Mathematical modelling in an object-oriented
software environment has shown that the inclusion of an
additional RC circuit of the input low-pass filter
significantly improves the electromagnetic compatibility
of the ARVS with the supply network in the entire studied
range of the input inductance of the circuit, allowing
already in the first third of it to reach the allowable values
of the total harmonic distortion factor of current and
voltage of the source.

Contflict of interest. The authors declare no conflict
of interest.
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A comparative study of maximum power point tracking techniques
for a photovoltaic grid-connected system

Purpose. In recent years, the photovoltaic systems (PV) become popular due to several advantages among the renewable energy.
Tracking maximum power point in PV systems is an important task and represents a challenging issue to increase their efficiency.
Many different maximum power point tracking (MPPT) control methods have been proposed to adjust the peak power output and
improve the generating efficiency of the PV system connected to the grid. Methods. This paper presents a Beta technique based
MPPT controller to effectively track maximum power under all weather conditions. The effectiveness of this algorithm based MPPT
is supplemented by a comparative study with incremental conductance (INC), particle swarm optimization (PSO), and fuzzy logic
control (FLC). Results Faster MPPT, lower computational burden, and higher efficiency are the key contributions of the Beta based
MPPT technique than the other three techniques. References 51, table 3, figures 10.

Key words: maximum power point tracking, incremental conductance, particle swarm optimization, fuzzy logic controller,
Beta algorithm.

Mema. B ocmanni poxu gpomoenexmpuuni cucmemu Hadyau nonyaapHocmi 3a605AKU HU3Yi nepegaz cepeod GIOHOBNIOBAHUX Odiceper
enepeii. Biocmeoicenns mouku MakcumaibHOi NOMYMHCHOCME Y (POMOETeKMPUUHUX CUCEMAX € BANCTUBUM 3A60AHHAM I CKIAOHOIO
npobnemoio o1 niosuwjenus ix egexmusnocmi. Byno zanpononosano 6e3niu pizHUX Memooié KepySaHHsi 8i0CMENCEHHAM MOYKU
makcumanonoi nomyocnocmi (BTMII) onsa pezymosanns nikoeoi euxionoi nomysxcnocmi ma niosuweHHs eghpekmugnocmi eenepayii
Gomoenexmpuunoi cucmemu, nioknoyenoi 0o mepesici. Memoou. Y yiti cmammi npedcmasnenuti konmponep BTMII, sacnosanuii na
bema-memooi, 0 egheKmuBHO20 Gi0CMENCEHH MAKCUMALLHOT ROMYAHCHOCMI 3a O)YOb-sKUX n0200Hux ymos. Egexmusnicme BTMIT
Ha OCHOBI Yb020 ANCOPUMMY OONOBHIOEMBCSA NOPIGHANLHUM OOCTIONCEHHAM 3 [HKPEMEHMHOIO NPOBIOHICMIO, ONMUMI3AYIEI0 POIO
YACTMUHOK Ma Heyimkum noziunum ynpaeiinnam. Pesynomamu. [lleuowe BTMII, menwi sumpamu Ha obuucienus ma Oinbuia
epexmugnicmy € Kuo4osumu nepesazamu memooy BTMII na ocnogi 6ema-memody nopieHano 3 mpboma inwumu memooamu. bion.
51, tabm. 3, puc. 10.

Kniouogi cnoea: BincTe:KeHHs TOYKH MAKCHMMAaJbHOI NMOTY/KHOCTI, iHKpeMEHTHA NPOBiIHICTH, ONTHMI3allisi POI0 YACTHHOK,

HEYiTKHIi JIOriYHui KOHTPOJIep, 0eTa-aaropuTMm.

Introduction. Due to the advancement of industry
and population growth the demand for energy is
increasing, the exhaustion nature of fossil fuels and to
reduce greenhouse emissions have drawn big interest to
renewable energy which are sustainable, illimitable, and
pollution-free [1, 2]. During the last decades, one of the
solutions is solar photovoltaic (PV) energy drawing
massive attention owing to its various advantages [3, 4].
PV cell transmutes photon energy into electrical energy
whereas the PV cells are connected in series to construct
PV module, moreover, PV module’s series and parallel
connection makes PV array [5].

One of the main hindrance of PV systems relates to
the operation with the highest power under all
environmental conditions such as changing irradiation and
temperature, shading condition and ageing of module that
require an effective algorithm named Maximum Power
Point Tracking (MPPT) [6, 7] to increase efficiency and
decrease the cost of PV system [§].

Several research papers suggest different techniques
for achieving MPPT.

Perturb and observe (P&O), incremental
conductance (INC) and hill-climbing (HC) are amongst
the conventional MPPT algorithms have been widely
adopted to track the MPP, once they are easy to
implement and moderate cost [9, 10].

In addition, their tendency propensity gives rise to
oscillations around MPP. These techniques suffer from the
low tracking speed and high oscillations around MPP [11, 12].

In order, to settle this issue, various studies have
been attempted by introducing optimization techniques
such artificial intelligence methods, including fuzzy logic
controller (FLC) [13, 14]. Fuzzy logic can deal with the
nonlinearities because it does not require a mathematical

model as well as a technical knowledge for the exact
mode [15]. Artificial neural networks (ANN) methods are
well adopted for handling nonlinearity in many
applications [16, 17]. And machine learning (ML) [18] is
used in exploring the most effective solution for MPPT.
Their efficiency is highly dependent upon extensive
training, which usually takes a long time and consumes
much computation power for training the model [19, 20].

For more perfection and faster speed, recent studies
have exhibited special interest on the bio-inspired MPPT
algorithms,  particularly swarm intelligence-based
algorithms that have given better results than evolutionary
algorithms MPPT controllers using particle swarm
optimization (PSO) algorithms have been presented in
[21, 22]. The difficult of this technique is the random
initialization of the PSO particles that may cause
premature convergence [23].

However, many hybrid methods, which include of
more than two methods, have been proposed recent, the
neural network has been trained by data that are
optimized by genetic algorithms [6], neuro-fuzzy IC
variable step size [24] and new hybrid fuzzy-neural is
presented in [25], etc.

The goal of the paper. The current research work
presents a design methodology of MPPT based on a Beta
technique. The main advantage of Beta is fast tracking
speed in the transient stage, small oscillations in the
steady state and easy to implement. A comprehensive
study has been presented for checking the effectiveness
and robustness Beta technique with INC, FLC and PSO
under rapid varying irradiance.

The proposed technique are validated a 100 kW on-
grid PV array is modeled on MATLAB.
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PV modeling. A PV module is generally is
comprised of multiple cells in parallel and series to
achieve the required output current and voltage whose
purpose the connection series allows goes up the voltage,
it is the same for the parallel connection increases the
current [7, 26] which are further connected to make PV
array of desired output. The equivalent circuit of the PV
cell is shown in Fig. 1 [27, 28].

ph

dy
b Y |
VD

Fig. 1. The single-diode equivalent circuit of a solar cell

The output current generated here is presented in
(1)-(3)[29, 30]:

1, =1, -1,-1; (1)
(V+R1I,) V+RI,
1, =1,~1|exp.| ——"F-1||-| —" [, (2
a R,
:NsnkBT’ 3)
q

where 1, is the photo generated current; /; is the dark
saturation current at standard test conditions (STC); R,
and R, are the series and shunt resistance of the module
respectively; a is the ideality factor; N, is the series-
connected PV cell(s); n is the diode ideality constant;
kp is the Boltzmann constant; T is the cell temperature
(K); ¢ is the electron charge.

MPPT techniques. Incremental conductance
(INC) algorithm. The incremental conductance algorithm
is based on the slope of the power-voltage (dP/dV)
relation at the MPP is zero [31]. INC method is very
precise in controlling the voltage even in rapidly changing
atmospheric conditions [32, 33].

The equations implicated in the INC method are
shown below:

P=(P, x1,). @)
For MPP:
ap,  dV, I, ) av. dl
PV — PV PV — IPV . PV +VPV . PV ; (5)
dVPV dVPV dVPV dVPV
dP dl
LA I, +V,, . s (6)
dv ., dv,,
If:
dl dr 1,
I, +V, ——=0—>—-=——— forMPP. (7)
d]mr' de PV
If:
d/ d/ 1
Ipy +Vpy —LL 50— =LV 5 PV for P<MPP. (8)
PV dVpy  Vpy
If:
d/ d/ 1
Ipy +Vpy —LL <0 —LL « PV for P>MPP. (9)
dipy dVpy  Vpy

In this method the MPP can be tracked by
comparing the instantaneous conductance (//V) to the INC
(AI/AY) [34].

PSO algorithm. PSO technique is one of a swarm
intelligence developed by Eberhart and Kennedy in 1995
[35, 36]. PSO is a global optimization algorithm for
dealing with problems on a point or surface in an
n-dimensional space which are linked with the best
solution that has achieved by that particle [37]. Whereas
the current state of the particle is, specify by the position
x; and the speed of movement v, [38].

The particle has a random velocity vector. At each
after iteration of the algorithm, the position is changed on
the basis of new velocity, last best position and velocity,
and distance from py,;; and g, [39].

The PSO algorithm is described by the following

system of equations [40]:
k+1

v, —wv +cr (phm’ —xl.k )+czr (ghm -X; ) (10)
x,(k+1)=x,(k)+v, (k+1),i e{l,..,N }; (11)
where x; is the i particle position; v; is the 7 particle speed;
k is the number of repetitions; r;, 7, are the uniformly
distributed random variables; w is the weighted inertia
coefficient; ¢, ¢, are the cognitive and social coefficients,
respectively; ppes ; 1 the best position used for the i

particle; gy, 1s the best position of all particles.

The corresponding PV current and voltage to each
sample of duty cycle are observed. The PV power which
represents the fitness function of particle 7 is resolved.
Afterwards, the new calculated power of particle i is
compared with the power corresponding to pj. ; stored in
the history. The new calculated power is choose the best
fitness value of particle i. The velocity and position of
each particle in the swarm must be modified by the above
equations [41, 42]:

D/'=DF +v}F; (12)
vl.kJrl =vl.kwk +cr (D,fm’ -D; )+c 7 (gbm —Dl.k). (13)

When the maximum number of iterations is
achieved, the algorithm will stop and give the optimum
value of the duty cycle Dp,y,.

The objective function is defined as:

Ppf)> Plpi), (14)
where P is the output power; D is the duty cycle; & is the
number of iterations; i is the number of current particles.

Fuzzy logic controller. FLC is the most famous
control technique with a remarkable ability the
nonlinearity applications. The advantages of this method
are its simplicity and robustness and no need the precise
mathematical model of a system [5, 27].

In FLC, the change of error (dE) and error (E) are
the input variables at sampling time ¢. These are expressed
by (15) and (16) [43, 44]:

_PPV(t)_PPV(t_l)_AP.
£()= V)=V, (t=1) AV’ (1
dE =E (t)-E(t-1)=AE, (16)

where Ppi(t) and Vpi(f) are the output power and voltage
of PV module, respectively.

The output variable of the controller is also to
change in the duty cycle value (dD) [27]:

dD =D (t)-D(t-1). (17)
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The rule table of MPPT is shown in Table 1, and the
membership functions are shown in Fig. 2.

Table 1
Rule base used in the fuzzy logic controller

E
NB ZE PB

dE
NB PB NB ZE
ZE NB ZE NB
PB ZE NB PB

HE E3 Fa

Fig. 2. Membership
function for:

(a) input E;

(b) input dE;

(c) output dD

The fuzzy inference is carried out by using
Mamdani’s method, and the defuzzification uses the
centre of gravity to compute the output of this FLC which
is the duty cycle.

Beta method. The beta parameter based MPPT
algorithm was presented in [45], where the coefficient
beta (f) is expressed by (18) to find an intermediary value
amongst the voltage and current [46]:

1
,B—ln{ - j—c XV, .
VPV

where Vpy and Ipy are the PV module output voltage and
output current, respectively; C is the diode constant,
obtained from (19) [47]:

(18)

outl D n} |

5 kHz - 500V Boost Converter
|

|

Iradiance

C =q/N, A4k,T , (19)

where ¢ is an electronic charge; kz is Boltzmann constant;
A is diode quality factor; T is the ambient temperature
(K); N is the cell number of the module.

Firstly, the voltage and current are measured, so the
value of f§ can be continuously calculated. The value of
remains within a narrow band as the array operating point
approaches the MPP.

The g is defined once based on PV characteristics at
STC, using the MPP voltage and current, as expressed by (20):

5 —in Ipy,,,

PV op

-CVpy,

o (20)
where Ipyuyp, Veympy are the respective MPP current and
voltage of the PV array at STC.

Simulation results and discussion. In this section,
we will present the obtained results of the global system
for the control of the grid-connected PV system. The
simulations are performed using MATLAB. The
suggested MPPT methods for this comparative study are:
INC, FLC, PSO and Beta controllers. Figure 3 depicts the
PV arrays of 100 kW connected to 25 kV grid using
MATLAB software. A filter is used to reduce the
harmonics before connecting the inverter a 260 V / 25 kV
transformer [48]. The parameters of the SPR-305-WHT
PV module used in the simulation are listed in Table 2.

The PV farm consists of 66 parallel strings each string
consists of 5 series PV modules with each module rated at
305.2 W. The total power of the array is 100.7 kW at STC [49].
PV module characteristics; current-voltage characteristics,
power-voltage characteristics are shown in Fig. 4.
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Fig. 3. Simulink model of the 100 kW grid-connected PV system
Table 2
PV module specifications [50]
Parameters Value Parameters Value
Maximum power 305.02 W|Vax (voltage at the maximum power) 547V
Peak efficiency 18.7 % |Short circuit current 5.96 A
Number of cells 96  |Open circuit voltage 624V
Iinax (current at maximum power)| 5.58 A |[NOCT (Nominal operating cell temperature)| 45°C

The proposed system is also validated by varying the
irradiance level of the PV system with a constant
temperature for calculating the performance evaluation.
To investigate the solar irradiation change resulted from
weather conditions variation, two consecutive step

changes in solar irradiation are applied, which decrease
from 1 kW/m®to 0.5 kW/m” at £ = 0.5 s and increase to
1 kW/m® at t = 1.5 s, respectively (Fig. 5). While the
temperature is assumed to be constant at 25 °C.
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Array type: SunPower SPR-305E-WHT-D; current. So we can see that Beta algorithm is better than

5 series modules; 66 parallel strings other algorithm.
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Figure 6 shows the output voltage variation of the
PV system. The Beta technique has a good transition
response 0.02802 s and a very fast system reaction against
the set point change compared to another controller.
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. The first step. The proposed MPPT methods is first
Fig. 6. PV voltage Vp,

compared under constant conditions 1 kW/m?” and 25 °C

Figure 7 illustrates the time evolution of asshown in Fig. 8,a.
photovoltaic current for different techniques. The system From the simulation results, the fuzzy logic based
with INC controller suffers from failure in tracking of ~MPPT produce the output power of 100.37 kW, INC
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100.37 kW, and PSO 100.18 kW whereas the Beta based
MPPT method generates 100.4 kW output power during
the 0-0.5 s this strategy demonstrated performance
superiority. Efficiency can be determined as the total
output power of the system to the total input power of the
system. Formula can be written below it is [S1]:

R

n= -100% , 21
max

where P, is the energy obtained from the PV module;
P« 1s the value of the maximum real power.

The output power of PV system at STC condition for
different MPPT methods is compared in Fig. 8,a.

It is clear that the efficiency of tracking using PSO
MPPT method is 99.48 % which is smaller than that
obtained using other methods. In this situation, the Beta

MPPT method tracks the maximum power successfully
with efficiency of tracking 99.7 %.

Time to capture MPP for the Beta MPPT method is
0.0256 s, for PSO is 0.3349 s, for INC the time is 0.307 s and
for the fuzzy logic method is 0.1614 s. This result shows that
the speed of Beta MPPT method to capture MPP is best. It
has the shortest MPP tracking period, the least transient
fluctuations, zero oscillation around MPP and high tracking
accuracy, this means the lowest power loss.

The second step. From Fig. 8, in zoomed part
[1 s — 1.4 s] where the irradiance level is changed from
1 to 0.5 kW/m®. The Beta and fuzzy logic controller
succeeds in instantaneously tracking the maximum power
point, the oscillations are lesser at MPP in steady state in
comparison the PSO and INC suffer from oscillations at
MPP and tracking speed is less.

The third step. Another test is implemented to
further validate the performance of the proposed
controller. The application of irradiance from 0.5 to
1 kW/m? at r=[2 s — 3 s] (Fig. 8,b).

The results show that fuzzy and Beta are capable of
tracking MPP under a sudden change in irradiance.
Besides, the power loss in steady state due to MPP is
quite low and power oscillations around MPP are minor
with a higher convergence rate than others. INC and PSO
method require a high response time and it has large
power oscillations at MPP.

The equation representing power loss is given in
(22). It can be represented in %:

D =10 190y
P >

1)
max
From Table 3 it can also be observed that the
dynamic response with high efficacy of Beta technique
under variation irradiance of 0.5 kW/m? to 1 kW/m?* at
[2 s — 3 s] compared with the methods studied.

APy o =

Table 3
Results comparison for the four MPPT
. Power generated Stelling | APy,
Algorithm by PV, kW time, s %
PSO 100.18 0.69 0.51
INC 100.36 0.03 0.33
Fuzzy logic 100.37 0.023 0.32
Beta 100.40 0.02 0.29

The proposed method is efficient and extracts the
maximum power with minimum error, it converges fast
and precisely compared to other methods, it treats in a
flexible and clear way and is very effective for this type
of problem.

But this method needs only the knowledge of the
I-V characteristics and which is much related to the
specific conditions of PV system. The use of this method
requires an in-depth understanding of physical behavior,
mathematical modeling, and computer science.

It is very apparent, in dynamic climatic change
conditions at time periods (1, 1.5 and 2 s) the INC, FLC
and PSO controller suffer to track rapid or fast changing
conditions, with an error and low tracking efficiency.

It can be said that despite the sudden changes in
irradiance, the proposed method performs better in terms
of stability and power extraction.

Figure 9 shows the reference signal for the voltage
controller and the resulting DC link voltage. The voltage
is constant throughout the time (500 V) and no boost
converter output voltage values up and down when the
radiation values increases and decrease respectively. So,
the Beta technique has the fastest converge speed among
all the other suggested MPPT techniques.
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Figure 10 shows the time evolution of the active
power which flows between the analyzed system and the
main grid. The power achieved by Fuzzy logic is 98.70
kW; Beta is 98.75 kW; PSO is 98.55 kW and INC is
98.65 kW. This confirms that Beta presented negligible
power oscillations in steady state and the lowest
convergence times.
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Fig. 10. Power injected to grid

From the simulation results, the Beta based MPPT
algorithms is realized with a 100 kW PV array connected to
a 25 kV grid whither in the literature application in PV

Electrical Engineering & Electromechanics, 2022, no. 4

31



systems with the load resistance. From the data, it has been
demonstrated that the Beta controller has a better time
response process. Since the computations show that the
Beta achieves a high efficiency for all the irradiance ranges
whereas the other methods fail in achieving high efficiency.
It also, avoid power loss around the MPP. However, this
technique depends on the PV characteristics.

Conclusions.

The use of photovoltaic systems to generate electricity
is developing around the world. The photovoltaic system
efficiency is a crucial index to estimate the performance of
grid-connected photovoltaic systems where the maximum
power point tracking performance is a key word to improve
and increase the efficiency of this structure.

This paper presents the control of a grid-connected
photovoltaic system using: incremental conductance,
particle swarm optimization algorithm, fuzzy logic
control and Beta for the achievement of photovoltaic
maximum power point tracking.

The comparative study confirmed that the Beta
controller was presented as an excellent solution
regarding the low oscillations, the highest speed, and
efficiently tracking the maximum power point even
during an abrupt change in the solar irradiance.

Conflict of interest. The authors declare no conflict
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G. Merlin Suba, M. Kumaresan

Design of LLC resonant converter with silicon carbide MOSFET switches
and nonlinear adaptive sliding controller for brushless DC motor system

Introduction. The high voltage gain DC-DC converters are increasingly used in many power electronics application systems, due to their
benefits of increased voltage output, reduced noise contents, uninterrupted power supply, and ensured system reliability. Most of the
existing works are highly concentrated on developing the high voltage DC-DC converter and controller topologies for goal improving
the steady state response of brushless DC motor driving system and also obtain the regulated voltage with increased power density and
reduced harmonics, the LLC resonant DC-DC converter is implemented with the silicon carbide MOSFET switching devices Problem.
Yet, it facing the major problems of increased switching loss, conduction loss, error outputs, time consumption, and reduced efficiency.
Also the existing works are mainly concentrating on improving the voltage gain, regulation, and operating performance of the power
system with reduced loss of factors by using the different types of converters and controlling techniques. The goal of this work is to
obtain the improved voltage gain output with reduced loss factors and harmonic distortions. Method. Because, this type of converter
has the ability to generate the high gain DC output voltage fed to the brushless DC motor with reduced harmonics and loss factors. Also,
the nonlinear adaptive sliding controller is implemented to generate the controlling pulses for triggering the switching components
properly. For this operation, the best gain parameters are selected based on the duty cycle, feedback DC voltage and current, and gain of
silicon carbide MOSFET. By using this, the controlling signals are generated and given to the converter, which helps to control the
brushless DC motor with steady state error. Practical value. The simulation results of the proposed LLC silicon carbide MOSFET
incorporated with nonlinear adaptive sliding controller controlling scheme are validated and compared by using various evaluation
indicators. References 40, tables 3, figures 22.

Key words: power conversion, brushless DC motor, silicon carbide MOSFET switches, LLC resonant converter, nonlinear
adaptive sliding controller, voltage regulation harmonics suppression.

Bcmyn.  Bucokosonvmui  nepemeoprosayi  NOCMIlIHO20 CMPYMYy 3 GUCOKUM  KOeQIYieHmomM NOCUTEHHs Hanpyeu 6ce uacmiuie
BUKOPUCMOBYIOMbCSL 6 0A2amboX NPUKIAOHUX CUCEMAX CUTOB0L elleKMpOHIKU Yepe3 iX nepesazu, NO8SI3aHi 3 NIOBUWEHOIO BUXIOHONO
HANpyeor, 3HUNCEHUM DIGHeM WMy, 6e3NepediiHuUM IHCUGTEHHAM | 2apanmosanoio Haoditimicmio cucmemu. binbuwiicmo icnylouux pobim
SHAYHOIO MIPOIO 30Cepeddicei Ha pO3POOYi MONON0RI BUCOKOBONILINHOZO NEPEMBOPIO8aYd NOCMINHO20 CIPYMY | KOHMpOiepd 3 Memoio
NONINWIEHHS. YCIMANEH020 GIO2YKY CUCTEMU NPUBOOY 0e3uimKko8o20 08USYHA NOCMINIHO20 CIMPYMY, A MAKONC OMPUMAHHS Pe2yIbOBaAHOT
Hanpyau 3 NiOSUWEHOIO WINLHICHIO NOMYHCHOCMI | 3MeHueHuMU 2apmonixamu, pesonanchuti LLC-nepemeopiosau nocmiiinozo cmpymy,
peanizoeanuti Ha NePeMUKalowux NPUCmposx Ha ocHo6i nonwoeux MOII-mpansucmopax 3 kap6ioy kpemuiio. Ilpoonema. Tum ne menw, ye
CIMUKAEMbCA 3 OCHOGHUMU NPOOIEMAMU, NO6S3aHUMU 3i 30IbUIEHHAM 6MPAm NPU NePeMUKanti, GMpamamu nPoGIOHOCMI, NOMUTIKAMU HA
8UXO00I, BUMPAMAMYU YACY MA 3HUNCEHHAM egekmuerocmi. Kpim moeo, icnyroui pobomu 6 OCHOBHOMY 30CepeddiCeHi HA NOKpAueHHi
KoepiyicHma nocunenHs Hanpyeu, pezymio8anHs ma pobouUx Xapakmepucmuk eHepeocucmemu i3 3MeHueHHAM pakmopie empam 3a
PAXYHOK  GUKOPUCIAHHA DI3HUX MUNI@ hepemeoprosadie ma memooie ynpasninnsa. Memolo pobomu € OMpUMAHHA NOKPAUEHO20
KoeghiyicnHma nocunenHsi Hanpyau 3i 3HudICeHUMU Koeghiyicnmamu empam i eapmonivinux cnomeopenv. Memoo. Taxum wunom, yei mun
nepemeoplo8aya 30amHull 2eHepysamu GUXIOHY NOCMINHY HANPY2Y 3 6UCOKUM KOe@DIYICHMOM NOCUNEHHA, WO HOOAEMbCs HA Oe3u)imKoguil
08U2YH NOCMIHO20 CIMPYMY, 31 3MeHueHUMY Koeiyichmamu eapmorik ma empam. Kpim moeo, peanizosanuil HeiHitiHul a0anmueHul
KOB3HULL pe2yiamop ONsl 2eHepPyBaAHHS KEPYIOUUX IMNYIbCIg OISl HANEICHO20 CHPAYbOBYBAHHS NEpeMUKalouux Komnonenmis. [ns yici onepayii
BUOUPAIOMbCS. HALKPAWYT napamMempu ROCUTEHHsL HA OCHO8I pODOY020 YUKTY, NOCMINHOT HANPY2U Ma CMPYMY 360POMIHO20 36 513KV, 4 MAKOIC
Koeghiyicnma nocunenns nonboso2o MOII-mpanzucmopa 3 kap6idy kpemiio. Ilpu yvomy Kepyloui cuzHanu 2eHepyiomvcsl i nepedaiomsbCsi Ha
nepemeoplosat, AKull 0onomazac Kepyeamu 0e3ujimkosum 08USYHOM NOCMILHO20 CHPYMY 3 HOMUTKOIO, wo ecmanosuiacs. Ilpakmuuna
uinnicme. Pe3ynomamu mooentosanns sanpononosanoco LLC-nepemeopiosaua na ocHogi nomvosux MOII-mpansucmopie 3 xap6ioy
KpeMHil0 31 CXeMO10 YNpAGIiHHA HeNHIIHUM a0anmueHuM KOB3HUM De2yIAIMopoM Nepegipaiomucsl ma NOPIGHIOIOMbCS 3 8UKOPUCTNAHHAM
pisHux nokasHukie oyinku. bion. 40, Tabmn. 3, puc. 22.

Kniouogi cnosa: nmepeTBOpeHHsl MOTYKHOCTI, 0e3IiTKOBHII ABMIYH NOCTIi{HOr0 CTpyMy, HepeMHMKa4yi HA OCHOBi MOJIbOBHX
MOII-Tpan3ucropiB, pe3oHancuuii LLC-neperBopioBay, HediHiliHMN aJanTHBHUN KOB3HUH peryJjsTop, NPHAYLICHHS
TapMOHIK pery/1l0BaHHs HANPYIH.

1. Introduction. In the recent days, the power
electronics DC-DC converters [1-3] has gained a significant
attention in many power application systems, due to their
benefits of increased conversion efficiency, regulated
voltage, reliability, uninterrupted power supply, and optimal
cost consumption. When compared to the other DC-DC
converters, the LLC resonant converter [4, 5] is more popular
and increasingly used in the power electronics system like
renewable energy sources, battery charging systems, plug-in
electric vehicles and other low power applications. Because,
the LLC converter [6, 7] could regulate the voltage gain
based on the frequency of modulation. If the switching
frequency of converter is matched with the resonance
frequency [8, 9] it is determined as the circuit operations are
efficient. Since, the LLC converter has the ability to
efficiently reduce the switching as well as conduction losses.

The modern power supply systems, DC micro-grids and high
voltage DC power transmission systems [10, 11] widely
utilized the LLC resonant converter due to its soft switching
characteristics and increased density of power. Nevertheless,
the conventional Si based converters [12, 13] facing
difficulties related to the factors of high conduction loss,
reduced switching frequency, and reduced voltage gain,
which affects the efficiency and performance of entire power
system.

Hence, the SIC-MOSFET [14-16] is one of the most
suitable options for designing the LLC resonant
converters, because it provides increased power outputs
with reduced switching stress. Therefore, the proposed
work intends to utilize the SiC-MOSFET [17] based
inverter topology for efficiently controlling the brushless
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DC (BLDC) motor system [18-20] with minimized
harmonics distortions. Generally, the SiC-MOSFET
circuitry has the major benefits of increased switching
frequency, high speed in nature, ensured dynamic
response, and minimized ripples. Hence, this work
intends to utilize the SiC-MOSFET topology for
controlling the BLDC motor [21, 22] system with the help
of resonant DC-DC converter. For this purpose, a novel
nonlinear adaptive sliding controller (NASC) mechanism
is developed in this work, which is used to generate the
controlling signals for actuating the SiC-MOSFET
switching devices. This main objective of using this
controlling mechanism is to control the speed and torque
of BLDC motor based on the feedback signals. Also, the
LLC resonant DC-DC converter is employed for
regulating the random power obtained from the power
source. The main intention of using this DC-DC converter
is to efficiently boost the output power for charging
batteries, and improving the performance of BLDC
motor. The novel contributions of this works are two fold:

e to obtain the regulated voltage with increased
power density and reduced harmonics, the LLC resonant
DC-DC converter is implemented with the SIC-MOSFET
switching devices;

e to improve the efficiency and controlling
performance of BLDC motor, a novel NASC mechanism
is developed,;

e to attain the increased switching frequency,
reduced error rate and optimal performance results, the
mode of converter operations are properly performed
according to the generated controlling signals;

e to assess the performance of proposed LLC-SiC
MOSFET and NASC scheme, various evaluation
indicators have been utilized.

2. Related works. This sector reviews some of the
existing works related to the different types of converter
and controller designs used in the power system
applications based on its operating modes, key
characteristics and functionalities. Also, it examines the
benefits and limitations of the conventional converter and
controlling techniques based on the factors of voltage
gain, power conversion efficiency, controlling
complexity, error rate, and harmonics.

In [23] was suggested a modulation based voltage
control mechanism for controlling the speed of BLDC
motor with the help of load resonant converter. Here, the
main reason of using the LLC resonance converter circuit
was to obtain the zero voltage switching with respect to
varying switching conditions. It also objects to reduce the
effect of eclectromagnetic interference noises with
increased power density by using the LLC converter
design. In [24] was designed a series resonant DC-DC
converter topology for obtaining the improved voltage
gain and power outputs based on the quality factor
estimation. The key factor of this work was to reduce the
switching losses by reduced loop inductance value. In
[25] was suggested the LLC resonant converters with
MOSFET switching devices for satisfying the
requirements of high voltage applications. Here, the loss
model of the converter design has been discussed, which
includes both the conduction and switching loss factors.

In addition to that, the key characteristics of Si-MOSFET
and SiC-MOSFET switches were illustrated with its
driving voltage speed. Based on this analysis, it was
observed that the SiC-MOSFET switches provided the
better performance outcomes in terms of increased
voltage and speed, when compared to the Si-MOSFET
switches. Also, the LLC converters could effectively
reduce the loss factors by properly operating the mode of
switching operations. In [26] was designed a power loss
models with the LLC converter for optimally improving
the level of system accuracy. Here, the time domain
modelling could be adopted with this controlling strategy
for obtaining increased power conversion efficiency. In
[27] was provided the detailed overview about the design
of LLC converters based on the synchronous rectification
and power loss breakdown analysis. The key contribution
of this work was to minimize the effect of duty loss by
using the noise filtering circuit and the inclusion of phase
compensation unit. In addition to that, the adaptive
turnoff algorithm could be used to maximize the
conduction time and to improve the performance of high
speed digital controller. The different types of loss factors
discussed in this work were copper loss, switching loss,
core loss, diode and MOSFET conduction loss.

In [28] was developed a rotating coordinate system
using the LLC resonant converter topology for obtaining
the improved output dynamics. This paper discussed
about the key benefits of using the LLC converter design,
which includes high power density, better power
conversion efficacy, minimal switching loss and
increased switching frequency. Moreover, the state space
analysis model was utilized for improving the design of
LLC converter. In [29] was utilized the first harmonic
approximation model with the H-bridge LLC converter
for enhancing the stability and reliability of power
conversion under varying load conditions. For this
converter design, the MOSFET switching device was
utilized to reduce both the voltage ripples and switching
harmonics. The major benefit of this work was better
system efficiency, stabilized output voltage, and minimal
loss. In [30] was utilized a resonant LLC converter for
obtaining an increased voltage gain. The main purpose of
this work was to increase the gain of output voltage
according to the quality factor, primary inductance, and
secondary inductance value. Moreover, this circuit design
was highly depends on the minimum and maximum
voltage range. However, it limits with the major problems
of increased error output, high harmonic contents, and
complex design.

In [31] was developed a two stage LLC converter
with SiC-MOSFET switching components for obtaining
an increased voltage gain. Also, it objects to optimize the
entire performance of converter with ensured peak
efficiency and reduced harmonics. In [32] was
implemented a voltage quadrupler rectifier incorporated
with LLC converter for efficiently regulating the output
voltage and improving the switching frequency. This
work stated that the LLC converter could efficiently
reduce the conduction and switching losses with
normalized frequency outputs. In [33] was employed a
power loss estimation model with LLC-MOSFET
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converter topology for efficiently minimizing the body
diode, switching, and conduction losses. However, it
limits with the issues of high controlling complexity,
increased average error rate, and reduced power
efficiency. In [34] was introduced a GaN based LCCL-
LC controlling topology for improving the ability of fault
ride through, improving the voltage regulation, and power
density.  Also, a  multi-objective  optimization
methodology was utilized in this paper for designing the
power transformer with reduced core and volume losses.
In [35] was employed a multi-mode controlling strategy
for enhancing the power conversion efficiency and
density factors. The different types of factors mainly
concentrated on this work were conduction loss,
switching loss, driving loss, magnetic loss, and
breakdown loss. It also intends to enhance the operating
performance of controller under varying load conditions.

In [36] was introduced a medium voltage series
resonant converter with SiC-MOSFET switching devices
for solving the voltage imbalance issues. The key factor
of this work was to design a new converter with reduced
switching and conductance loss factors. In addition to
that, it highly concentrated on protecting the circuit from
over voltage, over current and over temperature issues.
The main advantages of this work were regulated output
voltage, reduced switching loss, and error output. Yet, it
has the problems of high complexity in circuit design,
inefficient output gain, and reduced power factor. In [37]
was deployed a voltage sharing control scheme with the
closed loop DC-DC converter for improving the voltage
conversion efficiency of power systems. Here, the
importance of using SiC-MOSFET switches have been
discussed with respect to the parameters of voltage and
current. Though, the major limitation of this work was
reduced level of efficiency, which degrades the
performance of entire system.

From this review, it is analyzed that the existing
works are mainly concentrating on improving the voltage
gain, regulation, and operating performance of the power
system with reduced loss of factors by using the different
types of converters and controlling techniques. But it
facing the major problems of increased error outputs, high
controlling complexity, harmonics distortions, and
reduced switching frequencies. Hence, the proposed work
intends to implement an LLC DC-DC converter with SiC-
MOSFET switching devices and intelligent controlling
technique for optimally improving the overall
performance of system with reduced complexity.

3. Proposed methodology. This sector presents the
clear description about the proposed converter and
controlling scheme used for regulating the output voltage
of the DC source with its equivalent circuit
representations and algorithms.

The goal of this work is to obtain the improved
voltage gain output with reduced loss factors and
harmonic distortions. For this purpose, an advanced DC-
DC converter and controlling techniques are developed,
and the novel contribution of the proposed work is to
design an intelligent NASC with the LLC resonant — SiC
MOSFET DC-DC converter for controlling the speed of
BLDC motor with improved voltage gain outputs.

The overall flow of the proposed model is depicted
in Fig. 1, and its equivalent circuit representation is
shown in Fig. 2.

Random Generated LLC ResonantDC-DC [ «—
Power Converter with SiC
MOSFET —>

Pulse Generator
Motor Driving Unit
Control
Signal
’ Speed Controlling H Brake Input
BLDC Motor

Fig. 1. Flow of the proposed LLC resonant with SiC-MOSFET
and NASC controlling model
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Typically, the power generated from the input DC
source is an unregulated form, which must be regulated
before giving it into the output load. Hence, the LLC
resonant DC-DC converter incorporated with silicon
carbide SiC-MOSFET switching devices are utilized in
this model, which properly actuating the operating modes
of switching components for boosting the voltage fed to
the BLDC motor driving system. For efficiently
generating the controlling signals to operate the switches
of converter, the novel NASC controller scheme is
developed in this work. It obtains the inputs of feedback
signals from BLDC motor, accelerated reference, and
output of different analyzer for generating the controlling
signals with the help of pulse generator. Based on the
generated controlling pulses, the LLC resonant converter
can be operated for providing the maximum gain outputs
to the motor driving system. The key benefits of this work
are as follows: minimized controlling complexity,
increased and regulated voltage gain output, minimal
switching loss, conduction loss and harmonic contents.

A) LLC resonant — SiC MOSFET DC-DC
converter. Conventionally, there are different types of
resonant DC-DC converters are utilized for improving the
voltage gain outputs, which includes the types of series
resonant, parallel resonant and series-parallel resonant. In
which, the LLC resonant DC-DC converter is widely used
in different power application systems, due to its
enormous benefits like simple designing, minimal losses,
high operating efficiency, and increased voltage support.
When compared to the Si-MOSFET switches, the SiC-
MOSFET switches are the most option for designing the
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LLC resonant converter, because it has the ability to
operate under high switching frequencies with high
efficiency. Also, the SiC-MOSFET switches are small in
size, and it does not require any cooling necessities. Due
to these facts, the proposed work intends to utilize the
LLC resonant converter incorporated with the SiC-
MOSFET switching devices for improving the efficiency
and performance of BLDC motor system, and its
equivalent circuit models are depicted in Fig 3,a,b.
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a — LLC with SiC-MOSFET
resonant DC-DC converter;

b — equivalent representation o

of resonant tank; G ¢
¢ — SiC-MOSFET equivalent

circuit 8

As shown in Fig. 3,c the transfer function of SiC-
MOSFET is determined as follows:

I
L,-C
G(s)= s-l? — 1 ) (1)
Pa g ST -
Lg Lg'cgg

where s is the step signal; C,, is the gate parallel
capacitance; L, is the line parasitic inductance; C,; is the
gate source capacitance; Cg, is the drain capacitance; R, is
the drive resistance.

The power for unit step Ug(s) can be derived as:

Ug(s)=Ugs. (2)
Consequently, the damping ratio is computed as
follows:

§=R_g. _ng ) (3)
2 L,

In this work the full-bridge LLC-SiC MOSFET DC-
DC converter is mainly used to increase the voltage gain
output with reduced harmonics fed to BLDC motor
system. Typically, the LLC is a kind of the resonant
converter that comprises the elements of inductors (L, and
L,,), capacitor (C,), diodes (D, to Dy4), and SiC-MOSFET
switches (Q1 to Q4), and its equivalent circuit topology is
shown in Fig. 3,a. In this model, there are 2 resonant
frequencies have been gained with the combination of
inductor L, and capacitor C,, and inductors (L,, L,) and

capacitor (C,), which are in the form of series
arrangement. Then the frequencies of full bridge LLC
resonant converter are estimated as follows:

=—; 4
frl 2 ,—Lr'cr ( )

fr2 (5)

oL, +L,)-C
The LLC resonant DC-DC converter’s equivalent

circuit mode of operations as 0 and 1 are illustrated in
Fig. 4,a,b.
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Fig. 4. a — operation mode 1 (Q1 & Q2 ON and Q3 & Q4 OFF);
b — operation mode 2 (Q1 & Q2 OFF and Q3 & Q4 ON)

Since, the LLC converter is working based on the
functionality of inverter circuit at the input side of
transformer. The switches Q1 and Q2 are turned ON and
Q3 and A4 are turned off as shown in Fig. 4,a. This
makes the capacitor C, and the inductors L, and L, to
charge up to the rated voltage, where the flow of current
passes through the transformer. Then, the converter along
with capacitor C; to bypass the AC ripples, which
provides the desired DC voltage at the load side.

In mode 2, the switches Q1 and Q2 are in OFF state
and Q3 and Q4 are in ON state. At this time, the reverse
current passes through the capacitor C, and inductors L,
and L,. This reverse flow of current also passes through
the transformer and rectifier circuit. Since, this is a full
bridge rectifier, hence it provides the constant DC voltage
at the load side with Cycapacitor.

As shown in Fig. 5, the resonance induction ratio of
RI, and quality factor OF; of the LLC resonant converter
are calculated as follows:

Rl =L, / Ly 5 (6)

[ ¢
F, =R+ |—L—. 7
OF = R; L+l (7N

According to the Kirchhoff’s laws the output
voltage and current are estimated as follows:
Vab :i'(AC,. +AL,. +ALm)_iR .XLm ) (8)
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ip= oy 9
R (—)Ri+XLm 9

=" (10)

1
where V,;, is the AC voltage generated from the inverter
circuit of resonant converter; ¥, is the output voltage; 4 is
the temporary variable.
Based on (5), (6), the output value is obtained as
follows:
Cn 7R+ xy ) y
l Ri-X; (4
Finally, the voltage gain of LLC resonant converter
is expressed with respect to the ratio of output voltage
and input voltage as illustrated in below:

_ ! (12)
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where V; is the input voltage; RI. is the resonance
inductance ratio; o, d; are the second resonant frequencies.

iR
c Lr

—
It T
LAY

aQ

*+Ver-iLr

Vin/2

)

Vin/2

b O A
Fig. 5. Design properties of converter

B) Nonlinear adaptive sliding controller. The NASC
algorithm is used to generate the controlling signals for
operating the switching components of LLC resonant
converter. This technique considers the inputs of converter
parameters like duty cycle, feedback DC voltage, DC current,
and gain parameters of SiC-MOSFET, and it produced output
as the best selection of gain parameters. At first, the gain
parameters are initialized with the maximum limits as
indicated by K,(max) and Kj(max), and the pitch ratio and
harmonic limits are also initialized with the time instant. Then,
the loop has been executed until reaching the maximum of
iterations and number of decision parameter, where the
random values are initialized as r; = 1 and r, = 1. If the
harmonic rate (HR) is greater than the random value ry, the
gain parameters of K, and K; are updated as shown in below:

kg = [k}, k;J. (13)
Similar to that, of the pitch ratio (PR) is greater than

the random value r,, the new gain parameter is updated as
represented below:

k, = [k, +rand} (£} + rand] (14)
Otherwise, the new value is selected for updating the

gain parameter, which is estimated as follows:
k; = rand x[(k, (upper)— &, (lower))+ k; (lower)]. (15)
Then, the convergence function is validated and the

gain parameters are updated based on its maximum value,
which is represented as follows:

ky = ky(i+1); (16)
kg = ky (7). (17)

Finally, the best selection of gain parameters are
derived as indicated below:

K, =k(0)fo]. (18)

K; = ks ()f1]. (19)

Based on this value, the controlling pulses p' are

generated and given to the converter for operating the
switches to obtain the increased voltage output:

Algorithm: NASC controlling algorithm

Input: converter parameters (duty cycle, feedback DC voltage
and current, gain parameter of SiC MOSFET)

Output: best selection of K, and K;

Initialize gain parameters K and K, and the maximum limit of
K,(max) and Kj(max) as Z(k),

where k,€K,, Vn={1,2, ..., t},

«t» — time instant / sample time.

initialize pitch ratio (PR), and harmonic rate (HR).

while (7 < Max_iter), Do // Loop running for maximum number
of iteration.

while (j < N), Do // Loop running for number of decision
parameter (N).

ry = rand(1); », = rand(1) // Initialize random value for gain
parameter.

If (r; < HR), then

Update the gain parameter of &, and k; by using (13);

If (r, < PR), then

Update the new gain parameter using (14);

End if

Else

Select new value of gain parameters by using (15);

End if

End «» loop

Check for convergence function F(£)’

If F()"' < F(z), then

Compute k’; by using (16);

Else

Compute k’; by using (17);

End if

End «i» loop

Select K,,, and K; as shown in (18) and (19) respectively;
Generate the pulse p’ according to the gain parameters.

Finally, the generated high voltage DC output is fed
to the BLDC motor driving system for improving its
performance in terms of high torque and speed. The
BLDC motor is a kind of synchronous motor system,
which is widely used in many real time application
systems like electric vehicles, automation industries, and
medical sector. The major advantages of using the BLDC
motor are fast dynamic response, increased speed and
torque, improved operating efficiency, and minimal
friction losses. Due to these facts, the proposed work
intends to use the BLDC motor as the load unit for
providing the increased voltage gain output.
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Figure 6 shows the controlling structure of BLDC
motor system used in the proposed model, where the
magnetic field of both rotor and stator could be maintained
at same frequency. For this motor, the DC output voltage is
fed by the LLC resonant converter incorporated with SiC-
MOSFET, where the DC output is transformed into three
phase AC through the inverter circuit.

L

Full Bridge
—— we |J
O  —t— Resonant Ig\iﬁ‘ljﬁr
source —I—— pc-nc T

Converter

Fig. 6. BLDC driver

4. Results and discussion. This unit discusses about
the performance analysis of the proposed controlling
scheme by using various evaluation measures. Here, the
simulation is performed with the help of
MATLAB/Simulink tool, and scope results are illustrated
according to the converter and controller circuits. Also,
the obtained results are compared with some other recent
state-of-the-art models for proving the efficiency and
superiority of the proposed model.

A) Simulation analysis. Table 1 presents the
performance analysis of the proposed LLC resonant DC-
DC converter incorporated with SiIC-MOSFET switches
with respect to the measures of input voltage, output
voltage, efficiency and gain. Based on this evaluation, it
is assessed that the output voltage is efficiently increased
with enhanced gain and efficiency measures. Because, the
proposed NASC scheme could efficiently generating the
controlling signals for properly actuating the switching
modes of operations, which helps to increase the output
voltage with high gain and efficiency values.

Table 1
Performance analysis of LLC resonant DC-DC converter
S. No VolItI;I; 12 v V(S;g);tV Gain Efficiency, %
1 100 20.23 —11.68 50.2
2 200 38.66 —11.53 52.6
3 300 58.36 -11.25 53.5

Figure 7 shows the DC voltage obtained the DC
input source with respect to varying time samples. This
analysis shows that the minimum amount of voltage has
been obtained from the DC source, which is in the form
of unregulated voltage. So, it is efficiently regulated by
using the LLC resonant converter in order to meet the
requirements of BLDC motor. Consequently, the output
DC voltage gain obtained from the converter is shown in
Fig. 8 with respect to different time samples. This
analysis proved that the obtained input voltage has been
efficiently improved by using the DC-DC converter.
Then, it can be fed to the BLDC motor driver system for
controlling the speed with increased efficiency.

Figures 9, 10 show the output current of capacitor
(C; and C,) with respect to corresponding varying time
samples. Similarly, the current at inductor (Z,) is depicted
under varying time sequences as depicted in
Fig. 11, and final DC output current is shown in Fig. 12.
The obtained results depict that the capacitor current
could be effectively controlled by properly operating the
switching components.
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Figure 13 illustrates the stator current of BLDC
motor, and the results stated that the current is efficiently
maintained under varying time instances. Also, the
obtained results prove the improved performance and
efficiency of the proposed converter and controlling
scheme. Then, the generated gate pulses given to the
converter by controlling unit is shown in Fig. 14, where
the amplitude in volts is efficiently maintained according
to the proper switching operations.
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Figure 15 represents the step response of converter
with respect to the amplitude (V) and time (s), and the
generated waveform indicates that the time behavior
characteristic of the proposed model is efficiently
balanced with 0.5 Vto 1 V.
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Figure 16,a,b shows the motor speed and torque of
the proposed LLC resonant integrated with NASC
controlling mechanism with respect to varying time
measures in terms of seconds correspondingly. Generally,
the speed of motor drive system is highly depends on the
generated switching pulses of controller. Also, controlling
the speed of BLDC motor is more essential for driving
the system at the required speed. The increased speed of
motor is mainly correlated with the high gain voltage
output generated by the converter. From this analysis, it is
visibly perceived that the speed of BLDC motor is
improved around 1500 rpm with increased voltage gain.

Figure 17 shows the overall efficiency analysis of
the proposed LLC resonant with NASC scheme with
respect to different time samples. Here, the efficiency of
BLDC motor controlling is highly improved with the help
of LLC resonant SiC MOSFET converter and NASC
controlling technique. Since, it generates the regulated
output voltage with high gain and reduced losses, which
ensures the increased efficiency and optimal performance
of the proposed system. Moreover, the THD analysis of

the proposed scheme is validated according to the
fundamental frequency. Due to the increased efficiency,
high voltage gain output, and reduced losses, the THD
level of the proposed converter and controlling scheme is
competently reduced as shown in Fig. 18.
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C) Comparative analysis. Figure 19 compares the
DC voltage gain of both conventional [38] and proposed
converters under different duty cycles, which includes the
topologies of step up DC-DC, multi-input DC-DC, boost
DC-DC, and interleaved resonant PWM high step-up
(IRPHS) DC-DC. In addition to that, the efficiency of
converter is highly depends on the voltage gain output.
Based on this evaluation, it is perceived that the voltage
gain characteristics of the proposed LLC resonant — SiC
MOSFET DC-DC converter is highly improved, when
compared to the other converters. Moreover, the
increased voltage gain of converter ensures the reduced
conduction and switching losses of circuitry.
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Consequently, the efficiency of existing IRPHS DC-
DC and proposed LLC resonant — SiC MOSFET DC-DC
converters are compared with respect to the output power
as shown in Fig. 20. Due to the proper controlling of
switching devices used in the converter, the efficiency of
proposed converter has been highly improved under all
output power values. The obtained results indicated that
the proposed model achieved increased power conversion
efficiency over the other technique.
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Fig. 20. Efficiency of existing and proposed converters

Figure 21 evaluates the voltage peak, settling time,
and output voltage of the conventional [39] and proposed
controlling techniques, in which the peak overshoot is
estimated by analyzing that how much the level of peak
value is increased compared to the steady state. Similarly,
the settling time is defined as the amount of time of taken
by the system for converging into the steady state. Based
on this evaluation, it is analyzed that the voltage peak and
settling time of the proposed model is efficiently reduced,
and the output voltage is highly increased, when
compared to the other controlling techniques. These
results prove the improved performance and efficacy of
the proposed technique over the other existing techniques.
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Fig. 21. Voltage peak, settling time and output voltage of
existing and proposed controlling techniques

The rise time, peak time and peak value of the
conventional controllers in [40] was proposed NASC

controller are compared as shown in Table 2. When
compared to these controlling mechanisms, the rise time,
peak time and peak value of the proposed scheme is
efficiently reduced based on the best selection of parameters
for generating the controlling pulses. Moreover, the reduced
time consumption ensures the improved performance of
entire power conversion system.

Table 2
Comparative analysis based on time response
Controllers Rise time, s Peak time, s |Peak value, rpm
Anti-windup PID 0.4391 0.9987 1519.8
FLC 0.4024 0.9989 1517.1
Neuro-Fuzzy 1 0.4069 0.9981 1502.7
Neuro-Fuzzy 2 0.4121 1.0024 1500.6
BAT 0.4120 1.0009 1501
FPA 0.3785 1.0007 1500.7
Sugeno Fuzzy PID 0.3351 0.9971 1500
Proposed NASC 0.3245 0.9899 1500

Table 3 and Fig. 22 compare the time efficiency of
conventional and proposed controlling techniques based on
the parameters of peak overshoot, settling time, and steady
state error. The obtained results proved that the proposed
controlling technique provides the minimized peak
overshoot, settling time, and steady state error, when
compared to the other controlling schemes. Because, the
power conversion efficiency of the proposed system is
highly enhanced with reduced losses by selecting the
optimal parameters for controlling the operating modes of
switches. It helps to improve the system performance under
varying load conditions with reduced error outputs.

Table 3
Comparative analysis of existing and proposed controlling
schemes based on peak overshoot, settling time, and steady state

error
Peak Settling | Steady state
Controllers overshoot, % | time, s error, %
Anti-windup PID 0.4963 0.6958 0.6391
FLC 0.1654 0.6549 0.6887
Neuro-Fuzzy 1 0.2334 0.6690 0.1749
Neuro-Fuzzy 2 0.2201 0.6664 0.3259
BAT 0.2200 0.6671 0.0647
FPA 0.0792 0.6243 0.0100
Sugeno Fuzzy PID 0.0216 0.5695 0.0061
Proposed NASC 0.0211 0.5280 0.0058
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Fig. 22. Analysis of peak overshoot, settling time and steady

state error

5. Future scope. As the future progresses, nonlinear
adaptive sliding controllers will be replaced by genetic
algorithms, neurofuzzy algorithms, or artificial intelligence
systems. Additionally, SiC MOSFETs can be investigated in
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terms of their thermal resistance using the ON state voltage
drop as a temperature-sensitive electrical parameter.

Conclusions. This paper developed an enhanced
converter and controlling methodology for controlling the
speed and improving the performance of brushless DC
motor. For this purpose, the LLC resonant DC-DC
converter incorporated with silicon carbide MOSFET
switching device has been used for improving the voltage
gain outputs with reduced harmonic distortions. Here, the
main reason of using the silicon carbide MOSFET
switching components are increased power outputs,
reduced switching stress, fast dynamic response, and
minimized ripples. Here, the novel nonlinear adaptive
sliding controller mechanism is implemented to improve
the efficiency and controlling performance of brushless
DC motor with reduced conduction and switching losses.
Also, it helps to obtain the increased switching frequency,
reduced error rate and optimal performance results by
properly generating the controlling signals in order to
perform the mode of converter operations. For this
operation, it acquires the input feedback signal,
accelerated reference, and output of different analyzer for
generating the controlling signals with the help of pulse
generator. Then, it produced the best gain parameters as
the output, which is used to generate the controlling
signals. Finally, the obtained high gain voltage output is
fed to the brushless DC motor system with reduced
harmonics and losses. During simulation, the performance
of conventional and proposed controlling topologies are
validated and compared by using various evaluation
measures. Based on the obtained results, it is evident that
the proposed LLC resonant silicon carbide MOSFET
incorporated with nonlinear adaptive sliding controller
controlling scheme provided the better performance
results over the other state-of-the-art models, which
includes reduced error rate, peak overshoot, settling time,
rise time and increased power conversion efficiency.
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Improvement of power quality in grid-connected hybrid system with power monitoring
and control based on internet of things approach

Purpose. This article proposes a new control monitoring grid connected hybrid system. The proposed system, improvement of power
quality is achieved with internet of things power monitoring approach in solar photovoltaic grid system network. The novelty of the
proposed work consists in presenting solar power monitoring and power control based internet of things algorithm, to generate DC
voltage and maintain the constant voltage for grid connected hybrid system. Methods. The proposed algorithm which provides
sophisticated and cost-effective solution for measuring the fault and as maximum power point tracking assures controlled output and
supports the extraction of complete power from the photovoltaic panel. The objective of the work is to monitor and control the grid
statistics for reliable and efficient delivery of power to a hybrid power generation system. Internet of things is regarded as a network
comprising of electronic embedded devices, physical objects, network connections, and sensors enabling the sensing, analysis, and
exchange of data. The proposed control technique strategy is validated using MATLAB/Simulink software and real time
implementation to analysis the working performances. Results. The results obtained show that the power quality issue, the proposed
system to overcome through monitoring of fault solar panel and improving of power quality. The obtained output from the hybrid
system is fed to the grid through a 3¢ voltage source inverter is more reliable and maintained power quality. The power obtained
from the entire hybrid setup is measured by the sensor present in the internet of things-based module. In addition to that, the
photovoltaic voltage is improved by a boost converter and optimum reliability is obtained with the adoption of the perturb & observe
approach. The challenges in the integration of internet of things — smart grid must be overcome for the network to function
efficiently. Originality. Compensation of power quality issues, grid stability and harmonic reduction in distribution network by using
photovoltaic based internet of things approach is utilized along with sensor controller. Practical value. The work concerns a network
comprising of electronic embedded devices, physical objects, network connections, and sensors enabling the sensing, analysis, and
exchange of data. In this paper, internet of things sensors are installed in various stages of the smart grid in a hybrid photovoltaic —
wind system. It tracks and manages network statistics for safe and efficient power delivery. The study is validated by the simulation
results based on MATLAB/Simulink software and real time implementation. References 28, tables 1, figures 22.

Key words: renewable energy source, photovoltaic system, power quality, internet of things, hybrid grid connected system.

Mema. Y cmammi npononyemscs H08a 2iOpUOHa cucmema YnpaeiiHHa MOHIMOPUH2OM, NIOKIIOYEeHAa 00 Mepedxci. Y 3anpononosaHitl
cucmemi NOKpawjeHHs AKOCMI enekmpoenepeii 00cA2aemvcs 3a 00NOM0o2010 nioxody Inmepnemy peueti 00 MOHIMOPUHZY
nomyacHocmi y mepesgici conaunoi gpomoenexmpuunoi mepeoici. Hoeusna sanpononosanoi pobomu nonsieae y noOaHHi anzopummy
MOHIMOPUHZY COHAYHOI eHepeli ma YNpagiiHHs NOMYICHICMIO, 3ACHO8aH020 Ha Inmepnemi peuetl, 01 2enepayii Hanpyeu
NOCMiliHO20 CMpyMy ma RIOMPUMKU NOCMIUHOT Hanpyeu Oas 2i6pudnoi cucmemu, niokmouenoi 0o mepedxci. Memoou.
IIpononosanutl arcopumm, akui sabesneuye ckiaoHe ma eKOHOMiuHe pilenHs 05l BUMIPIO6AHHSA HECHPAGHOCMI MA 8I0CMeNCeHH s
MOYKU MAKCUMANLHOI NOMYJICHOCI, 3a0e3neyye KOHMPOAbOBAHUU GUXI0 ma NIOMPUMYE GUAYHEHHS HOGHOI NOMYIUCHOCMI 3
gomoenexmpuunoi naneni. Memoro pobomu € monimopune ma yApasuinHs CMamucmuKo mepexici 0 HadiuHoi ma epexmueHoi
nooaui enexmpoenepeii 00 2ibpuoOHoOi cucmemu upoOHUYMEA efekmpoenepeii. [nmepnem peueil po3ensidaemvcs K mepexcd, o
CKAA0AEMBCSA 3 eNeKMPOHHUX 80YO0BAHUX NPUCMPOi8, I3uUHUX 00'€KmMI8, Mepedicesux NiOKI0YeHb a 0amyuKis, o 003601A10Mb
cnpuiivamy, awanizyeamu ma oOMiMIOBAMUCA OAHUMU. 3aNPonoHOBAHA CcmMpameiss Memooy YNpasniHHs Nnepegipsacmvcs 3
suKopucmanuam npozpamuozo 3abesneuenns MATLAB/Simulink ma peanizayii y peswcumi peanvnozo uacy oas aumanizy poboyux
xapaxmepucmux. Pe3ynemamu nokasyioms, wo 3anponoHo6ana cucmema eupiuiye npobiemy aKocmi elekmpoenepeii 3a paxynox
MOHIMOPUHZY HECNPABHOCMI COHSYHOL NaHeni ma NOKpawjeHHs AKocmi eiekmpoenepeii. Ompumanuil 6uxio 2iopuonoi cucmemu
nooaemvcsi 6 mepedcy uepes ineepmop Odicepena Hanpyeu 3¢, wo € Oinvur HAOiUHUM | NIOMPUMYE SAKICMb eneKmpoenepeii.
Iomysxcnicms, ompumana 6i0 yciei 2iOpUOHOI YCMAHOBKU, SUMIPIOEMbCA OAMYUKOM, WO € NPUCYMHIM ) MOOYVII HA OCHOBL
Inmepnemy peueu. Ha oodamox 00 ybo2o ¢pomozanveaniuna Hanpyea NOKpAWyemMvCa 3d OONOMO20I0 Nepemeoprosayd, ujo
niosUWYe, a ONMUMATLHA HAOIUHICMb 00CA2AEMbCA 34 PAXYHOK 3ACTMOCYBAHHA NiOX00y «30ypiou i cnocmepieaily. LLJo6 mepesica
¢yukyionyeana egpexmusHo, HeobOXioHO eupiwiumu npobremu inmeepayii Inmepnemy peueil — cmapm-mepesc. Opuzinanvuicme.
Ilops0 i3 cencopHum KOHMPOIEPOM BUKOPUCTIOBYEMbCS KOMNEHCAYis npobaem 3 SAKICIIO eleKkmpoeHepeii, cmabiibHicmio mepesici
Ma 3MeHWeHHAM 2APMOHIK Y PO3NOOINbHINL Mepedici 3 BUKOPUCMAHHAM ni0xo0y 0o Inmepuemy peuell Ha OCHO8I homoeneKmpuuHux
cucmem. Ilpakmuuna yinnicms. Poboma cmocyemucs mepesrci, wjo cKiadacmuCs 3 eeKmpoHHUX 60Y008aHUX NPUCMpPOis, Qisuunux
00 ’€xmis, mepedicesux NiOKIOUeHb ma OaAmyuKie, wjo 00380JI0Mb CHPULIMAmMU, aHALizyeamu ma oOMiHeamucs oanumu. Y yii
cmammi  oamuuku Inmepnemy peueli GCMAHOBNIOMbCA HA  PI3HUX emanax I[HMeneKmyanvHoi Mepexci y  2iOpuoHiil
@omoenexmpuuniii ma 6impositi cucmemi. Bin siocmescye ma xepye mepexcesoro cmamucmuxoio 015 6e3neynoi ma egpekmusHol
nooaui ewepeii. [locnioscenus niomeepoxiceHo pe3yTbmamamu MOOeTO8aHHA, WO O0Aa3VIOmbCa HA NPOSPAMHOMY 3a0e3neyeHHi
MATLAB/Simulink ma peanizayii 6 peanvrnomy uaci. biomn. 28, tabm. 1, puc. 22.

Kniouosi cnoea: BinHOB/IIOBaHe a:xKepeao eHeprii, (oToeleKTPUYHA CHCTeMa, SIKICTHL ejieKTpoeHeprii, IHTepHer peueii,
NiAKJII0YeHa 10 Mepe:ki riopuaHa cucrema.

Introduction. The concept of renewable energy environmental friendly nature, RES is crucially

source (RES) faces increasing concentration by general
public and experts in the last years. These sources address
the issues caused by global warming and depletion of
fossil fuels. Depending on fossil fuels results in
environmental pollution, green house problems and
carbon dioxide emissions. This paved the way for an
increase in clean environment awareness. Due to the

significant and is regarded as clean energy sources. RES
possess the ability of providing energy services
generating almost zero or zero air pollutant emissions.
These emissions also have the ability to fulfill the
requirements of domestic energy. RES provide pollution
free environment, environmental protection, economic
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benefits and energy security. Therefore, it is important for
the future and present generation to rely on RES for
meeting energy needs [1].

Considering the renewable energy sources, the solar
energy is more fascinating due to its advancements [2-4].
The photovoltaic (PV) systems utilize cells comprising of
semi-conductor material for extracting the solar energy and
its conversion to electricity. The PV systems are utilized as
standalone systems or may be connected to grid [5].
Operating conditions like geometric location of the sun,
irradiance level and the ambient temperature of the sun
highly influence the performance of the PV system [6]. This
uncertain nature of solar energy results in technical problems
corresponding to the control of power system [7, 8].

Due to partial shading, loss of considerable amount
of energy occurs in PV systems forcing the voltage to
zero. This demands a maximum power point tracking
(MPPT) approach to capture the maximized power from
the PV system and differentiate the global peak from the
local peak [9-13]. The MPPT algorithms regulate the
pulse width modulation (PWM) generator’s duty cycle
with the help of the current and voltage obtained from the
PV system. The generated pulses are fed to the converter
switches for the regulation of its current and voltage [14].
A simple boost DC-DC converter [15] can be used for the
boosting of input voltage obtained from PV system. When
compared to the improvement of converter efficiency and
conversion ratio of PV cells, the improvement of the
MPPT efficiency is easier. This paves the way for the
adoption of MPPT algorithms and Hill Climbing (HC)
[16] approach is the most common among them. It uses
the PV characteristics for finding the MPP but gets
influenced by varying atmospheric conditions [17].
Incremental Conductance (INC) [18] is regarded as a
version of HC and tracks the MPP even in times of rapid
variations in solar radiation. Anyway, INC requires extra
voltage and current sensors which in turn increases the
system complexity. Henceforth, this work adopts Perturb
& Observe (P&O) algorithm for the tracking of
maximized power by oscillating around the peak point on
attaining steady state condition.

Subsequently, the wind energy source exhibits a
remarkable progress everywhere as a clean and
inexhaustible energy source due to the growing power
demand [19-22]. An unsteady pattern occurs in the
production of wind power due to its intermittent nature.
Added to this, fast ramps occur in the patterns of wind
output power. Serious challenges exist in the grid stability
when such intermittent sources are integrated with grid [23].

Considering the above mentioned issues of
renewable energy sources, the monitoring of power
obtained from these sources becomes mandatory. This
introduces the concept of smart grids. Smart grids
improve the performance quality, reliability, efficiency,
sustainability and balance the power production with the
integration of renewable energy sources [24, 25]. It also
enables the consumers in employing alternate energy
sources for efficient power source utilization and cost
reduction [26]. By using Internet of Things (IOT), the
components of SG are enhanced with the connection of
internet [27]. The smart grids based on IOT comprises of
smart sensors, actuators and objects for providing reliable

energy transmission [28]. Hence, smart grid based on IoT
is opted by the renewable energy sources for the efficient
monitoring of power.

On the whole, this paper concentrates on an IoT-
based smart grid system utilizing hybrid PV-wind energy
renewable source. A boost converter is deployed for
enhancing the resultant voltage of the PV system. The
obtained power from the hybrid renewable energy source
is continuously monitored by the IoT device and is
applied to the grid via a three phase voltage source
inverter (3¢ VSI).

Proposed control system. Generally, the smart grid
is termed as an electric grid of next generation that
combines control system along with information and
communication technologies with the power grid. The
system has to be in dynamic and must be mandatorily in
bidirectional communication as depicted in Fig. 1. The
major purpose of the system is to quickly find the
solutions to the problems with continuous monitoring and
automation. Thus it reduces the man power targeting the
reliability, safety and quality in electric power to all the
consumers.
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Fig. 1. Smart grid layout depicting the bidirectional communication
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In order to establish a smart grid, following
technologies must be grouped together as shown in Fig. 2:
e smart appliances;
smart algorithms in power generation;
smart power meters;
super conducting cables;
smart substations;
integrated communications.
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Fig. 2.Vital components of smart grid

By implementing all the advanced technologies one
can achieve the smart grid technology with the integration
of advanced software and can be managed easily from a
remote location. When compared to the conventional grid
structure the smart grid structure is easy to maintain and
robust in performance making it more reliable and
feasible to add more and more technologies and
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integrating any compatible hardware making it atomized
as an ever ending evolution process (Fig. 3).

Fig. 3. Proposed generation system

PV system. The basic PV cell circuit is given in Fig.
4. It comprises of a series resistance R;, parallel resistance
Ry, and diode VD.

KC

ph

IN
D\
VD

Fig. 4. PV system

The equations relating the PV cell and the output
current are given by

Iout:Iph_Id; (1)
q-(U+1-Ry)
I;=1-|exp| —————=4|-1|; 2
d 0{ P( KT ()
) U IR
Iout_[ph_IO' €Xp nK-T -1, 3)

where 1, is the output current; /., is the photovoltaic
current; I, is the diode current; I, is the reverse saturation
current; K is the Boltzmann constant; ¢ is the charge of an
electron; U is the work voltage of a PV cell; n is the p-n
junction curve constant; 7' is the temperature.

The obtained power from the PV system is enhanced
by a DC-DC boost converter modelled as follows.

DC-DC boost converter. It is a step-up converter
which boosts the input low level voltage to an output high
level voltage. The basic circuit of boost converter is
indicated in Fig. 5.

L VD

Y N

= Vﬂ VC:
C

Vo

|+
=
1+

Fig. 5. Boost converter

The energy is stored in inductor L due to the current
flow during the ON condition of the switch V'S. During
the OFF condition of the switch, a voltage is induced
across the inductor due to the energy stored. The voltage
across the inductor and the input voltage charge the
capacitor C to an improved voltage. The duty cycle is:

D=1-Vy/V; . “)
The inductance value is:
L:VO'(Vi_VO)’ (5)
AL 1y Vo

where f; is the switching frequency; Al; is the determined
ripple current of the inductor.
The capacitance value is:

c-— P (6)

AV,
RO f s [ VO ]
where AV} is the desired ripple of output voltage.

The estimated inductor ripple current at maximum
input voltage determines the value of the inductor.
Subsequently, the variation in the output ripple or voltage
estimates the capacitor value. The pulses for the converter
switch are obtained from the PWM generator. The MPPT
algorithm in turn supplies the maximum power point
voltage to the PWM generator and the corresponding
operation is explained below.

P&O based MPPT. The MPPT algorithm is utilized
for improving the efficiency of the solar panel. The main
aim is to maintain the system operating point nearer to
MPP. Here, P&O is adopted due to its simple structure,
less parameters, ease of implementation and low cost. Fig.
6 represents the P&O flowchart.

ICaIcLl]a[e vik) and i(k) |
1
| Pik)=vik)*i(k) |

Gotostart

Fig. 6. P&O flowchart

At first, the current along with voltage from the PV
system are estimated. The actual power is obtained from
the product of voltage and current and the condition
AP = 0 is checked. The operating point occurs at MPP if
this condition is satisfied else the condition AP > 0 is
checked. Another condition AV > 0 is checked if the
former gets satisfied and the operating point lies in the left
portion of MPP. The operating point lies in the right
portion of MPP if AV > 0 is not satisfied. Till the reach of
MPP, the process gets repeated. The obtained Vjpp is fed
to the PWM generator which in turn generates the pulses
for the boost converter.

A wind energy conversion system (WECS). The
basic principle of the wind turbine is to perform the
conversion of the linear wind motion to rotational energy.
This drives the electrical generator which further converts
the wind kinetic energy to electric power. The captured
wind power is:
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PVzé'pa'Av‘u‘?)ﬂ )
where p, is the density of wind; u is the speed of the
wind; A4, is the area swept by the turbine.

The mechanical power P, obtained from is given by:

Pm:Cp(/LIB)'PVﬂ ®)
where C, denotes the pitch angle £ function and tip speed
ratio A.

Due to the wind speed, the rotational wind turbine
speed varies. The obtained variable AC output is applied
to the rectifier for the generation of DC voltage and is
transferred to the DC link.

Grid connected 3¢ VSI. A grid connected 3¢ VSI is
given in Fig. 7. The constant DC link voltage Vpc is
applied as the input to the inverter and the conversion to
AC output is carried out by dq theory

ud=v2—w-iq-Lf-+vd; ©)]
Uy =Vy—@ig-Ly+vy; (10)
where w=2-7fand
* k; . :
vdz(kﬁ?'}(zdmf—zd); (an
* ki) (. .
Vg :[kp +?lj+(lqref—lq), (12)

where iy, i, represent the d-axis and g-axis currents
respectively.
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Fig. 7. Grid connected 3¢ VSI

The AC parameters are obtained from:
u, sin at cos wt
up | = sin(a)t—120) cos(a)t—120) Ly |, (13)
sin(er +120) cos(cor +120) 1 U

lud

Uc

where u,, up, u, are the controlling input signals which are
sinusoidal in nature.

Comparison of these signals is carried out with the
carrier signal in the sinusoidal pulse width modulation
(SPWM) block. The gate pulses are generated from this
block and these pulses are responsible for the inverter
operation. The entire grid connected PV wind system is
monitored by the IoT and the controller used is
demonstrated as follows.

IoT based power monitoring. In this work, the
power obtained from the hybrid PV wind system is
monitored by the IoT based Node MCU controller. The
overall system for power monitoring using IoT is shown
in Fig. 8. The IoT module used is Node MCU ESP8266
and the sensor used is INA219 sensor.

PV
MODULE

Fig. 8. Power monitoring system using IoT

mNA219 => NODEMCU g B
SENSOR ESP8266 ¢ -
o

10T WEBPAGE

The sensor is attached to the Node MCU ESP8266
module for the tracking of voltage and current form the
hybrid system. The power is determined with the obtained
value of current and voltage. Node MCU controller
collects the data from the sensor and processes it. The
processed data is further send to the web page. The
corresponding flowchart is given Fig. 9.
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Fig. 9. Flowchart

INA219 sensor. It has the ability to measure the
current and voltage from the hybrid system. The input
supply ranges from 3 V to 5.5 V. The 5 V output pin of the
Node MCU supplies the 5 V to the sensor. The pins D, and
D, of the controller are connected to the INA219 sensor.
The current and voltage of the hybrid system are estimated
by Vin+ and Vy, which indicate the measuring pins.

Node MCU ESP8266 module. The pin diagram of
the Node MCU ESP8266 module is given in Fig. 10. The
controller communicates with the INA219 sensor, drives
the LCD display and connects to the internet through a
Wi-Fi module. It comprises of a built-in capability to
access the internet and also supports numerous peripheral
communication protocols. The Node MCU is connected
to the internet and sends the measured data to the web
page for future analysis. Thus the described IoT based
monitoring system performs the efficient monitoring of
power in grid connected hybrid PV-wind system.

Results and discussion. The monitoring of power
in a grid connected hybrid PV wind system with
the adoption of IoT based module is demonstrated in this

Electrical Engineering & Electromechanics, 2022, no. 4

47



. 3
En
§D
D
n
o
n
_.‘_]"

Fig. 10. Node MCU ESP8266 pin diagram

paper. The simulation diagram of the solar PV model and
wind turbine model are illustrated in Fig. 11, 12
respectively. The proposed generation model is shown in
Fig. 13. In this the solar PV module take the solar
radiation, temperature are measured by IoT web portal. In
addition to that, wind speed and active power, reactive
power, voltage and current are measured.

]
& G voleg [ee

™ pong w2 RER
Facrndr Fou it o
o PV i arwiced | i
» H .

w Dt
T P e
- I i TN PR fova| oy
2 - Lo

e [ [me—

e |
O .
Fig. 11. Solar PV model
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Fig. 12. Wind turbine model
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Fig. 13. Proposed generation model

The hybrid smart grid load are connected to an IoT
based system, its performance are evaluated. It is shown
the loads real time results. Initially, load data is connected
through the IoT based Wi-Fi module and communicated
to load data. The system allows for various loads
monitoring in terms of active power, reactive power,
voltage and current respectively.

At any instant of load, the user can see the local
details of active power, reactive power, voltage, current
and total harmonic distortion (THD) of voltage and
currents are shown in Fig. 1419 respectively.

XIO? Active power, (p.u.)

(3]
I

0 0.2 0.4 0.6 08 &S 1
Fig. 14. Active power

%10 4 Power, W

| Il L |

D 0.2 0.4 0.6 08 LS 1
Fig. 15. Reactive power

Voltage, V

600
400
200
D
200
-400

-600r T
0 0.1

02 03 04 05 06 07 08 08 1
Fig. 16. Output voltage

Current, A

150, I | 1 I I I I i
100
50

0
=50
-100 |
-150

i ey Yo i ! ut L I
0 01 02 03 04 05 06 07 08 08 1
Fig. 17. Output current

Fundamental (50Hz) = 7.068 e+0.5. THD = (.12%

Ma,

g 007F -
g 0.06
E
0.05
g
£ 004
5 003
£ 0.027 I
g ooy I
i JIRITT
0 200

B
400 600 800 1000
Frequency, Hz

Fig. 18. Voltage harmonic
Fundamental (50Hz) = 156.2. THD = 3.54%

-
L

Mag (% of Fundamental)

0 200 400 600 800 1000
Frequency, Hz

Fig. 19. Current harmonic

The IoT based PV power under shading effect is
depicted in Fig. 20. And also the irradiance of the PV
system is shown in Fig. 21.

The hybrid smart grid based IoT system, voltage
harmonic on the grid side is shown in Fig. 20. In this the
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fundamental frequency takes in to 50 Hz. The system
reduced the THD of 0.12 %. The current harmonics are
depicted in Fig. 21. It shows the fundamental frequency
of 156.2 Hz and THD reduced 3.54 %.
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Fig. 20. Monitored PV power under shading effect
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Fig. 21. Monitored irradiance in shading effect

The hybrid power generation for smart grid
integration facilitates and enhances communication
between grid and consumer. The power consumption and
power quality is the main aim of smart grid integration. In
this method effective monitoring and maintain power
quality achieved by proposed IoT based hybrid smart grid.

The comparison of the PV solar panel power quality
is depicted in Table 1. It shows the THD values of current
and voltage harmonic with and without IOT approach.

Table 1
Comparison THD — PV module with and without IoT
Conditions THD, %

Without IoT m(?nitoring and control approach 2025
current harmonic THD
With ToT MoniForing and control approach 354
current harmonic THD )
Without IoT mqnitoring and control approach 459
voltage harmonic THD
With IoT monitgring and control approach 0.12
voltage harmonic THD

The obtained IoT results are mentioned in Fig. 22.
The display indicates the measured values of current and
voltage of the hybrid PV-wind system. The ESP8266
communication is performed with the utilization of serial
monitoring of the Node MCU.

Conclusions. In this work, an efficient power
monitoring approach is introduced for a hybrid
photovoltaic wind system. This approach adopts internet
of things based module with node microcontroller unit
which processes the measured data obtained from sensor.
The tracking of maximum power from the photovoltaic
system is carried out by perturb & observe algorithm
which in turn generates the maximum voltage for the
operation of the boost converter. Subsequently, the
obtained voltage from the photovoltaic system and wind
energy conversion system is maintained constant at the

Dembowses | vew v Lears Guses | viw & AP Docummtstite | viim

ehsdDan | L Dowked &1Deis | T Fer

Fig. 22. [oT system results

direct current link. This fixed direct current voltage is
converted to AC form by a 3¢ voltage source inverter and
further supplied to grid. The power of the entire setup is
monitored by the internet of things based module which
facilitates the smart consumption of power.
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Appendix.
/*Sg= Smart Grid
/*Ed= Energy Demand
/*Eg = Generation Energy
/*Pq =Power Quality
Void Power Quality Analysier ()

{

For(PQ<=10%)

Write the system is normal and record the data
}

Terminate the terminal

Void Main ()

If (Sg=Ed)

Void Power Quality Analysier ()
}
Else if (Sg> Ed)

The system Id on surplus and non peak time tariff
Void Power Quality Analysier ()

}
Else if (Sg< Ed)
{

Set Peak time and tariff change on Peak
Void Power Quality Analysier ()

}
Else (Ed<Eg)
{

Cause voltage rise and terminate production terminal
Production exceeds threshold
Void Power Quality Analysier ()

}
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Performance improvement of shunt active power filter based on indirect control
with a new robust phase-locked loop

Introduction. Since the development of the first active power filter (APF) in 1976, many efforts have been focused on improving the
performances of the APF control as the number of different nonlinear loads has continued to increase. These nonlinear loads have led to
the generation of different types of current harmonics, which requires more advanced controls, including robustness, to get an
admissible total harmonic distortion (THD) in the power system. Purpose. The purpose of this paper is to develop a robust phase-locked
loop (PLL) based on particle swarm optimization-reference signal tracking (PSO-RST) controller for a three phase three wires shunt
active power filter control. Methodology. A robust PLL based on PSO-RST controller insert into the indirect d-q control of a shunt
active power filter was developed. Results. Simulation results performed under the MATLAB/SimPowerSystem environment show a
higher filtering quality and a better robustness compared to the classical d-q controls. Originality. Conventional PLLs have difficulty
determining the phase angle of the utility voltage sources when grid voltage is distorted. If this phase angle is incorrectly determined,
this leads to a malfunction of the complete control of the active power filters. This implies a bad compensation of the current harmonics
generated by the nonlinear loads. To solve this problem we propose a robust and simple PLL based on PSO-RST controller to eliminate
the influence of the voltage harmonics. Practical value. The proposed solution can be used to improve the functioning of the shunt active
power filter and to reduce the amount of memory implementation. References 23, tables 3, figures 19.

Key words: active power filter, robust phase-locked loop, harmonics, particle swarm optimization-reference signal tracking
controller.

Bcmyn. 3 momenmy pospobku nepuiozo ¢inempa axmusHoi nomyowcnocmi (PAILD) y 1976 p. bazamo 3ycunv Oyn0 cnpamosaHo Ha
noxkpawentHsa xapakmepucmuk ynpagiinia QAL ockinbku KitbKicme pisHUX HEAHIUHUX HABAHMAXNCEHb NPOodosdcysana 3pocmamu. Li
HeNIHIUHI HABAHMAJICEH s, NPU3BeTU 00 2eHepayii PI3HUX MUNIE 2aPMOHIK CmMpyMy, wo nompedye Oinbiul OOCKOHAIUX 3ac00i8 YNPAGIiHHs,
Y MOMY YUCi CIItKUX, 01 OMPUMAHHA OORYCIMUMO20 NO8HO20 2apmoHiuno2o cnomeopennst (THD) 6 enepeocucmemi. Mema. Memoio
danoi cmammi € pospobka HaodiliHo20 KoHmypy ¢hazoeoeo asmoniocmpoioganus wacmomu (PAIY) na ocnosi kommponepa
BIOCMEIICEHH ST eMANOHHO20 cucHary onmumizayii poro wacmunox (BEC OPY) ons mpughaznoco mpunpogiono2o utynmyiouo2o Qitempa
akmuseHoi nomyoicnocmi. Memooonozia. Pospooneno naoiiny cucmemy DAY na ocnosi konmponrepa BEC OPY, 66yoosanozo 6
HenpamMull d-q KOHMPONbL WYyHmMYI04020 Qinempa akmusHnoi nomydcnocmi. Pezynomamu. Pe3ynomamu mooentoeanis, 6UKOHAHO20 6
cepedosuwyi MATLAB/SimPowerSystem, OeMoHCmpyoms 8UCOKY AKicmb pinbmpayii ma 6inbuty HadiliHiCMb Y NOPIGHAHHI 3 KIACUYHUM
d-q kepysannam. Opuzinansnicme. 3euuaiini @AY maroms mpyoHowi 3 6usHAYEHHAM PA308020 KYMa Oxcepen Hanpyeau, Koy Hanpyaa
Mmepedici cnomsopena. Henpagunvhe susnavenns ybo2o (azo8oeo Kyma npuzeoounis 00 NOpYUEHHs NOBHO20 KepyeaHHs girbmpamu
axmuenoi nomyscnocmi. Lle o3nauae nocamy KoMneHcayilo 2apMOHIK CMpyMy, CMEOPIOSAHUX HeNHIHUMU HaBaHmMadiceHHamu. [l
supiutents yici npobnemu mu npononyemo cmitikuii ma npocmuti @AY na ocnosi konmponepa BEC OPY 0nsa ycynenHs eniugy
eapmonix Hanpyeu. Ilpakmuuna yinnicme. 3anpononosane pivienns modxce Oymu UKOpUCIAane 0 NOJINWEHHS. POOOMU WYHIYIOUO020
Ginempa axmuenoi nomyscnocmi i smenuentst 06csey nompibnoi nam'smi. biéia. 23, tabn. 3, puc. 19.

Kniouosi cnosa: ¢iabTp aKTHBHOI NOTY:KHOCTi, HaAiliHUii KOHTYpP ()a30BOro aBTOMiIACTPOIOBAHHS YAaCTOTH, FAPMOHIKH,
KOHTPOJIep BiicTe;KeHHsl €TAJIOHHOT0 CHIHAJIY ONTUMI3alii por0 YaCTHHOK.

Introduction. In the last three decades a significant
development and study of shunt active power filter
(SAPF) control has been made. The main one is the direct
control method based on instantaneous power introduced
by Akagi [1]. Many other direct or indirect control
strategies to achieve good filtering results for three-wire
power systems have also been proposed [2-4]. Concerning
the indirect control it has been developed by [5, 6]. Unlike
the direct strategy, the alternating components of the
instantaneous power will be removed to leave only the
continuous component. This method allows compensating
the current harmonics indirectly.

Since the appearance of SAPF many algorithms
have been developed. Those algorithms can accomplish
good performances (harmonics elimination) when the grid
voltage is balanced and undistorted. Contrariwise, if the
grid voltage is distributed, the performance of the SAPF
will widely decrease [8]. To handle this issue some
researchers propose the use of a self-tuning filter [8].
However, this method increases the number of filters and
transformations. In this paper we propose to keep the
basic indirect control without additional filters or
transformations and the use of a new simple and robust
phase-locked loop (PLL) to deal with the grid voltage
perturbations.

In the first part of this paper we will present the
classical active power filter (APF) control which is; the
d-q theory for indirect control. The harmonics and total
harmonic distortion (THD) of the lines current are the
quality criteria chosen all over the paper. Then, an
improvement will be made for this control in order to
minimize the influence of grid voltage harmonics by
introducing a new robust PLL based on a particle swarm
optimization-reference  signal tracking (PSO-RST)
controller, where unlike the PLL proposed in [7]; this new
PLL is simple and his implementation doesn’t need a
large amount of memory. This new approach is then
applied to the control of a three-phase three-leg SAPF and
its effectiveness is validated by simulations.

All  the simulations are carried out with
MATLAB/Simulink. They are conducted under the same
conditions, with the same parameters for the system and
the control in order to compare the results obtained
between the classical and the proposed control.

Basic indirect control theory for SAPF. The active
power filter that we will be using in our study is a three-leg
active power filter connected in parallel to a three-wire
electrical network. The control strategy used for this SAPF
is an indirect d-q control. The active power filter and its
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control are shown in Fig. 1. The control strategy is based
on the theory introduced in 1983 by Akagi et al [1] which
uses the Concordia transform. It is stated as follows.

U Ry

'Ll,
. il
I -

“Load

|
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3
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'—"7 J=sin(Bli-c -m,l-

Fig. 1. Indirect control of SAPF system

Let be respectively the simple voltages and the line
currents of a three-phase system without homopolar v,(?),
vsb(t)9 Vsc(t) and iLa(t)a iLb(t)’ iLc(t)'

The Concordia transformation of the line current
allows us to obtain:

i 5 1 —% —% iLg
‘=5 iy |- (D
‘p 3 0 ﬁ - ﬂ ;

2 2 ILe

A PLL is used to extract (é) in order to generate two

signals sin (é) and cos (é) which are in phase with the
simple voltage of the electrical network. We then multiply
these two signals by i, and iz to obtain only the current in
the d-axis, as shown by the following exiression:

e). )

The resulting current can be expressed as the sum of
a continuous component and an alternating component:

ig=ig+1ig, 3)

where sz is the continuous component of i sz is the

iy =l -sin\@)—ig -cos

alternating component of i.

In order to extract only the continuous component,
which will be injected by the APF, the alternating
component should be eliminated by a low pass filter
(LPF). Thus, the currents in a—f coordinates will become:

ird = sin(é)- ig;
ilrff = —cos(é)- iy @

The reference currents are given as before by the
inverse Concordia transformation:

.ref
lra 1 0 ot
i _\P 1 ﬁ . lgff (5)
Lb 3 5 5 iz,ef )
i ]
2 2

New robust PLL. There are several types of PLL
that have been developed to synchronize the signal
outputs to the single-phase or to the three-phase
fundamental voltage component. For the three-phase, for
example, we find the following PLLs:

Three-phase synchronous reference frame phase
locked loop (SRF PLL) (dgPLL) [9, 10, 12], where the
instantaneous phase angle is determined by synchronizing
when the PI controller sets the direct or quadrature axis
reference voltage v, or v, to zero, resulting in the
reference being latched to the phase angle of the utility’s
voltage vector.

Instantaneous power three-phase PLL (pPLL) [11, 12].
Its structure is the same as that of the classical SRF-PLLs,
but the theory behind this PLL is the use of the
instantaneous power theory.

Dual second-order generalized integrator based
PLL (DSOGI-PLL) [15, 16]. This PLL builds the
orthogonal signals generator (OSG) using two first-order
integrators based on a second-order integrator, which is
easy to be implemented digitally, and the nonlinearity is
lower than that of Park-PLL.

However, in single phase applications, we find the
following PLLs:

Single-phase enhanced PLL (EPLL) [14] and single-
phase adaptive linear combiner PLL (PLL-ALC) [13, 14].
This PLL method is designed on the basis of the adaptive
filter theory by estimating its phase and frequency
through the steepest descent algorithm.

Over time the PLLs have been improved to make
them more robust against distortion and unbalance
insensitivity. Among these PLLs we have the one
proposed by [7] which add a multi-variable filter to
eliminate the influence of voltages disturbance. This
method has the disadvantage of making its
implementation more complex due to the increase of a
multivariate filter in the PLL.

The goal of this work is to develop a new robust
and simple phase-locked loop to deal with the harmonic
voltages, where the PI controller on the SRF-PLL
structure is replaced by RST controller. This controller
has a simple structure and good performances in large
range of operating conditions. Moreover, we propose a
new approach to adjust the RST parameters where unlike
the conventional methods proposed in [17, 18], the
parameters of the regulator are set by utilizing the particle
swarm optimization (PSO) algorithm.

RST controller. The structure of the RST controller
is based on the determination of a three polynomials R(p),
S(p) and T(p) in order to obtain a good performances in
term of reference tracking and disturbance rejection. It’s
based on pole placement theory by determining an
arbitrary stability polynomial D(p) and computing S(p)
and R(p) according to Bezout’s equation [19]

D(p) = A(p)-S(p) + B(p)-R(p). (6)

The design structure of a system with RST controller
is represented in Fig. 2.

Fig. 2. Block diagram of the RST controller
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The closed loop transfer function of the system is:
____BOI(p) | BOSW) o)
A(P)S(p)+B(p)R(p) " A(p)S(p)+B(p)R(p)

The key to have good results depends on the choice
of polynomials orders. A strictly proper regulator is
chosen which mean if deg(A4) is # than:

deg(D)=2n+1
deg(S) =deg(4)+1 (®)
deg(R) = deg(4)

However, the polynomial forms are described as
follows:

A(p)=a,p+a,

B(p)=b,

D(p)=dyp’ +d,p* +d,p+d, . ©9)
R(p)=rp+r,

S(p)=s,p" +5,p

3.7,

The transfer function of the PLL is [7] ,
p

which mean that: A(p) = p; B(p) = V3 , where V,, is the
peak value of the source voltage.

To find the coefficients of each polynomial a robust
pole placement strategy is used [20]. By assuming that
C(p) is the control pole and F(p) is the filter pole, we
obtain the following expression:

2
R e e
Te Ty
where P, = —1/T, is the pole of C(p); Pr = —1/T} is the
double pole of F(p).

Usually P. is chosen 2-5 times greater than P,
where P, is the pole of 4; and Py is chosen 3—5 times
greater than P, The identification between Bezout
equation and equation (9) gives a system of four
equations with four unknown terms, as is shown in the
following equation:

as, =1
s, +a,s, = 2 + !
-1 02 ij T;
1 2
ays, +byty = ——+—+" an
r, I,
1
by =——-5—
0 TL,TZf

For the determination of polynomial 7 we consider
S(0) = 0 and in the steady state Y,.,,= Y. Then we get the
following equation:
im B(p)T(p) _
=0 A(p)S(p)+ B(p)R(p)
After finding the coefficients of the filter pole F(p) with
the pole placement, we obtain the following equation:

)i rtp)= e

s

(12)

(13)

where / = R(0)/F(0).

PSO algorithm. The PSO algorithm is an
evolutionary technique which uses a population of
candidate solutions to find an optimal solution to a
problem. The degree of optimality is evaluated by an
objective function. The algorithm used in this work is
inspired by the collective comportment and the
synchronous formation flight of birds. This technique is
considered as a progressive algorithm with a populace of
agents called particles «» which are dispersed in the
problem space [21].

In the beginning swarms are randomly allocated in
the search space, each particle also having a random
speed as shown in Fig. 3.

P Persanal best position
best uf the particle
x s
Actual position Global best pesition

reached by a partical of a swarw

-
-

——3 Trands
Fig. 3. A particle movement

A particle is capable to evaluate her position quality
and remember her best performance. By asking her
congeners she can also obtain their best performances.
According to this information, each particle changes its
speed and moves. A particle «» of the swarm is represented
in the D-dimensional search space by its position vector (X)
and by its speed vector (V) formulated as follows:

X, = (xil ’xi2""’xin) >

(14)
(15)
The evaluation of his position quality is stopped by
the objective function at this point. It is important that this
particle can memorize the best position through which it
has already passed, formulated as follows:
F, =(pysPirses Din) - (16)
The equation of a particle movement for each
iteration (i) is:
I/iilerﬂ — X(ijler +C1 J/ii/er (p{/er _)(i[ler) +Cz .rzi/er (pger _)(iiler )) ’(17)

i

Vi= i Vigses Vi) -

where w is the coefficient of inertia; ¢;, ¢, are the
acceleration coefficients which control respectively the
attraction at its best and the attraction at the best overall;
ry, 1, € [0, 1] are the uniform random variables.

The update of the position of the particle is done
through the following equation:

Xiiter+l — Xiiter +Viiter+l . (18)

RST controller parameters optimization with
PSO algorithm. We will now integrate the PSO
described in the previous paragraph in order to optimize
the RST parameters in such a way to have a better
rejection of the perturbations and a better tracking of the
reference. In other words s, sy, 71, 7o and ¢ in (11) and
(13) are optimized so that the error is minimized.

An algorithm was developed for which the «min-
max» function is adopted to perform the preprocessing
data. The population size was set at 200 particles. This
parameter has an influence on the behavior of the
algorithm (a small population does not create enough
interactions to guarantee the proper functioning of the
algorithm). If the acceleration coefficient is too small, the
algorithm will explore very slowly, which degrades
its performance. Experience has shown that with a value
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of 2.05 often achieves the best results [22]. According to ool Ve Vo Ve V.
[23] the coefficient of inertia is chosen between 0.5 and 1.
In our study we have chosen a value of 0.5 that we
consider suitable.

The PSO begins to search for a solution in a research
space. These values are then injected into Simulink (Fig. 4).
The difference between the measure and the reference is
evaluated by the objective function. The values of sy, s,, . |
r1, 1o and ¢ are then modified until the objective function ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ bs
(19) is minimized, as shown in the following equation: 035 05 0% 0% 0% 057 050 0% 055 0%

- , © Fig. 6. Utility voltages source under harmonics
fmin = J-O (Urs;f - Umex) (t)dt = J.() (e) (t)dt . (19) K ang]e, rdd

The process is repeated until the difference between
the measured values and the reference values is minimal
or a maximum number of iterations are achieved.
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with PSO algorithm

Simulation and results. The performances of the B e AR

proposed system (Fig. 5) are evaluated and simulated in Fig. 9. Angular position estimated by the PLL based on RST
MATLAB/Simulink environment where the robustness of controller

the PLL is tested under distorted voltage source.
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Fig. 10. Sine and cosine generated by the PLL based on RST

controller
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Figures 6-14 give respectively the simulation results Zg?o.z i
of the proposed controller (RST-PSO) that are compared 0 S Iz
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to classical PLL with PI controller and the PLL with Fig. 11. Spectrum of the cosine generated by the PLL based on
conventional RST controller. RST controller
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We notice from these simulations that the PLL using
the PSO-RST gives very good results compared to the use
of the classical PLL which uses a PI regulator or the
conventional RST when the source voltage contains ; v ‘ ‘
harmonics. Where from Fig. 7, 8 we can see that the T4 0@ 04 04 04 05 0% 05 0% 0% 06
classical PLL doesn’t reject the harmonics; Fig. 9, 10, 12, ig. 18. Current source after filtering
13 show that the PLL based on the RST controller and the

PSO-RST controller respectively can reject the harmonics ——
with faster response for the PSO-RST (0.1 s). From Fig. T Bt Rt Rt it Rt el i
11, 14 it can be seen that the proposed PLL has better S R R i R
rejection for the harmonics where the THD obtained in YT T AT T T T T T T
the steady state is 0.53 %. IR A R R R
To show the efficiency of our PLL using a PSO-RST R R R R
controller we will show in addition the results of ' OL OL 014 01'5 J’s 017 018 OL LS|
simulations of the APF. Thus the Fig. 15-19 show the Fig. 19. DC voltage
utility voltage source containing harmonics, the current Table 2
load before filtering, the current injected by the APF, the Controller’s parameters
current source after filtering and the DC voltage. We RST PSO-RST
notice from these simulations that the APF correctly 55 1 )
compensates the current harmonics despite a voltage 5| 439 1452.048
source containing harmonics and the step change in load 2 316.557 603
current at 0.5 s (Table 1). 7o 900 71348.6
The controller’s parameters and studied system t 900 71348.6
parameters are represented in Table 2, 3 respectively. Table 3
Table 1 Studied system parameters
Source current THD’s v,V 240 Lioass mH 2.6
Before filtering After filtering R, mQ 1.59 R; mQ 5
Before 0.5 s 243 % 1.92 % Ly, uH 45.56 L pH 100
After 0.5 s 28.51 % 3.66 % Riouis Q 0.788 Vi V 700
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Conclusions. In this paper, a new robust phase-locked
loop based on PSO-RST controller is proposed and applied
to an indirect control of a shunt active power filter. The
performances of the proposed phase-locked loop has been
evaluated and compared to the classical phase-locked loop
based on PI and conventional RST controller. The obtained
results show that the proposed phase-locked loop reject
disturbances in the utility voltage source with fast response
which allow having good performances in the control of
SAPF even if the source grid is distorted.

Conflict of interest. The authors declare that they
have no conflicts of interest.

REFERENCES
1. Akagi H., Kanazawa Y., Fujita K., Nabae A. Generalized
theory of instantaneous reactive power and its application.
Electrical Engineering in Japan, 1983, vol. 103, no. 4, pp. 58-
66. doi: https://doi.org/10.1002/eej.4391030409.
2. Jalil M., Amiri A. An Effective Structure of Three-Phase
Parallel Hybrid Active Power Filter to Accurate Harmonic
Elimination. 2020 15th International Conference on Protection
and Automation of Power Systems (IPAPS), 2020, pp. 123-129.
doi: https://doi.org/10.1109/TPAPS52181.2020.9375544.
3. Bekakra Y., Zellouma L., Malik O. Improved predictive
direct power control of shunt active power filter using GWO and
ALO - Simulation and experimental study. Ain Shams
Engineering Journal, 2021, vol. 12, no. 4, pp. 3859-3877. doi:
https://doi.org/10.1016/j.as€j.2021.04.028.
4. Chelli Z., Lakehal A., Khoualdia T., Djeghader Y. Study on
Shunt Active Power Filter Control Strategies of Three-phase
Grid-connected Photovoltaic Systems. Periodica Polytechnica
Electrical Engineering and Computer Science, 2019, vol. 63, no.
3, pp- 213-226. doi: https://doi.org/10.3311/PPee.14025.
5. Mahanty R. Indirect current controlled shunt active power
filter for power quality improvement. International Journal of
Electrical Power & Energy Systems, 2014, vol. 62, pp. 441-449.
doi: https://doi.org/10.1016/].ijepes.2014.05.002.
6. Singh B.N. Sliding mode control technique for indirect current
controlled active filter. Annual Technical Conference IEEE Region 5,
2003, pp. 51-58. doi: https://doi.org/10.1109/REGS.2003.1199710.
7. Choukri Benhabib M., Saadate S. A New Robust
Experimentally Validated Phase Locked Loop for Power
Electronic Control. EPE Journal, 2005, vol. 15, no. 3, pp. 36-48.
doi: https://doi.org/10.1080/09398368.2005.11463595.
8. Biricik S., Ozerdem O.C., Redif S., Kmail M.I.O.
Performance Improvement of Active Power Filter under
Distorted and Unbalanced Grid Voltage Conditions. Elektronika
Ir Elektrotechnika, 2013, vol. 19, no. 1, pp. 35-39. doi:
https://doi.org/10.5755/j01.eee.19.1.3247.
9. Kaura V., Blasko V. Operation of a phase locked loop
system under distorted utility conditions. /EEE Transactions on
Industry Applications, 1997, vol. 33, no. 1, pp. 58-63. doi:
https://doi.org/10.1109/28.567077.
10. Ali S., Setiawan 1., Handoko S. Design and Performance
Test of Three Phased Synchronous Reference Frame-Phase
Locked Loop (SRF-PLL) using DSPIC30F4011. 2018 S5th
International ~ Conference on  Information  Technology,
Computer, and Electrical Engineering (ICITACEE), 2018, pp.
51-56. doi: https://doi.org/10.1109/ICITACEE.2018.8576978.
11. Aredes M., Monteiro L.F.C., Miguel J.M. Control strategies
for series and shunt active filters. 2003 I[EEE Bologna Power
Tech Conference Proceedings, 2003, vol. 2, pp. 955-960. doi:
https://doi.org/10.1109/PTC.2003.1304675.
12. Verma AK., Jarial RK., Rao UM. An Improved Pre-Filtered
Three-Phase SRF-PLL for Rapid Detection of Grid Voltage Attributes.
2019 National Power Electronics Conference (NPEC), 2019, pp. 1-4.
doi: https:/doi.org/10.1109/NPEC47332.2019.9034706.

How to cite this article:

13. Han B., Bae B. Novel Phase-Locked Loop Using Adaptive Linear
Combiner. IEEE Transactions on Power Delivery, 2006, vol. 21, no. 1,
pp. 513-514. doi: https:/doi.org/10.1109/TPWRD.2005.860436.

14. Sepahvand H., Saniei M., Mortazavi S.S., Golestan S.
Performance improvement of single-phase PLLs under adverse
grid conditions: An FIR filtering-based approach. Electric
Power Systems Research, 2021, vol. 190, p. 106829. doi:
https://doi.org/10.1016/j.epsr.2020.106829.

15. XuJ., Qian H., Hu Y., Bian S., Xie S. Overview of SOGI-Based
Single-Phase Phase-Locked Loops for Grid Synchronization Under
Complex Grid Conditions. [EEE Access, 2021, vol. 9, pp. 39275-
39291. doi: https:/doi.org/10.1109/ACCESS.2021.3063774.

16. Nazib A.A., Holmes D.G., McGrath B.P. Decoupled
DSOGI-PLL for Improved Three Phase Grid Synchronisation.
2018 International Power Electronics Conference (IPEC-
Niigata 2018-ECCE  Asia), 2018, pp. 3670-3677. doi:
https://doi.org/10.23919/TPEC.2018.8507364.

17. Elmansouri A., El mhamdi J., Boualouch A. Wind energy
conversion system using DFIG controlled by back-stepping and
RST controller. 2016 International Conference on Electrical
and Information Technologies (ICEIT), 2016, pp. 312-318. doi:
https://doi.org/10.1109/E1Tech.2016.7519612.

18. Vongkoon P., Liutanakul P. Frequency Estimation
Improvement for Single-Phase Phase-Locked Loop Using Digital
RST controller. 2019 IEEE PES GTD Grand International
Conference and Exposition Asia (GTD Asia), 2019, pp. 490-494.
doi: https://doi.org/10.1109/GTDAsia.2019.8715963.

19. Robert D., Sename O., Simon D. Sampling period
dependent RST controller used in control/scheduling co-design.
IFAC Proceedings Volumes, 2005, vol. 38, no. 1, pp. 225-230.
doi: https://doi.org/10.3182/20050703-6-CZ-1902.01077.

20. Poitiers F., Machmoum M., Le Doeuff R., Zaim M.E.
Control of a doubly-fed induction generator for wind energy
conversion systems. International Journal of Renewable Energy
Engineering, 2001, vol. 3, no. 3, pp. 373-378.

21. Eberhart R., Kennedy J. A new optimizer using particle
swarm theory. MHS’95. Proceedings of the Sixth International
Symposium on Micro Machine and Human Science, 1995, pp.
39-43. doi: https://doi.org/10.1109/MHS.1995.494215.

22. Bourouis M. el A., Zadjaoui A., Djedid A. Contribution of
two artificial intelligence techniques in predicting the secondary
compression index of fine-grained soils. Innovative
Infrastructure Solutions, 2020, vol. 5, no. 3, p. 96. doi:
https://doi.org/10.1007/s41062-020-00348-1.

23. Eberhart R., Yuhui Shi. Particle swarm optimization:
developments, applications and resources. Proceedings of the
2001 Congress on Evolutionary Computation (IEEE Cat.
No.0ITH8546), 2001, wvol. 1, pp. 81-86. doi:
https://doi.org/10.1109/CEC.2001.934374.

Received 15.02.2022
Accepted 04.04.2022
Published 20.07.2022

Abdelkarim Chemidi ", Doctor of Electrical Engineering,
Associate Professor,

Mohamed Choukri Benhabib**, Doctor of Electrical
Engineering, Professor,

Mohammed el amin Bourouis3, PhD,

!'School of Applied Sciences Tlemcen,

BP 165 RP Bel horizon, 13000 Tlemcen, Algeria,

e-mail: chemidi.abdelkarim@gmail.com (Corresponding author),
> Manufacturing Engineering Laboratory of Tlemcen,
13000 Tlemcen, Algeria,

e-mail: benhabibc@gmail.com

3 University of Tlemcen,

22, Rue Abi Ayed Abdelkrim Fg Pasteur B.P 119 13000,
Tlemcen, Algeria,

e-mail: medamin_bourouis@yahoo.fr

Chemidi A., Benhabib M.C., Bourouis M.A. Performance improvement of shunt active power filter based on indirect control with a

new robust phase-locked loop. Electrical
https://doi.org/10.20998/2074-272X.2022.4.07

Engineering &  Electromechanics,

2022, mno. 4, pp. 51-56. doi:

56

Electrical Engineering & Electromechanics, 2022, no. 4



UDC 621.3 https://doi.org/10.20998/2074-272X.2022.4.08

N. Mezhoud, B. Ayachi, M. Amarouayache

Multi-objective optimal power flow based gray wolf optimization method

Introduction. One of predominant problems in energy systems is the economic operation of electric energy generating systems. In
this paper, one a new evolutionary optimization approach, based on the behavior of meta-heuristic called grey wolf optimization is
applied to solve the single and multi-objective optimal power flow and emission index problems. Problem. The optimal power flow
are non-linear and non-convex very constrained optimization problems. Goal is to minimize an objective function necessary for a
best balance between the energy production and its consumption, which is presented as a nonlinear function, taking into account of
the equality and inequality constraints. Methodology. The grey wolf optimization algorithm is a nature inspired comprehensive
optimization method, used to determine the optimal values of the continuous and discrete control variables. Practical value. The
effectiveness and robustness of the proposed method have been examined and tested on the standard IEEE 30-bus test system with
multi-objective optimization problem. The results of proposed method have been compared and validated with hose known
references published recently. Originality. The results are promising and show the effectiveness and robustness of proposed
approach. References 35, tables 3, figures 6.

Keywords: optimization, power networks, optimal power flow, emission index, grey wolf optimization.

Bcemyn. Oowielo 3 201061Uux npobaem enepeemutHux cucmemax € eKOHOMIYHA eKCHAYamayis Cucmem UpOOHUYMSEa enekmpoenepeii.
YV yiti cmammi ooun mosuil nioxio 0o eeontoyitinoi onmumizayii, 3acHO8aHUll HA NOBEJiHYI MemaespUCMUKU, AKA HA3UBAEMbCA
onmumizayicio cipo2o 606Kd, 3ACMOCOBYEMbCA Ol BUPIUEHHA 00HO- Ma 6a2amoKpumepianbHux 3a80anb ONMUMANLHO20 HOMOKY
nomyostcHocmi ma indexcy eukuoig. Ilpoonema. Onmumanvrull ROMIK NOMYHCHOCIMI - Ye HeIHIIHI ma HeonyKIi 3a0ayi onmumizayii 3
Oyorce oomedicennamu. Memorw € minimizayia yinboeoi QyHKYii, HeoOXiIOHOI 011a HAUKpawoeo OANaHCy MidC 8UPOOHUYMBOM ma
CHOJCUBAHHAM eHepeill, AKa npedcmagieHa y 6ueisioi HeMiHiiHOI QYHKYIl 3 YPaxy8aHHAM 0OMedceHb PIGHOCMI ma HepIGHOCHIL.
Memodonozia. Arcopumm onmumizayii cipoco 806Ka - ye HAMXHEHHUU NPUPOOOIO KOMNWAEKCHUL MemoO Onmumizayii, wo
BUKOPUCIOBYEMbCA OIS BUSHAYEHHS ONMUMANLHUX 3HAYEHb Oe3nepepeHUX i OUCKpemHUX 3MIHHUX, wo ynpasnaioms. IIpakmuuna
yinnicmo. Epexmusnicmvs ma HAOIiHICMb 3aNPONOHOBAH020 Memody Oyau nepesipeni ma npomecmosani Ha cmanoapmuiti 30-
wunniti mecmosii cucmemi IEEE i3 3a60annam 6azamokpumepianvhoi onmumizayii. Pezynomamu 3anpononogarnozo memooy 6yau
3icmaegneni ma niOmeepoX*ceHi HewjoodaeHo onyonikosanumu 8ioomumu nocunanuamu. Opuzinanenicms. Pe3ynemamu ¢
bazamoodiyaouUMU Ma NOKA3VIMy epeKmusHicms ma HAdItIHICMb 3anponoHo8ano2o nioxody. bioim. 35, tabmn. 3, puc. 6.

Kniouosi cnosa: ontumizanisi, eHepreTHYHi Mepexki, ONTHMAJbHUN MOTIK MOTYKHOCTI, iHeKC BUKHIIB, ONTHMIi3alisi METOAOM
ciporo BoBKa.

Introduction. The optimal power flow (OPF)
problem has a long history of development of more than
60 years. Since the OPF problem was first discussed by
Carpenter in 1962, then formulated by Dommel and
Tinney in 1968 [1].

Power plants coal-fired contribute a large quantity of
polluting gases to the atmosphere, as they produce large
amounts of carbon oxides CO, and some toxic and
dangerous gases such as emissions of sulfur oxides SO,
and nitrogen oxides NOy [1, 2].

Over the past few years, various methods have been
implemented to solve the OPF and emission index (EI)
problems such as: quadratic programming method (QP)
[3], Newton and quasi-Newton methods [4, 5], linear and
non-linear programming methods [6, 7], and nonlinear
internal point methods (IPM) [8].

Several methods of optimization are formulated in the
last two decades such as: artificial bee colony (ABC) [9],
bacterial foraging algorithms (BFA) [10], artificial neutral
networks (ANN) [11], harmony search (HS) [12], Cuckoo
search algorithm (CSA) [13], evolution programming (EP)
[14], differential evaluation (DE) [15], tabu search (TS)
[16], simulated annealing (SA) [17], gravitational search
algorithms (GSA) [18], genetic algorithms (GA) [19],
particle swarm optimization (PSO) [20], ant colony
optimization (ACO) [21], firefly algorithm (FFA) [22],
sine-cosine algorithm (SCA) [23], modified imperialist
competitive algorithm (MICA) [24], moth swarm algorithm
(MSA) [25], electromagnetism-like mechanism method
(ELM) [26], wind driven optimization (WDO) method
[27], machine learning [28], teaching-learning-studying-
based optimization algorithm [29], and more recently grey

wolf optimizer (GWO) [30, 31]. Variants of these
algorithms were proposed to handle multi-objective
functions in electric power systems.

The proposed GWO approach is tested and
illustrated by numerical examples based on IEEE 30-bus
test system.

Problem formulation. The OPF and EI are
nonlinear optimization problems, represented by a
predefined objective function £, subject to a set of equality
and inequality constraints [27, 32]. Generally, these
problems can be expressed as follows:

min f (x, u), €]
subject to
h(x,u)=0; 2
gx,u)<0; 3)
Xmin <X < Xmax and Upin SU S Upay )

where f(x, u) is a scalar objective function to be optimized,;
and g(x, u) are, respectively, the set of nonlinear equality
constraints represented by the load flow equations and
inequality constraints consists of state variable limits and
functional operating constraints; x and u are the state and
control variables vectors respectively; Xmin, Xmax> Ymin> Ymax
are the acceptable limits of the variables.
Hence, x and u can be expressed as given

* = 1P, b2, 06,6, St Sy, I

where Pg, Qg, Vi, and S are the generating active power
at slack bus, reactive power generated by all generators,
magnitude voltage of all load buses and apparent power
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flow in all branches, respectively; n,, n;, and n,, are,
respectively, the total number of generators, the total
number of load buses and the total number of branches.

The set control parameters are represented in terms
of the decision vector as follows:

ut:{PGZ,...,PG”g,|VG1|,...‘VG O Oy Ty (6)

where Pg is the active power generation excluding the
slack generator; V; is the generators magnitude voltage;
T is tap settings transformers; Q. is the reactive power
compensation by shunt compensator; ny and n.,, are the
total number of transformers and the total number of
compensators units, respectively.

Cost without valve-point optimization. The
objective function of cost optimization f; of quadratic cost
equation for all generators as given below:

ng com

ﬂg

ﬂg
fi =min Y C(Py) =min Y ay +b; Py +c4 Pay , (7)
k=1 k=1
where f; is the total generation cost in ($/h); P and n, are
the active power output generated by the i™ generator and
the total number of generators; a;, by, ¢, are the cost
coefficients of the generator k.

Cost with valve-point optimization. Generally,
when every steam valves begins to open, the valve-point
shows rippling. However, the characteristics of input-
output of generation units make nonlinear and non-
smooth of the fuel costs function. To consider the valve-
point effect, the sinusoidal function is incorporated into
the quadratic function. Typically, this function is
represented as follows

g
. 2
fz = mmZ[ak +kagk +Ckng]+
=1 ()
+‘dk sin(ek (Pgtgin —Pg )],
where d; and e, are the cost coefficients of unit with
valve-point effect.
Active power loss optimization. The active power

loss function f; in MW to be minimized can be expressed
as follows:

1
2 2
fy= ZG,W- [Vk +V7 =2V, ¥ cosby |, 9)
k=1

where ¥V and V; are the magnitude voltage at buses k and
Jj» respectively; Gy, is the conductance of line &j; 6 is the
voltage angle between buses & and j; n,, is total number of
buses.

Emission optimization. The emission function is
the sum of exponential and quadratic functions of real
power generating. Using a quadratic equation, emission of
harmful gases is calculated in (ton/h) as given below

g
f4:min210_2(ak +ﬂkng+7kPg2k)+ 10
ra (10)

+§kexp0%f§kl
where f; is the emission function in (ton/h); ax, S, ¥ Si
Ay are the emission coefficients of the generator £.
All multi-objective functions using aggregation
weighting function. The function used in the case of
weighted aggregation is given as

A s
minF:Za)ifi with @; >0 and Za)i =1, (11
i=1 i=1

n
/.
where Za)i =landi=1:ny, @, is the weighting
i=1
factor; n,1is the number of objective function considered.
Equality constraints. These equality constraints are
the sets of nonlinear load flow equations that govern the
power system, i.e.:

ng = Pk + Pdk;

Ok = Ocomk = Ok + Qak-
where Py and Qg are, respectively, the scheduled active
and reactive power generations at bus k; P, O, are the
active and reactive power injections at bus k; Py, QOu,
Ocomi are the active and reactive power loads at bus £ and
the reactive power compensation at bus .

Inequalitie constraints. The inequality constraints
g(x, u) are represented by the system operational and
security limits, listed below:
e Active and reactive power generations limits:

(12)

Péﬂm <Py < P(g,mkax where k =1,...,n, ; 13)
lelcin <Oy < g}(ﬁx where k = L..,ng; (14)
¢ Voltage magnitudes and angles limits:
Vit <V <V where k =1,...,n; s)
glini“ <O <O where k =1,...,np; (16)
e Tap settings transformers limits:
Tkming T, < T where k=1,...,ny ; (17

e Reactive power compensation limits:

OComk < Ocomk < Qeomk Where k=1,.....ncop 5 (18)
o Security constraint limits:

SkjSS,g}ax where k=j=1,...,np,

19)
where nr, ncem, T and Qc,, are the total number of
transformers, the total number of compensator, the

transformers tap  settings, the reactive power

X

compensation; S,g-ml is the maximum apparent power

between buses & and ;.

Grey wolf optimization (GWO) is a typical swarm-
intelligence based meta-heuristic algorithm proposed by
Mirjalili et al. in 2014 [33] which is inspired from the
leadership hierarchy and hunting mechanism of Grey
Wolves in nature. In nature, Gray Wolf (Canis lupus)
belongs to Canidae family. It is considered as a top level
of predators and residing at the top in the food chain.

The population hierarchies of grey wolves are
separated by 4 layers which are named as, alpha () is the
fittest solution. Beta (/) is the second optimum solution and
delta (o) is the third one. Omega (®) is the candidate
solutions that are left over [30]. Generally, the populations of
grey wolves have average crowd size of 5-12 and the cluster
organizes compactly through the hierarchy [30].

The position of the wolves is considered as the
variables to be optimized and the distance between prey
and grey wolves determine the fitness value of the
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objective function. The movement of each individual is
influenced by 4 processes, namely [30]:
1. Searching for prey (exploration);
2. Encircling prey;
3. Hunting;
4. Attacking prey (exploitation).
The following sub-section explained these operators.
A. Social hierarchy. The grey wolves diverge from
each other position for searching a victim. Make use of
-
Ay, with random values to compel the search agent to

N
diverge from the victim. The component C,, provides
random weights for searching prey in the search space.

B. Encircling prey. As mentioned above, grey wolves
encircle prey during the hunt. ¢, fand ¢ estimate the position
of the 3 best wolves and other wolves updates their positions
using the positions of these 3 best wolves. Encircling

N
behavior can be represented by D,, . When the wolves do

hunting, they tend to encircle their prey. The following
equations depicted the encircling behavior [33, 34].

- > - -

Dy =|Cy Xp(0)—X(2)| 5 (20)

- - -> -

X(@+1) = Xp(t)— Apr.Dyy (1)
-

where ¢ is the current iteration; X is the position vector

- -
of gray wolf; Xp is the position of the prey; A;, and
-
Cys are the coefficient vectors calculated using the
following expressions [30, 33]:
- > o o
Ay =2a.r1—a

- -
and Cy, =2p, (22)

- -
where »1 and r2 are random vectors between 0 and 1
-
and a is set to decreased from 2 to 0 over the course of
iterations. The 3 best solutions so far are saved and then
the other search agents (omega wolves) update their
positions according to the current best position [31, 34].
C. Hunting. Conservation of regional habitat
connectivity has the potential to facilitate recovery of the
grey wolf. After encircling, o wolf guides for hunting.
Later, £ and 6 wolves join in hunting [33]. It is tough to
predict about the optimum location of prey. These
situations are expressed in the following expressions [33]:

- e -
DMasza-Xa(t)—X(t); (23)
- - - -
Dyp =|Cyp- X p(t) = X (1)|; (24)
- > - -
Dys =|Cys- Xs(t) =X (1) (25)
- N
Xig =Xo= A1 Dyras
e
Xlﬂ :Xﬂ_AMZDMﬂ’ (26)
- - o5 -

X5 =Xs—Ay3Dys -

The best position of grey wolf is calculated taking
average sum of positions and given as
— - -
X lat X 1 ﬂ+ X 15
— 3
D. Attacking prey. The grey wolves stop the
hunting by attacking the prey when it stops moving. It

N
depends on the value of a. A4, is a random value in the

N
X+ = 27)

interval [2a, 2a]. In GWO, search agents update their
positions based on the location of &, £ and J and attack
towards the prey [32, 33]. However, GWO algorithm is
prone to stagnation in local solutions with these operators.
It is true that the encircling mechanism proposed shows
exploration to some extent, but GWO needs more
operators to emphasize exploration [33, 34].

Simulation and results. The 5 generators system,
IEEE 30-bus system is used throughout this work to test
the proposed algorithm. This system consist 30 buses, 6
generators units and 41 branches, 37 of them are the
transmissions lines and 4 are the tap changing
transformers. One of these buses is chosen like as a
reference bus (slack bus), the buses containing generators
are taken the PV buses, the remaining buses are the PQ
buses or loads buses. It is assumed that 9 capacitors
compensation is available at buses 10, 12, 15, 17, 20, 21,
23, 24 and 29. The network data, the cost and emission
coefficients of the five generators are referred in [35]. The
one-line diagram IEEE 30-bus system is shown in Fig. 1.

]

Fig. 1. One-line diagram of IEEE 30-bus system

The total loads of active and reactive powers are
283.4 MW and 126.2 MV A, respectively, with 24 control
variables. The basis apparent power used in this paper is
100 MVA. The simulation results of load flow problem of
test system are summarized in Table 1.

A. Case 1: Cost optimization without valve-point
effect. The cost function f; given in (7) is optimized.
Therefore, in this case, the cost has resulted in 801.65 $/h,
which is considered 8.301 % lower than the initial case
(load flow). Figure 2 shows the convergence of cost using
GWO algorithm. Table 1 summarizes the optimal control
variables of this case.

B. Case 2: Cost optimization with valve-point
effect. The cost function f; is optimized. Therefore, in this
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case, the cost has resulted in 836.73 $/h, which is
considered 4.288 % lower than the initial case. The
convergence characteristic of cost for this case is
introduced in Fig. 2. The optimal control variables of this
case are presented in Table 1.

C. Case 3: Active power loss optimization. The
optimal control variables of this case are introduced in
Table 1. Figure 3 shows the trend for convergence
characteristics of active power losses using GWO
algorithm. The active power loss minimization has
dramatically decreased to 5.072 MW.

Table 1
Results of case 1, 2 and 3 for test system
) Optimal values
Control variables Base Case 1 | Case?2 Case 3
Pg, MW 40 46.53 36.57 66.930
Pgs, MW 0 21.71 17.06 50
Pz, MW 0 18.36 18.44 13.533
P, MW 0 15.03 12.64 22.466
Psi3, MW 0 15.26 12.45 29.854
V1, pu 1.060 1.085 1.087 1.071
V2, pu 1.045 1.066 1.064 1.061
Vs, pu 1.050 1.035 1.032 1.040
Vs, pu 1.070 1.038 1.036 1.040
V11, pu 1.090 1.088 1.047 1.068
Vi3, pu 1.090 1.022 1.027 1.064
Ocomio» MVAT 0 2.372 1.185 2.083
O omiz, MVAr 0 0.330 | 4.804 2.198
O.omis» MVAr 0 3.462 3.158 0.934
O.omi7» MVAT 0 1.139 | 4.612 1.319
O.om0, MVAT 0 1.667 3.320 0.864
Ocomr1, MVAT 0 2.321 2.095 1.756
O om23» MVAT 0 1.962 | 2.136 1.516
O omr4» MVAT 0 4.765 3.672 1.586
O om0, MVAT 0 3.180 | 2.985 3.012
Ts.9 0.978 1.046 1.000 0.985
Ts-10 0.969 0.971 0.995 0.975
Tais 0.966 | 0.974 0.996 0.991
Ts7.08 0.932 0.993 0.999 0.973
Cost, $/h 874.22 | 801.65 | 836.73 —
Losses, MW 17.56 — — 5.072
Emission, ton/h 4.100 — — —
Slack, MW 260.96 | 17543 | 196.4 | 105.687
CPU time, s 19.820 | 79.710 | 83.77 91.791

D. Case 4: Emission optimization. In this case, the
emission reduction yielded 0.215 ton/h. The optimal
control variables settings for this case are detailed in
Table 1. The convergence characteristics of emission is
shown in Fig. 4.

E. Case 5: Cost and active loss optimization. The
control variables of this case are tabulated in detail in
Table 2. The cost and the power losses has resulted in
814.45 $/h and 7.4 MW, respectively. The convergence
result of this case is presented in Fig. 5.

F. Case 6: Cost and emission optimization. The
control variables of this case are tabulated in detail in
Table 2. The cost and emission has resulted, respectively,
in 801.88 $/h and 0.267 ton/h. Figure 6 shows the
convergence algorithm obtained in case 5.

G. Case 7: Cost, active power loss and emission.
The control variables of this case are presented in detail in
Table 2. The cost optimization obtained in this case is
presented in Fig. 2.
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Table 3
Comparison of obtained results for cases 5, 6 and 7

™ Methods Cost, Losses, | Emission,
sl | l Methods | Reference $/h MW $/ton
ol i | Case 5
L Proposed - 814.45 7.40 0.2524
sol 'L ] MSA [25] 859.191 | 4.540 _
. '._‘ | ABC [9] 854.913 4.982 -
1\ PSO [20] 878.873 7.810 -
700} v : DE [15] 820.880 | 5.594 —
2ol ‘-l | Case 6
“ Proposed — 801.88 - 0.267
7201 RN ] GA [19] 820.166 _ 0271
o LT T T T M erations MICA [24] 865.066 - 0.222
20‘ 40 60 80 100 1.20 140 160 180 200 Case 7
Fig. 6. Convergence algorithm for case 7 Proposed — 823.00 6.038 0227
Table 2 GA [19] 793.605 8.450 0.187
Results of cases 4, 5, 6 and 7 for test system IABC [9] 851.611 4.873 0.223
Control variables Optimal values ABC [9] 854.916 | 4.982 0.228
Case4 | CaseS5 | Case 6 | Case 7 DE [15] 867.980 5.563 0.266
Pgr, MW 76.762 | 60.385 | 47.081 | 53.489 obtained results validate the advantage of the proposed
Pos, MW >0 26.084 | 20.674 | 30.009 approach over many other methods used to solve the optimal
Pos, MW 26.991 | 15.136 | 21.764 | 34.998 power flow in terms of solution quality. It is concluded that
Lo, MW 30 20436 | 13.838 | 18.426 the proposed method has the ability to obtain near global
Pe13, MW 40 23.063 | 15.590 | 23.746 solution with stable convergence characteristics. Thus, the
:ﬁl’ pu }8‘3% }822 1822 }82(3) may be recommended the proposed approach as a promising
Vz’ pE 1' 003 1' 034 1' 033 1' 032 algorithm for solving some more complex engineering
VS’ pu 0' 995 1' 038 1' 040 1' 039 problems. The versatility of optimization is illustrated by
V8, pu 1' 004 1‘ 008 1' 069 1‘ 082 various tests by changing the parameters of proposed
Vlbpu 1'011 1' 049 1'0 15 1'051 approach such as number of population size and control
0 13>I\I/’IV A 2.887 3' 674 2' 438 2.28 6 parameter ¢y coefficient. The simulation results
QZ::E: MVAT 2:193 3:1 n 1:277 1: 114 demonstrated the effectiveness and robustness of the
O.omiss MVAT 1.092 | 2.047 | 2774 | 1.749 proposed methodology.
Ovomizs MVAT 1771 | 2.508 | 1.688 4259 Conﬂlct. of mt'erest. The authors declare that they
O MVAT | 3213 | 2539 | 2294 | 2561 | haveno conflicts of interest.
Ocom21, MVAT 2.972 1.584 1.297 3.274 REFERENCES
O comzs MVAr 3.749 1.330 3.604 1.828 1. Dommel H., Tinney W. Optimal Power Flow Solutions.
Ocomra» MVAT 3.506 4274 1.192 2.970 IEEE Transactions on Power Apparatus and Systems, 1968, vol.
Ovomr9s MVAT 3.247 | 0313 | 2277 | 2971 PAS-87, no. 10, pp. 1866-1876. doi:
Teo 1.078 1.036 1.041 1.010 https://doi.org/10.1109/TPAS.1968.292150.
Teto 0939 | 0940 | 0.922 0.995 2. .Talaq JH.,, El-Havyary F.,.El-Hawary M.E.. A summary of
Tois 1006 1 0971 0.972 0.994 enVlronmental/economlc dispatch algorithms. IEEE
T 0.924 0.980 0973 0.982 Transact'lons on Power Systems, 1994, vol. 9, no. 3, pp. 1508-
2728 : : 1516. doi: https://doi.org/10.1109/59.336110.
Cost, $/h - 814.45 | 801.88 | 823.00 3. Nicholson H., Sterling M.H. Optimum Dispatch of Active and
Losses, MW - 7.40 - 6.038 Reactive Generation by Quadratic Programming. I[EEE
Emission, ton/h 0.215 - 0.267 0.227 Transactions on Power Apparatus and Systems, 1973, vol. PAS-92,
Slack, MW 63.681 | 145.69 | 173.28 | 128.768 no. 2, pp. 644-654. doi: https://doi.org/10.1109/TPAS.1973.293768.
CPU time, s 74.987 | 81.601 | 86.01 99.374 4. Santos AJr., da Costa G.R.M. Optimal-power-flow solution

For the IEEE-30 bus system, 24 control variables
(5 generators excluding slack bus, 6 generators magnitude
voltages, 4 transformers taps and 9 reactive powers
compensators) were optimized. Tables 3 shows a
comparison between the obtained results.

Conclusions. In this paper, the grey wolf optimization
approach is implemented and applied successfully to solve
the multi-objective optimal power flow. The obtained results
with proposed method in all cases are much better.
Therefore, in the multi-objective case, taking into account
generation cost, the active power losses optimization and
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Measurement and analysis of common and differential modes conducted emissions generated
by an AC/DC converter

Introduction. Rectifiers are the most important converters in a very wide field: the transport of electrical energy in direct current
and in the applications of direct current motors. In most electrical and electronic systems, rectifiers are non-linear loads made up of
diodes, therefore they are a source of harmonic pollution at a base frequency with a distorting line current signal that generates
electromagnetic interference. There are two disturbance modes: common mode and differential mode. These disturbances caused by
the rapid variation of current and voltage as a function of time due to the switching of active components, passive components such
as inductors, capacitors, coupling, etc. The purpose of this work is to study the conducted emissions generated by a rectifier
connected to the Line Impedance Stabilizing Network in an electric circuit. The determination of these disturbances is done for firstly
both common and differential modes at high frequency, and secondly harmonics current, line current at low frequency. The novelty
of the proposed work consists in presenting a study of disturbance generated by rectifiers using simulation and also experimental
measurements at low and high frequencies in order to compare the results. Methods. For the study of the disturbances conducted by
the diode bridge converter (rectifier), the sources of conducted electromagnetic disturbances were presented in the first time. Then,
the common and differential modes were defined. This converter was studied by LTspice Software for simulation and also
experimental measurements at low frequency for harmonics current and high frequencies for disturbances in common and
differential modes. Results. All the simulations were performed using the LTspice software and the results obtained are validated by
experimental measurements performed in the APELEC laboratory at the University of Sidi Bel-Abbes in Algeria. The obtained
results of conducted emissions at high frequency and total harmonics distortion of current at low frequency are compared between
simulation and experiment. References 22, figures 13.

Key words: electromagnetic disturbances, rectifier, line impedance stabilizing network, common mode, differential mode,
simulation, measurement.

Bcemyn. Bunpsamisaui € Haugax)ciugiuumMu nepemeopiosavamy y 0yxce Wupokii cgepi 3acmocysants: nepeoaya eneKmpoenepeii
nocmitino2o cmpymy ma 3acmocy8anHs O06U2YHIE NOCMitino2o cmpymy. Y Oinbwiocmi eniekmpuunux ma eieKmpoHHUX CUCTeM
BUNPAMAAYT € HENTHIUHUMU HABAHMANCEHHAMU, WO CKAA0AIOMbCA 3 0i00i8, MOMY 60HU € OHCEPENOM 2APMOHIUHUX «3a0pYOHeHby Ha
0a308itl yacmomi 3i CHOMBOPEHHAM CUSHANLY JTIHILIHO20 CIPYMY, WO 2eHEPYE eneKMmpOMAsHimHi 3aeadu. IcHye 0sa peswcumu 3a8a0:
3azanvHull ma ougepenyianoHull pescum. Lfi 3a6a0u UKIUKAHI WBUOKOIO 3MIHON CIPYMY | HaNpyeu 6 3anedCHOCHI 6i0 4acy yepes
nepeMuKaHHs AKMUSHUX KOMNOHEHMIB, NACUBHUX KOMNOHEHMIB, MAKUX AK KOMYWKU IHOYKIMUBHOCMI, KOHOeHCamopu, Mydmu ma in.
Memoto Oanoi pobomu € GusueHHs KOHOYKMUGHUX SUNPOMIHIOBAHL, CHMBOPIOBAHUX BUNPAMIAYEM, MNI0 ‘€OHAHUM OO0 MepedCi
cmabinizamopa nogHo2o Onopy NiHii @ eneKmpuuHoOMy Koai. Busnavenna yux 3a6a0 nposooumucs, no-nepuie, K O 3a2a1bHO20, MAKI
0151 QUGPEPEHYIATLHO20 PeXCUMIE HA BUCOKIL Yacmonii, a no-opyee, OJisk 2APMOHIYHO20 CIMPYMY, JHIUHO20 CIPYMY HA HU3bKIL Yacmomi.
Hoeusna 3anpononosanoi pobomu nonseac y noOawHi OOCHONCEHHA 3A8a0, CMBOPIOSAHUX GUNPAMAAYUAMU, 3 GUKOPUCMAHHAM
MOOeno8anHsl, a MaKodic eKCHEPUMEHMANLHUX GUMIPIOBANb HA HU3LKUX A GUCOKUX Yacmomax O NopieHAHHA pe3ynbmamis. Memoou.
s 0ocriooscenns 3a6a0, cmeoprosaHux Ol0OHUM MOCTNOBUM Nepemeoplosayem (Bunpamiadem), anepuie 6yau npeocmaesieni oxcepend
eeKMmpOoMAazHImHUX 3a6a0, ujo sunuxaiome. Ilomim O6yno eusnaueno sazanvnuti ma oughepenyianvrutl pexcumu. Lleti nepemeopiosay 6ys
suguenull npospamnum 3abesnevennam LTSpice Ons moOemo8anus, a Mmakodlc eKCnepUMeHMATbHUMU BUMIDIOBAHHAMU HA HULKUX
yacmomax 05l 2APMOHIIHO20 CIPYMY MA BUCOKUX YACMOm O 34840 Y 3a2aibHOMY ma oughepenyianvhomy pexcumax. Pesynemamu.
Vei moodenosanns Oynu euxonani 3 suxopucmannam npozpammozo 3abesnevenns LTspice, a ompumani pesynsmamu niomeepodiceHi
EKCNEPUMEHMANbHUMU  SUMIPIOSAHHAMU, npogedeHumu 6 aabopamopii APELEC e Vuisepcumemi Cidi-benvb-Abbec 6 Anowcupi.
Ompumani pesynomamu 0Nt KOHOYKMUSHUX 30640 HA GUCOKIU 4ACMOMI Ma NOBHUX 2APMOHIYHUX CHOMEOPEHb CIMPYMY HA HU3LKIU
yacmomi NoOPieHIIOMbCA CIMOCOBHO MOOETIO8aHHA ma excnepumenniy. bion. 22, puc. 13.

Kniouosi cnosa: ejleKTpOMarHiTHi 3aBaau, BHIPSIMJIAY, Mepe:ka cTadili3aTopa moBHOro omopy JiHii, 3arajabHuii pesxum,
AudepeHniaibHAN pesnM, MO II0BaHHS, BAMiPIOBaHHS.

Introduction. With the development of electrical
energy installations, more and more static converters are
being connected to the electrical network. They inject the
electric power supplied by the generators on the network,
but unlike the classical electro-technical systems, they
also introduce harmonics LF (low frequency) and HF
(high frequency) in two different modes (common mode
and differential mode). Electromagnetic compatibility
(EMC) is one of the major constraints in the design of
power electronics structures. In the case of static
converters, the switching of semiconductors and their
interactions with environmental interference are the main
source of conducted disturbances.

Static converters are made up of electronic switches
(diode, IGBT, MOSFET) and passive components
(inductance, capacitance), and resistors allowing the
conversion and/or the regulation of a voltage (or a

current). However, electrical conversion systems are
sources of electromagnetic pollution due to the frequency
of switching of electronic devices, and the rapid variation
of voltage and current as a function of time [1-3]. So the
main sources of electromagnetic interference (EMI) in
power electronics come from switching converters
switches and produce essentially conducted and radiated
emissions [4-6]. On the basis of their modes of
propagation, disturbances can be distinguished into two
types: conducted disturbances, which propagate by
electrical conduction, and radiated disturbances, which
circulate through an electromagnetic field in the air [6, 7].

The most common conducted disturbances are
current and voltage harmonics at low frequencies and
electromagnetic disturbances either in common mode or
in differential mode at high frequencies, harmonic
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generators are non-linear loads. They don’t absorb a
sinusoidal current, although they are supplied with a
sinusoidal voltage (diode and thyristor rectifiers,
discharge lamps, etc) [8-11].

Rate of harmonic distortion at low frequencies.
The total harmonic distortion (THD) rate represents the
ratio of the effective value of the harmonics to the
effective value of the fundamental. It can be concluded
that there are no harmonics on the network if the THD is
equal to zero. It is defined as:

(M

where x, is the harmonic component of rank 7; x, is the
second harmonic.

The individual harmonic rate of the current (THD) is
defined by the ratio of the amplitude of the n™ order
harmonic component to the amplitude of the fundamental
term component

THD, = L 2)
n
where [, is the harmonic component of rank #; I is the
fundamental harmonic.

Figure 1 shows a distorted input current signal due
to the non-linear load, due to the presence of the third
order harmonic of frequency 150 Hz.

I fundamental sinusoidal frequency (e.g 50Hz)

3rd harmonic f=3*50 =150 Hz

-t

signal observed on oscilloscope
Fig. 1. Input current distortion due to non-linear load [12]

Conducted disturbances in power electronic
devices. Various studies [12-16] on conducted
electromagnetic pollution have presented measurement
techniques in the different types of converters. In [12] the
disturbances generated by the chopper are determined in
common and differential mode with simulation and
experimental. Thus, the interference generated in an
inverter fed AC motor [13, 14], in our work we have
determined the emissions conducted at LF (odd
harmonics) and HF (common mode and differential
mode) generated by a single-phase diode bridge in the
time approach and frequency approach. The temporal
approach uses LTspice circuit simulation software and the
noise spectrum is obtained by a fast Fourier transform
(FFT) [17, 18].

The emissions conducted at HF subdivides has two
categories. The emissions in common mode are generated
by the flow of current that propagates in all conductors in
the same direction and the return is through the ground or
ground plane. This tendency is mainly due to parasitic
capacitances in the system that are sensitive to voltage
variations and products dv/d¢ on the lines, and the second
category is the differential mode. They are caused by the

flow of current that propagates in one conductor in a
direction and return in the other conductor in the opposite
direction. This current is mainly due to parasitic
inductances of the system, which are sensitive to
variations in the current di/d¢ generated on the conductors
[19-22].

Figure 2 illustrates the EMI measurement setup in a
diode bridge rectifier AC/DC converter with LF. As
shown in Fig. 2 in order to visualize the line current and
the source voltage, and to determine the odd harmonics
generated by the diode bridge rectifier.

|ACSource | _
| aJH:L‘ facmcnmgT {ipad  Losd
Fr Tiine
Ozclloscope
f‘f“-ﬂ!
==igi}

Fig. 2. Descriptive diagram of the single-phase rectifier
experimental bench at LF

The second part of the measurement is devoted to the
HF conducted emissions, as shown in Fig. 3. The line
impedance stabilizing networks (LISN) was inserted
between the source and the rectifier. An equivalent circuit
for the LISN is shown in Fig. 2. The LISN was used to
stabilize the input line impedance and to ensure that the
measurement results are only related to the equipment
under test without influence of the line impedance [13].
The LISN is connected to a 50 Q termination or to a
spectrum analyzer with an input impedance of 50 Q. A
voltage drop across either 50 Q2 impedance constitutes the
total conducted noise voltage.

LISN
. —
‘AC‘S-u-urce ’_, T
= T

Fig. 3. Descriptive diagram of the single-phase rectifier
experimental bench at HF

Study of the disturbances of the AC/DC
converters. As long as the line current is positive, energy
is supplied by the network, which allows the capacitor to
charge. As soon as this current is cancelled, the diodes are
blocked. The load and the network are then disconnected,
which causes the capacitor to discharge into the resistor.
The study of electromagnetic disturbances in static
AC/DC converter is done in two steps: study of LF and
HF disturbances.
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Study of LF disturbances. Simulation of the single-
phase diode bridge rectifier. The single-phase rectifier
circuit simulated by LTspice Software (Fig. 4) has the
following data: Vi =25 V; Ls = 600 pH; R..s =04 Q; f'=
50 Hz; Cy, =940 pF; Ry, =82 Q.

Rs Ls
) ) 0 ] -
0.4 60op D1 D2|
Vresl s T |
: Dl_1N4ﬂDILI_1N4007 . Cch ‘Rech
: T 7 82
SINE(O 20 50) D3 D4 940y
. s

.tran 40m DI_iN4007 DI_1N4007
AC Power Bridge Rectifier Load
Supply

Fig. 4.Diode bridge delivering on a load (LF model)

Experimental measurements. Figures 4, 5
represent respectively the descriptive diagram and a
photograph of the experimental bench that has been
realized representing the single-phase rectifier of type
PD2 based on the rectifier diodes 1N4007.

pacitor +charge

Fig. 5. Photo of the measurement bench of the eleétromagnetic
disturbances generated by a single-phase rectifier in diode
bridge

Figures 6, 7 illustrate respectively the voltage at the
bridge terminals and the line current /y;, that we obtained by

simulation and by experimental measurement.
Voridges V

— Sumulation
Expertence
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0.0

30

-10

-15
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Fig. 6. Voltage at the terminals of the diode bridge Viigge
Jin, A
20 — Simulation

1.5 Experience

1.0
0.5
(il
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-1y
-L3

20
L} b1 i 15 20

Fig. 7. Line current in the single-phase rectifier [,

From the voltage at the terminals of the bridge Virigge
represented in Fig. 6 and the current of the line Iy,
represented in Fig. 7 we notice a concordance between the
simulation and the measurements, the curves of simulation
and measurements are not purely sinusoidal. They present
deformations on the voltage at the input of the converter
and the current requested by the converter is a periodic
signal of period rigorously identical to the initial sinusoid
but of very different form because of the non-linear load.

Figure 8 shows the frequency spectrum of the line
current [, that we obtained by simulation and by
experimental measurement.

Jiin, MA
360 I
320 i
280
240
200
160
120
80
48 f,Hz
50 150 250 350 450 550650 950
a
Liin, MA
360 [
320
280
240
200
160
120 I
80 0
8 1 fHz
50 130 250 350 430350650 930
b

Fig. 8. Line current spectrum:
a) simulation results; b) experimental results

From the experimental results obtained, we find that
it has a good agreement with those of the simulation. The
analysis of the results shows that the amplitudes of the
odd LF harmonics of the line current in the case of a
single-phase rectifier are larger because the rectifiers
(non-linear loads) are sources of harmonics.

Figure 9 shows the temporary variations of the
rectified voltage across the load that we obtained by
simulation and experimental measurement.

Vv,V

ey

__._.__u-.J
=l E [l

ot e S

f, ms
i 10 15 0
Fig. 9. Rectified voltage at the terminals of the load

=

=

Figure 10 shows the frequency variation of the
rectified voltage across the load that we obtained by
simulation and experimental measurement.

From Fig. 9 we notice a ripple in the rectified
voltage, this ripple shows the charge and discharge of the
capacitor. In Fig. 10, we notice the harmonics at LF
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because of the non-linear charge. Thus a resonance peak
at 10 kHz, after this resonance frequency there is a slight
disturbance.

Amplitude, dB
40

20k A —— Simulation

00 Yhn
-20) Wy
-4 1.”va;_;;:-’
-80) . r
-100| FITe
-1204
-140) S
100 1k 10k 100k £, Hz 1M
Fig. 10. Frequency variation of the rectified voltage across the load

Study of HF disturbances. All equipment with
switching power components produces and emits HF noise.
This noise can interfere with the reception of useful signals
and can cause system and equipment malfunctions.

In this section, we will present the two main modes
of propagation for EMI: the differential mode and the
common mode. The disturbances are measured by using
the LISN. Two quantities have all the information
concerning the diode bridge and the load: the line current
and the voltage across the bridge.

Simulation of a single-phase bridge rectifier with
LISN. We consider a single-phase rectifier with a LISN and a
resistance R for load. The circuit of Fig. 11 has the following
data: V=20V, f=50 Hz; Cy, = 940 uF; Ry, =82 Q.

LS L6 L8 L

o Mg 1k m ¥ I
T A o 50 DB w tmq |
ica e 4 e 11 1
=5 D.47p T -g‘!":;
w7 ez L | %
A 2RS T
3k T g—' 50 3 l 20pp
“Tsmeoj22 50) sl -J- bust
P = g“ 502 "y <
39k oy [Chast S ol
| 121 r
&L &~ i
750 D47y o
gl s
g 500 500
Jranl
ACPower LISN Bridge Rectifier Load
Supply .

Fig. 11. Diagram of a single-phase diode rectifier
with the LISN under LTspice software

Experimental measurements. After the realization
of the single-phase diode bridge rectifier, we connected it
in series with the LISN, in order to measure the
electromagnetic disturbances, as it is presented in Fig. 3.

Study of the disturbances in differential mode.
Figure 12 illustrates the frequency variations of the
voltage across the LISN equivalent measurement resistor,
which represents the current image of the differential
mode disturbances generated by the diode bridge.

Amplitude, dB
20—

40
60~
I
-100
-120
-140
=160 -
-180 e &
=200} -

22

100 Ik 10K 100k 7, Hz 1M
Fig. 12. Spectrum of localized differential disturbances on LISN

From the results of Fig. 12 we note that at the
blocking of the diodes an oscillatory phenomenon of a
frequency and important amplitude appears. This
phenomenon is similar to the voltage jump at the end of
the encroachment of the bridge diodes. A similar
resonance and the same resonance frequency appear on
the spectrum of the AC voltage of the bridge.

Study of the disturbances in common mode. The
common mode disturbances were measured in order to
compare them with the simulation. In Fig. 13, the results of
the frequency variation (common mode current), obtained by
simulation and by experimental measurement, are presented.

The results of Fig. 13 present the spectrum of the
current in common mode, where we notice an oscillatory
phenomenon of a frequency and important amplitude that
appears and also a resonance.

By comparing the results of the current spectrum of
the two modes, it can be seen that the common mode
current spectrum is very high compared to the differential
mode current.

In practice, in order to minimize the effect of the
common mode current on the differential mode current,
the semiconductor radiators and the load ground plane are
isolated from the converter ground plane. In reality, the
HF behavior of the load requires a more complex analysis
of the EMI propagation paths [1].

Amplitude, dB

IM /, Hz
Fig. 13. Icp common mode current spectrum

100 1k 10k 100k

Conclusions.

1. Considering the importance of the determination of
the conducted disturbances generated by the static
converters AC/DC in the electric systems, it was decided
to carry out this study which is based on the use of the
simulation and also the realization of an experimental
bench to quantify this emission in the two common and
differential modes.

2. From the results obtained, it has been proved
practically that the disturbances in common mode are
very high compared to the disturbances in differential
mode, which requires the use of reduction means in order
to weaken or eliminate this type of disturbance, which
will be addressed in other future works.

3. The AC/DC converter was studied by LTspice
Software for simulation and also experimental
measurements at low and high frequencies in order to
compare the results. We notice the harmonics at low
frequency because of the non-linear charge. Thus a
resonance peak, after this resonance frequency there is a
slight disturbance.
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Comparative study of 220 kV overhead transmission lines models subjected to lightning strike
simulation by using electromagnetic and alternative transients program

Introduction. In high voltage networks intended for the transport of electrical energy, lightning can strike an electric line striking either
a phase conductor, a pylon or a ground wire, causing significant overvoltage on the transmission lines classified as stresses the most
dangerous for transformer stations and electro-energy systems in general. Modeling transmission lines becomes more complicated, if the
frequency dependence of resistance and serial inductance due to the effect of lightning strike in the conductors and in the earth is
considered. The difficulty increases the fact that the parameters of the line can be defined and calculated only in the frequency domain,
while the simulation of transients is wanted to be in the time domain. Problem. Several models (J.R. Marti, Bergeron, nominal PI,
Semlyen and Noda) exist for the modeling of transmission lines, the Electromagnetic Transients Program/Alternative Transient Program
software (EMTP/ATPDraw) gives the possibility to choose between these models which is delicate due to the fact that we do not have
experimental results to validate and justify the choice among the models available in the sofiware. In this context, practical value: the
overhead transport line OAT-El Hassi (220 kV) of the city of Sétif located in the north east of Algeria is used for the modeling of
lightning strike by using the EMTP/ATPDraw software. Originality. A comparative study of the investigation of a lightning strike on an
existing high voltage transmission line by different models of existing lines in the EMTP/ATPDraw software library of this software.
Results. It was concluded that the choice of the model of the line is very important given the accuracy and quality of the curves of the
voltage presented at the different calculation points. References 29, tables 1, figures 9.

Key words: high voltage, lightning strike, electromagnetic and alternative transients program, line models.

Bcemyn. 'V sucoxosonemuux mepesicax, npusHaueHux O nepeoaui eneKmpoenepeii, Onuckaska Modice 0apumu  no  JiHii
eekmponepeoay, ypasusuwiu abo @asHuil npogio, onopy, abo 3a3eMarYUll Npoeio, SUKIUKAIOYU 3HAYHI NepeHanpyeu HA JIHIAX
eflekmponepeoay, GUHAYEHI AK 3a2po3u, Haudiibul Hebe3neuHi 01 MpPAHCHOPMAMOPHUX RIOCMAHYIL MA eneKMmpOeHepemuyHUX
cucmem 3azanom. Moodemoganns niniii enekmponepeday ycKiaoOHIOEMbCA, AKWO BPAXOBYBAMU YACMONHY 3GAEICHICIb ONopy ma
nocniooeHol indykmueHocmi 6Haciook Oii yoapy oauckasku y npogionuxax ma 3emiai. CKIaoHicme niouwyemscs mum, wo napamempu
JUHIT MOJICYmMb Oymu 6U3HAYeHi [ pO3PAX08ani MINbKU 8 YACMOMHIU 001acmi, Mol Yac K MOOeNO8AHHS NEPEXIOHUX NPOYeCie 6aNCano
nposooumu ¢ uacositi oonacmi. Ilpoonema. Icuye xinoka mooeneii (J.R. Marti, Bergeron, nominanvha I1-nooibna cxema 3amiwenns,
Semlyen i Noda) oOna molenoeanus JiHill enekmponepeoay, KoMN ‘tomepHa npozpama  eleKmpoOMAasHIMHUX — NEPexiOHUx
npoyecie/anbmeprnamugna npozpama nepexionux npoyecie EMTP/ATPDraw dac modciugicms ubupamu Midic yumu MOOEIsIMU, Wo €
«MOHKUM NUMAHHAM» Uepe3 me, Wo MU He MAEMO eKCHepUMEHMANbHUX Pe3YbMamie Ol nepegipku ma o0IpyHnyeants aubopy cepeo
Mooenell, OOCIYNHUX Y NPOSPAMHOMY 3a0e3neyenti. ¥ ybomy KoHmekcmi, RPAKMuUYHAa YIHHICMY: 07151 MOOENI08AHHS YOapy OIUCKABKU
3a 0onomoeoio npoepamuozo 3abesneverns EMTP/ATPDraw euxopucmana nosimpaua ninisa erexkmponepedayi OAT-Env-Xacci (220
KkB) micma Cemigh, posmawiosanoeo na nigniunomy cxo0i Anxcupy. Opucinansnicme. [lopisnsnere O0ocniodcenns uguenHs yoapy
OIUCKABKY HA ICHYIOUI UCOKOBONLIMHIL NIHIT eleKkmponepeday 3a pI3HUMU MOOEIIMU ICHYIOYUX JIHil y Oibniomeyi npospam
EMTP/ATPDraw yvoco npoepamnozo 3abesneuenns. Pesynomamu. 3pobieno 6ucHosok, wo eubip modeni NiHii 0yace 8adciusuil 3
VPAXYBAHHAM MOYHOCHE MA AKOCMI KPUBUX HANPYe, NPeOCMAsNeHUX Y DisHUX po3paxyrkosux moukax. bioin. 29, tadm. 1, puc. 9.

Kniouoei cnosa: Bucoka Hampyra, yaap 0J1MCKaBKH, IPOrpaMa eJIeKTPOMATHITHHX Ta aJbTePHATHBHHX NepeXiHUX npouecis,
MozeJti Jiniii.

Introduction. The direct and indirect impact of
lightning on one of the conductors is illustrated by the
bidirectional propagation of a surge wave of several
hundred kV and can reach 200 kA. In the field of insulation
coordination as well as electromagnetic compatibility, the
stresses produced by lightning always remain of major
interest and should be taken into account as a priority in the
implementation of any protection system [1]. The influence
of a lightning current model that employs simulations of
the geometry and maximum values of overvoltages
generated in high voltage transmission networks during a
direct lightning strike to overhead lines [2-4].

Several models exist for the simulation of
transmission lines. The Electromagnetic Transients
Program/Alternative ~ Transient  Program  software

(EMTP/ATPDraw) gives the possibility to choose
between these models which are delicate due to the fact
that we do not have experimental results to validate and
justify. In simulations with the EMTP/ATP, the Heidler
and CIGRE (Conseil International des Grands Réseaux
Electriques) models of lightning current were used [5].
When the frequency dependence of resistance and
series inductance owing to skin effect in conductors and

in the earth is taken into account, transmission line
modeling gets more sophisticated. The challenge is
compounded by the fact that line parameters can only be
defined and calculated in the frequency domain, but
transient simulation should be done in the time domain.
The input/output relationships in the frequency domain
i.e. multiplications with transfer functions become
convolutions in the time domain.
Modeling of transmission lines as a function of

frequency can be summarized as follows:

1.Line functions in the frequency domain are
calculated  (frequency  response). @ The  modal
decomposition is used in the case of polyphase lines to
derive the wave deformation function or the characteristic
impedance / admittance, for example.

2.To  approximate  these  functions,  direct
approximation in the frequency domain or in the time
domain following a digital transformation from the
frequency domain is used (inverse Fourier transform, or
the Laplace transform).

3. Time-domain transients are calculated numerically
or analytically by evaluating the convolutional integral.
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In the case of an analytical solution the model of the
line can be reduced to the equivalent Norton circuit,
which is desirable for implementation in EMTP [6, 7].

EMTP/ATP is better for both real and idealized

transmission line simulations. The LCC module (LCC
module of the ATP-EMTP uses Carson’s equations to
estimate the transmission line parameters from the data
entered by the user) is the most useful because it simply
requires the geometry and material characteristics of the
line/cable. Skin effect, bundling, and transposition can all
be taken into account automatically. Most transmission
line models use modal components for simulation in the
time domain [8].

The following transmission line models for the
calculation of transients are given in order of model
complexity:

1. Mutually coupled RLC elements (PI circuits);

2. Constant distributed parameter line model (LPDC).

3.Line model based on the 2nd order recursive
convolution (Semlyen);

4. Frequency dependent line model (J. Marti);

5. Frequency dependent ARMA line model (auto-
regressive moving average line model that is implemented
in the ATP version of EMTP) (Taku Noda).

The PI model only suitable for short cables and
known frequency, Bergeron — only suitable for known
frequency, but Bergeron, J. Marti and Semlyen — work in
the modal domain and assume a constant transformation
matrix. The most recent model, NODA, however, works
directly in the phase domain [9].

The aim of the work is to compare the impact of a
direct lightning strike on an existing high voltage power
line according to various models in the EMTP/ATP draw
software library.

Transmission line models.

1) Linear PI model (short lines). This is the model
which represents the simplest approach to model a
transmission line. In Fig. 1 we give the typical scheme of
the model multi-conductor PI model circuit. In the case of
symmetrical single-phase or three-phase lines, the PI
model is represented by matrixes with multi-conductor
overhead line parameters. These matrixes are size of 3x3.
The elements of the impedance matrix [Z] (resistance and
inductance) are a function of the arrangement and
geometry of the conductors, while the parameters of the
admittance matrix [Y] (susceptance and conductance)
represent overhead line losses. Figure 1 shows a section
of a line with a multiconductor arrangement [10]. The
total number of PI circuits used for the simulation
depends on the particular simulated system.

The PI model is characterized by the absence of
dependencies of the calculation time step on the simulation
results. The PI model is mainly recommended for short
distance modeling overhead lines (<80 km) [11].

In positive sequence as well as for zero sequence,
the linear parameters of the overhead line PI model can be
obtained from a support program (LINE CONSTANS)
implemented in the EMTP/ATP software. The
calculations are based on geometric data from the
overhead line [12].

[Z]

—
]

Yz [Y)2

Fig. 1. Typical scheme of multi-conductor nominal PI line model [12]

2) J. Marti: frequency-dependent model with
constant transformation matrix. For numerical
simulation of electromagnetic transients on overhead
wires, the Marti transmission line model is the most
commonly employed. It’s a distributed parameter model
in which the simulator automatically translates the line’s
parameter frequency fluctuation into a frequency range.
The transmission line equations are solved in the modal
domain, where a system of n linked conductors is
represented by n single-phase lines that, owing to a
similarity transformation, are independent of each other.
A constant and real transformation matrix computed at a
frequency set by the user is taken into account when
calculating voltages and currents in the time domain [12].

a Im,a

Fig. 2. Principle scheme of J.R. Marti model

3) Bergeron: constant-parameter K.C. Lee or Clark
models. The Bergeron model is a very simple model. It is
based on a distributed LC-parameter traveling wave line
model with overall resistance. This Bergeron model in the
time domain is commonly used in the analysis of transient
faults of the electrical network [13]. It represents in a
distributed way, the elements L and C of a section PL.

Bergeron’s model, like the PI section model, only
depicts the fundamental frequency (50 Hz) with precision;
thus, the surge impedance is constant. As long as the losses
do not vary, it can also represent impedances at different
frequencies. The mathematical equations of this model
have been detailed in [14, 15], the equivalent circuit of the
Bergeron model impedances is given in the Fig. 3.

I(t-7)

V() Zy GD G

L,(t-7)

Fig. 3 . Equivalent circuit of Bergeron model

4) Semlyen: frequency-dependent simple fitted
model. The frequency-dependent model of Semlyen is a
method for iteratively performing a real-time convolution
in the [15-18]. The proposed line model accounts for the
characteristic admittance’s frequency dependence. The
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method produces a simple line equivalent circuit based on
a Norton- type circuit, consisting of a constant admittance
and a current source. Therefore, this line model is easy to
integrate into programs based on the representation of the
nodal system.

Semlyen’s model reduced computational time and
storage requirements to limits close to those of transient
calculations with lossless (frequency independent) line
representations. The precision of the frequency-dependent
modeling is however preserved since the proposed
method is based on rigorously valid simplifications, rather
than simply empirical ones [18].

Lightning source. Lightning is a very strong
electrical stress that can reach 200 kA in a few
microseconds and has extremely high frequencies [19].
The lightning-strike concept is represented by a current
source with parallel resistance in the EMTP/ATP
software. Lightning-path impedance is the parallel
resistance. The Heidler current model was utilized in this
study, and it takes into account four features of lightning
current amounts at the striking point.

The EMTP/ATP software gives the possibility to
introduce the characteristic values of lightning such as the

rise time, the peak of the lightning current, fall time and
the pulse duration [20, 21]. It can be represented by a
current source of exponential shape in parallel with a
resistor representing the lightning channel (about 400 Q)
or even a voltage source always having an exponential
shape. In the present investigation, thunderbolt is
represented by a voltage source of exponential form based
on the second Heidler (Fig. 4) [20, 21].

— Heidler impulse @ —

Fig. 4. Heidler type model

Power system description. The OAT-EI Hassi line
(220 kV) located in the north east of Algeria in the wilaya
of Setif. The line is divided into a number of identical
sections as shown in Fig. 5 for the 220 kV line. Authors
chose a length of portion equal to 2.4 km divided into 8
spans (Fig. 5).

Source Lightning Strike
. : =0 a2 ) = ) — _
N = = =i ) (== ===(h =
1L 1L AL Sk Al JlL L
il ini ini il 1l ini =l
g Yo et
—If—- 300 m 300 m —ir- 300 m —?—— 300 m —r—-— 300 m —T—- 5
Tower (1) Tower (2) Tower (3) Tower (4) Tower (5) Tower (6) TowngES)

Fig. 5. The OAT-EIl Hassi line (220 kV) subjected to a 1200 kV overvoltage

Each span has a length of 300 m which is close to
the average value of the spans of this line of OAT-EI
Hassi in Setif, supplied with 220 kV, shown in [22].

This line comprises the following elements: towers,
earthing resistance, insulators, sections of the overhead
line, ground wire and the lightning current channel [23].

The characteristic tower overvoltage impedance is:

Zr :60{1{&-2}—1}, (1)

Ty

where 7, is the tower base radius, m; % is the tower
height, m [24, 25].

The tower earthing system can be modeled as a non-
linear resistance, the CIGRE [26] model is used, which is
modeled as a non-linear resistance of Type-91 in EMTP/ATP:

Rp(1) =2, e
1+17 / I,
where Ry is the tower footing resistance at low frequency
and low current; Ry is the tower footing resistance, Q;
I, is the limiting current to initiate sufficient soil
ionization, A; / is the lightning current through the footing
impedance, A.

The limiting current is a function of soil ionization is
given by:

I _L.M’ 3)

& ox Rg
where p is the soil resistivity, Q-m; Ej is the soil critical
electric field intensity (approximately 300 kV/m).
For the insulator the CIGRE [26] model was used
and modeled by a capacitance connected in parallel with a
model which represents the overflow mechanism of the
insulator. The latter is represented by a switch controlled
through models, by the implementation of the equations:
di/dt = ks V-[VI(D — L) — E], e
where d//d¢ is the speed of the arc, m/s; k; is the constant,
m>kV*s™; ¥V is the instantaneous voltage across the
insulator or the gap, kV; D is the length of the insulator or
the length of the gap, m; / is the length of the arc, m,
1> D; E, is the strength of the critical electric field, kV/m.
Simulation results. In order to compare influence of
various overhead line models on simulation results,
simulation of a lightning strike located in the middle of
high voltage transmission line have been performed for
power system presented in Fig. 5. The modelled 220 kV
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overhead transmission line with 8 towers was used for
lightning-surge simulation. The towers were modelled in
simple distributed line model.

In this study, two amplitudes of lightning current
(positive polarity) were used to perform shielding failure
pattern analysis on the modelled circuit. Simulations are
thus conducted with 2 levels of lightning-strike current —
50 kA and 100 kA [27] (Table 1).

Table 1
Lightning amplitudes, front times, and tail times
Lightning current amplitude, kA | Tail time, ps | Front time, ps
50 50 1.2
100 77.5 2

For the simulation, lightning-surge current was
injected into ground wire of the fourth tower (middle
tower). The voltage patterns due to the direct lightning

strike on the ground wire are recorded throughout the
distance from the network at each section of 300 m.

Lightning strike on ground wire: When lightning
strikes the overhead ground wire, a voltage builds up in
the cable, causing a traveling wave to flow down to the
bottom of the concrete pole, through the external ground
wire, and in both directions along the overhead ground
wire. The result voltage is determined by the striking
current and total impedance of the overhead ground wire
and the external ground wire.

Case 1: 100 kA, 2 ps, 77.5 ps. Figure 6 illustrates
the amplitudes of induced voltage across the ground wire
when a lightning strike current of 100 kA occurs with a
tail time of 77.5 ps and a front time of 2 ps, as simulated
by the 4 types of line models — J.R. Marti, PI, Bergeron,
and Semlyen.

V, kV
4500 = 7000 V2 KV
4000 i —
| at 300m 6000
3500 | at B00m at300m
| at600m
| . Jrlom 5000 at900m
W00 it e L M
| at 1500m at1200m
2600 § Al at 1800m 4000 at1500m
I at 2100m at1800m
2000 4 .- = at 2400m 3000 at2100m
\ at2400m
2000 il
]
i A A A A A
t, ms ! t, ms
500 T T T
0.0 L] 0.2 0.3 04 0.5 0.4 05
a
sooo V. KV asnn Vo KV
4500
4000
4000 300 \
a m
3500
3500 at600m \ at 300m
3000 at900m 3000 at 600m
at1200m \ at900m
2500 at1500m 2500 at1200m
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at2100m 2000 4 at1800m
1500 at2400m at2100m
1000 1500 ’/‘ 1 at2400m
500 1000 “ \
0 s e
== 500 4 =
-500 \\ :
1000 0 =
-1500 t’ ms -500 : : : t’ ms
0,0 04 0,2 03 04 05 0.0 01 0.2 0,3 04 05
c d

Fig. 6. Induced voltage across the ground wire by different model:
a — J.R. Marti model; & — PI model; ¢ — Bergeron model; d — Semlyen model

Case 2: 50 kA, 1.2 ps, 50 ps. Figure 7 shows
amplitudes of induced voltage across the ground wire
when lightning-strike current of 50 kA, with tail time

V, kV

1400

1200

at 300m
at 600m
1000 at 900m
at 1200m
800 at 1500m
at 1800m
at 2100m
at 2400m

600
|

00 41

200 {t-J!

50 ps and 1.2 ps front time, simulated by the 4 types of
the line model J.R. Marti, PI, Bergeron and Semlyen
respectively.
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Fig. 7. Induced voltage across the ground wire by different model:

a — J.R. Marti model; b — PI model; ¢ —

Lightning strike on phase A. Case 1: 100 kA,
2 ps, 77.5 ps. Figure 8 shows amplitudes of induced
voltage across the phase A when lightning-strike current

Bergeron model; d — Semlyen model

of 100 kA with tail time 77.5 pus and 2 ps front time,
simulated by the 4 types of the line model J.R. Marti, PI,
Bergeron and Semlyen respectively.
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Fig. 8. Induced voltage across the phase conductor by different model:

a — J.R. Marti model; b — PI model; ¢ —

Case 2: 50 kA, 1.2 ps, 50 ps. Figure 9 shows
amplitudes of induced voltage across the phase A when
lightning-strike current of 50 kA, with tail time 50 ps and

Bergeron model; d — Semlyen model

1.2 ps front time, simulated by the 4 types of the line
model J.R. Marti, PI, Bergeron and Semlyen respectively.
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Fig. 9. Induced voltage across the phase conductor by different model:
a —J.R. Marti model; b — PI model; ¢ — Bergeron model; d — Semlyen model

In the study cases the phase A voltage attenuates
completely and becomes zero after less than 0.1 s and that
for the 4 models J.R. Marti, PI, Bergeron and Semlyen,
which is in good agreement with the results obtained in [28].

According to the simulation results obtained in
Fig. 8, 9 the increase in the complexity of the model has
an impact on the peak voltages and the waveform. The
calculated voltage waveforms are indeed similarly
different, but the oscillations of the PI model dominate,
same remarks were observed in the search results exposed
in reference [29].

The direct lightning strike on one of the phases
conductors of the overhead transmission line causes
serious faults, exclusively the deactivation of this phase
which results in an imbalance and instability in the line
which requires the intervention of maintenance personnel
emergency. Surge arresters on all phases of the
conductors have been suggested as potential solutions;
however, while surge arresters are the best solution, they
are quite expensive, which is important for transmission
lines where corona attenuation is insufficient to reduce the
lightning surge to security levels.

Conclusions. Lightning has always been a source of
disruption for electricity users, however, the demand for
electrical systems is relatively increasing and the quality
(reliability, availability, continuity of service, etc.) must
be taken into account, as well as the permanent need to
minimize the cost of production and improve the level of
insulation of electrical equipment.

The simulation of lightning strike by existing models
in Electromagnetic Transients Program / Alternative
Transient Program software was studied in this paper;
each model of overhead transmission line has these
advantages and disadvantages, from our study results:

e the J. Marti model that traditionally is suitable for
overhead line modelling show significant weaknesses
both in the fitting process and in the calculation of
induced voltages;

e the PI model and Bergeron model resulted in
unstable responses and also required fine-tuning of the
fitting parameters and large time steps;

e the Semlyen model actually gave the overall best and
most reliable results; however, such model is only suitable
for cases where the fundamental frequency is known.
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D.G. Koliushko, S.S. Rudenko, O.Ye. Istomin, A.N. Saliba

Simulation of electromagnetic processes in the grounding system
with a short circuit in the operating high-voltage substation

The aim of the work is a test of the developed mathematical model of electromagnetic processes of short circuit and approbation of
the created software complex «LiGro» on its basis for the existing grounding system located in three-layer soil. Methodology. To
improve the accuracy of calculating the normalized parameters of operating power stations and substations, the authors developed
the «LiGroy software package based on the expressions obtained in for calculating the potential of the electric field of a non-
equipotential grounding system (GS). To monitor the state and assess the efficiency of the GS of operating power facilities, the
electromagnetic diagnostics is used. The topology of the GS was determined with the induction method by complex KNTR-1, the
geoelectric structure of the soil was determined by the method of vertical electrical sounding using the Wenner installation, the
interpretation of the sounding results was made by the «VEZ-44» program. The calculation results show that for the selected
substation, the model developed in the «LiGro» complex has a deviation 6, from the experimental values U, by an average of 8,2 %,
and the model implemented in Grounding 1.0 (IEEE model) J; is 17,2 %. Originality. The results of the study confirm the adequacy
of the developed GS model in the «LiGro» complex based on a three-layer soil model, with the experimental values of the touch
voltage obtained by simulating a single-phase ground fault on a real GS in operation. The first time was made approbation of the
«LiGroy software package when performing the EMD of the GS of an operating substation with a voltage class of 150 kV. Practical
significance. The program software can be used by special measuring’s laboratory to determining electrical safety parameters:
touch voltage, GS voltage, and GS resistance. References 17, tables 2, figures 9.

Key words: grounding system, modeling of the electromagnetic processes, touch voltage, grounding system resistance,
grounding system voltage, electromagnetic diagnostics.

Memoio pobomu € nepegipka po3pobieHoi mamemamuyHoi MoOeni eieKmpoOMASHIMHUX NPOYecie KOPOMKO20 3AMUKAHHA Ma
anpobayis cmeopenozo npozpamuozo komniekcy «LiGro na ii ocnogi 0na icmyiouoeo 3azemar0eanvHozo npucmpoio (311), axuil
posmawiosano 6 mpuuiapogomy ipyumi. llepegipka npakmuunoz2o 3acmocysanus Oyna 6uKoHana Ha Oilouull niocmanyii K1acom
Hanpyeu 150 kB 3 euxopucmanuam 800CKOHANEHOI MemoOuKy eiekmpomacHimuoi oiaznocmuxu. Tononoeia 311 6yna eusnauena
IHOYKYIUHUM Memooom 3a oonomoeor npuiady KNTR-1, napamempu TpyHmy 6u3HaAueHi 4OMupuerekmpooHor CUMEMPUUHOI
YCMAHOBKOIO 3a cXemolo Bennepa memoodom sepmuxanvhoeo enekmpuyno2o 30HOY8AHHs, iHMepnpemayis pe3yiomamis 30H0Y68aHH s
6UKOHaHa cneyianizosanoio npozpamoio VEZ-4A4. Pesynemamu nopieHanHs po3paxyHKy nOKasyloms, wjo oas obpanoi niocmanyii
Mmooenv pospobnena 6 komnnexci LiGro mae 6ioxunenns 6i0 eKChepumMeHmanbHux 3Hauenb 6 cepednbomy na 8,2 %, a mooens
peanizosana ¢ Grounding 1.0 (IEEE model) — 17,2 %. Buxonano pospaxynok nopmosanux napamempis 311 6 pesicumi xopomxozo
samukauna: nanpyzy oomuxy, onip 311 ma nanpyzy na 3I1. Bcmanoeneno, wo 6onu He nepeguujyroms OONYCMUMO20 3HAYEHHS.
Ilpoananizosano nepegazu po3paxyHko8o20 KoMniexcy y nopieuauui 3 ananoeamu. Ompumani pe3ynomamu 003601A10Mb GUKOHAMU
nogHomMacuimatdHe nposaodNCcer s NPOSPAMHO20 Komniekcy 6 diaenocmuky cmany 3I1. bion. 17, Tabn. 2, puc. 9.

Kniovosi cnosa: 3azeMJI0BaIbHMII NPHCTPiH, MoAe/JIOBaHHSA eJIeKTPOMATHITHMX MpoueciB, Hampyra J0THKY,
323eMJII0BAJILHOTO MPHCTPOI0, HANIPYTra HA 3a3eMJII0BAILHOMY NPUCTPOI, eJ1eKTPOMArHiTHa JiarHOCTHKA.

omip

Problem formulation. To monitor the state and
assess the efficiency of the grounding system (GS) of
operating power facilities, the electromagnetic diagnostics
(EMD) [1, 2] is used, which involves three stages:
experimental, calculated, and the stage of issuing
recommendations [3]. In the process of research, the
topology of the GS is determined, as well as the
normalized parameters (NP) of the GS, such as the GS
resistance, the voltage across the GS, and the touch and
step voltages.

The impossibility of controlling these parameters by
direct or even indirect measurements leads to an increase
in the urgency of the problem in the field of calculating
the GS NP of operating power stations and substations
using software [4, 5].

Literature analysis. Several works [4-12] are
devoted to the issues of modeling electromagnetic
processes that occur in the GS during the flow of
emergency currents. In most cases, a mathematical model
of the GS located in two-layer soil is used (in particular,
with the help of [7], more than 1000 power facilities of
Ukraine with voltage classes of 35-750 kV were calculated,
and the software package [9, 10] based on it is one of the
most commercial versions popular in the world).

The calculation of the GS is usually carried out in two
modes: a single-phase ground fault on the territory of the

power facility and outside it. The following calculation
methods are used to determine the touch voltage:

o finite element method in the time domain (so-called
FDTD method);

o method of integro-differential equations;

¢ method of optical analogy.

Each of these methods has a similar algorithm [13]:
geometric and electrical data are entered into the initial data
block (GS dimensions, location, depth, and cross-section of
groundings, short-circuit  current, electrophysical
characteristics of the soil, electrical resistivity of the
grounding material, etc.). This is followed by the calculation
of longitudinal active and inductive resistances of
connections, and the coefficients of the system of linear
algebraic equations are determined for calculating the
density of currents flowing from the ground electrode.
Because of the complex dependence of the resistance of the
electrode material on the magnitude of the current flowing
through them, the solution of the problem is found by the
method of successive approximations.

The method of integro-differential equations is based
on the analytical solution of the problem of the electric
field potential of a point current source [6, 7, 9-13].
Programs based on this method with a two-layer electric
soil structure are used to carry out calculations by the
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world's leading scientific research institutions and
following the international standards IEEE Std. 80 and
81[13, 14].

In Ukraine, for power facilities, the number of GS
located in two-layer soil is only 10 % [6]. In other cases,
it is necessary to apply equivalence techniques with the
reduction of a multilayer structure to a two-layer
calculation model, which can give a significant
methodological error (from 20 % to 100 %).

The use of a mathematical model of GS [6], located
in a three-layer soil, allows to directly (without
equivalentization) perform a calculation for 80 % of the
existing energy facilities in Ukraine and determine the
resistance of GS with an error of up to 10 % (confirmed
according to the calculation data of more than 50
substations with a voltage class 35 kV). Comparison with
the experimental value of the contact voltage showed
more than 90 % falling into the calculated range for the
GS of three test substations [3].

To improve the accuracy of calculating the NP of
operating power stations and substations, the authors
developed the «LiGro» software package based on the
expressions obtained in [6] for calculating the potential of
the electric field of a non-equipotential GS.

From the existing world analogues [7-12] for
determining the NP of GS of operating power stations and
substations when the GS is located in three-layer soil, this
software package is distinguished by:

e the calculation of the electric field is based on the
analytical solution of the problem of the electric field
potential of a point current source in a three-layer half-space;

e the possibility of the arbitrary orientation of the
grounding in space;

e the consideration of non-equipotentiality of the
groundings;

e saving the duration of the calculation at the level of
two-layer models.

The assessment of the adequacy of the developed
mathematical model and the created software package
was carried out by comparing the results of experimental
studies for operating high-voltage power facilities in
Ukraine with the calculation results, and is given in [3].

The calculation of the GS NP can be divided into
three stages:

e the preparation of initial data for modeling;

e the calculation of the experiment to assess the
adequacy of the constructed GS model to the real GS
according to the method given in [15];

e the calculation of the GS NP in the short circuit
mode.

The aim of the work is a test of the developed
mathematical model of electromagnetic processes of short
circuit and approbation of the created software complex
«LiGro on its basis for the existing grounding system
located in three-layer soil.

Research materials.

1. Initial data. To carry out the research, the
substation with a voltage class of 150 kV, located in the
central part of Ukraine, was taken as operating.

The initial data for the simulation are the
characteristics of the substation (short circuit current,

outflow current in the neutral, protection response time),
the topology of the GS, and the geoelectric structure of
the soil.

Using the induction method, within the first stage of
EMD of GS (see Fig. 1), using complex KNTR-1 [15], the
topology of the GS was determined, it is shown in Fig. 2.

perounding

11,=837 1,=1a74 11:=1872 11,=936
1.=11,/2 =143
Fig. 1. Determination of GS topology
[ LCCram corava b |
e P
?%ﬁ‘) prounding system

T

_

-~
a
[T
¥
Xi

|
=

MI
L}
L=

195-2

T
L
¥

CIHCLIT
REL kI
R

=

LTS Ise:
LREIATLE
1-2

v | LT
STATION
CONTROL.
BUILINNG

CLOSFEIY
SWITCHGEAR-IGKY

05 5 |

T
CLOSFIY E
 AWITCOHGRAR-JSKY b

AN I

Fig. 2. GS topology of investigated substation 150 kV

76

Electrical Engineering & Electromechanics, 2022, no. 4



It was found that the GS of the substation is a
branched grid of horizontal groundings and vertical
electrodes, with dimensions of 65 m x 164 m. Horizontal
groundings are made of a steel staff of 4 mm x 40 mm and
hot-rolled steel with a diameter of @14 mm, vertical
electrodes are made of rolled steel of 16 mm and 3 m long.

The horizontal groundings are marked with a thick
black line, the grounding conductors connecting the
equipment with grounding are marked by points, and the
name of the equipment on which the measurements have
been carried out as well as the power transformers 1T and
2T are shown (see Fig. 2).

The geoelectric structure of the soil was determined
by the method of vertical electrical sounding using the
Wenner installation (see Fig. 3) [16].

Fig. 3. Soil sounding by using the Wenner installation

Using the «VEZ-4A» program (see Fig. 4), which is
created by authors and built into the «LiGro» complex, it
was found that the soil is a three-layer geoelectric
structure, and the interpretation of the sounding results
showed that the resistivity is equal to:
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Fig. 4. A working window of the software for multi-layer soils
interpretation « VEZ-4A»

o for the first layer at a depth of up to 1,6 m — 34,5 Qxmy;

o for the second layer at a depth from 1,6 m to 8,1 m —
5,5 Qxm;

o for the third layer at a depth from 8,1 m — 1,85 Qxm.

To compare the calculation results with two-layer
models, in particular, the IEEE model, the three-layer soil
structure was reduced to an equivalent two-layer model:

o for the first layer at a depth of up to 1,9 m —
29,39 Qxm,;

o for the second layer at a depth from 1,9 m —
2,37 Qxm.

The given initial data were entered into the «LiGro»
software package, and a model of the GS of the studied
substation was created. Fig. 5 shows the GS scheme,
where the blue color indicates groundings located
underground at the same depth, the green color —
groundings at varying depths, the purple/red color —
buildings and structures, and the metal construction of the
substation equipment.

To create a calculation model the «LiGro» complex, in
contrast to [7—12], has ample opportunities and allows to:
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Fig. 5. Model of the GS of investigated substation 150 kV by software «LiGro»
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e set in any node (see Fig. 6) its individual properties
(voltage class, short circuit location, touch point, service
point, experiment measurement point, neutral with setting
the current in the neutral for each voltage class, base
resistance, initial current in the node);

¢ build a grounding system on a scale with an arbitrary
configuration (directions of groundings location and their
cross-section);

e carry out both group and individual editing of
properties (coordinates, parameters, etc.) of objects
(nodes and links);

e copy individual elements of GS, create palettes of
standard elements, automatically build grounding grids
with specified parameters, perform quick navigation
through the scheme.

Object property < fi
. Names | Valuez
| =Dieplae iy :
- S
Ho i) g
v i :
- Connection: Wit nodees” 234-712¢
- Number-of connectionss - 2 :
: Node-mumber= S0
: Node-quirent - A e
“Nipde-poteriial i
- Plage-CS Yeao
- Placeof touchs i Yess
- Senyice- location=: - Noz
. neumrals I No=
. Expenment™ Yesz
_ Cument enry-points - Noz
. Equipment: names T2
: Volfage dass - kVo 150
- Footressance - Chmz - 48340

Fig. 6 Property of the node-object GS of investigated substation
150 kV by software «LiGro»

2. Calculation of the experiment to assess the
adequacy of the constructed model. The test was based
on a comparison of the touch voltage on several selected
substation equipment units when simulating a single-
phase ground fault. The analysis was carried out on six
equipment of substations with voltage class 150 kV. In
this case, the traditional method of the set of experimental
data was used to assess the adequacy of the mathematical
model of the GS which is presented in [3] (see Fig. 7)
with measuring current — 5,13 A. Figures 2 and 5 show
the layouts of the GS locations for the specified
substation.

Fig. 7. Method of the set of experimental data to assess the
adequacy of the mathematical model of the GS

The result of the calculation is the maximum and
minimum value of the touch voltage within a radius of 0.8 m
around the point of study. The evaluation of the results of
the calculation was as follows: the experimentally
measured value of the touch voltage U, should be in the
interval between the minimum and maximum calculated
values for the corresponding point. Table 1 shows the
results of the comparison of U, for disconnectors of
substations. Table 1 shows the calculated (U;,; and U),)
and experimental values of the voltage U, obtained,
respectively, by mathematical modeling and simulating a
single-phase short circuit on the territory of the substation
with the return of the entire short circuit current to the
grounding conductor of the supporting insulator (point
T.1, see Fig. 2). When comparing, the calculated current
was taken equal to the measuring one, foot resistance (Ry)
was determined experimentally at each measuring point.

Table 1
Results of the comparison of touch voltage
Experimental Calculated results
Name of the) - regylts IEEE model |  LiGro
equipment

U,mV | Rop,Q |Uy,mV |8, % |Up, mV| &2, %

C-2-2 19 1146 | 19,87 | 4,6 | 18,8 L1

C-2-1 38 565 | 32,22 | 152 | 344 | 9,5

L-29-1 16 425 16,95 | 59 | 159 | 0,6
C-1-1 20 399 | 23,39 | 17,0 | 22,0 | 10,0
VT-2-2 37 472 | 22,09 | 334 | 309 | 16,5
T-2-2 6 4834 | 3,58 273 | 53 11,7

The calculation results show that for the selected
substation, the model developed in the «LiGro» complex
has a deviation 9§, from the experimental values U, by an
average of 82 %, and the model implemented in
Grounding 1.0 (IEEE model) 6, is 17,2 %. Thus, the
results of the study confirm the adequacy of the
developed GS model in the «LiGro» complex based on a
three-layer soil model, with the experimental values of the
touch voltage obtained by simulating a single-phase
ground fault on a real GS in operation. In addition, the
three-layer model showed higher accuracy than the one
reduced to the two-layer model.

3. Calculation of GS NP in short circuit mode.
Following the requirements of regulatory documents,
when determining the allowable value of the touch
voltage, the sum of the protection time at the substation
and the total time of the circuit breaker off should be
taken as the estimated duration of the operation.

According to the data of the operating organization:
the voltage class is 150 kV, short-circuit current value is
14,156 kA, operating mode of transformer neutrals —
grounded. When carrying out the calculations, allowable
contact voltage was assumed to be equal to 213,3 V for all
equipment, based on the protection duration of 0,48 s [17].

With the help of the «LiGro» complex, it was
determined:

o touch voltage (see Fig. 8) on each unit of equipment
in all modes of a single-phase short circuit to earth, taking
into account the current in the grounded neutrals of
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transformers and additional connections
(pipelines, cables, portals);

e GS voltage;

e GS resistance;

o the value of the electric field potential in each node

and the current in each grounding (see Fig. 9).
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Fig. 8. Calculation results of touch voltage of the investigated
substation 150 kV by software «LiGro»
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Fig. 9. Calculation results of potential and current in the GS of
the investigated substation 150 kV by software «LiGro»

It should be noted that the derivation of the voltage
value in the nodes helps to determine the places for laying
additional groundings to equalize the potential on the soil
surface and to reduce the touch voltage.

As the calculation results showed, during a short
circuit on the territory of the 150 kV substation, the touch
voltage on all equipment does not exceed the allowable
value (see Table 2).

The maximum value of the voltage on the substation
GS in the case of a short circuit is 616 V.

The calculated value of the substation GS resistance,
taking into account only artificial groundings, was 0,0454 Q,
which does not exceed the allowable value of 0,5 Q.

Conclusions.

1. The adequacy of the developed mathematical
model of the existing substation was confirmed by
comparing the calculated and experimental measurements
of the touch voltage by the simulation of the short - circuit
current. It is shown that the average error in determining
the touch voltage of the specified substation is §,2 %.

2. Approbation of the created «LiGro» software
package was carried out when performing the
electromagnetic diagnostics of the grounding system of an
existing substation with a voltage class of 150 kV in
terms of determining electrical safety indicators: touch
voltage, grounding voltage, and grounding system
resistance. The authors was to the developed LiGro
software package, as well as the VEZ-4A, received the
copyright certificate.

Table 2
Calculation results of the touch voltage on equipment

Name of the equipment Umaso V| Ui, V
CIRCUIT BREAKER C-1 130,9 94,21
CT T-1 139,6 50,46
VT-2 120,7 78,66
CIRCUIT BREAKER T-2 164,4 98,01
CT T-2 141,3 78,01
TH-1-1 222,1 173,6
T-2-2 133,4 93,91
CT T-1 125,8 74,19
CIRCUIT BREAKER T-1 135,9 93,87
T-1-0 159,2 81,57
T-2-0 154,1 86,14
T-2-H 208,7 90,99
C-1-1 158,4 130,3
VT-2-2 163,9 105,9
L-29-1 181,7 121,3
C-1-2 193,7 152,1
L-29A-2 177,7 116,3
C-2-1 237,6 124,9
C-2-2 217,2 141,1
T-1-1 115,7 79,61
CC-L-29 154,5 97,95
CC-L-29A 196,6 97,85
TC L-29 189,1 82,42
TC C-2 194,5 127,2
TN-1 184,4 99,82
2T 266,1 247.,6
1T 368,4 362,8

3. It was confirmed that the advantages of the
complex in its practical application are:

o the presence of a module for interpreting the results
of soil sounding;

e calculation of the GS located in three-layer soil, which
allows covering 90 % of energy facilities in Ukraine;

o taking into account all the design parameters of the GS;

o the presence of the analysis module with the display
of currents in the connections, potentials in the nodes, the
output of the maximum values of the touch voltage for the
corresponding short circuit mode or for all points in all
modes.
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