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EnekmpomexHi4yHi KoMrsiekcu ma cucmemu
UDC 621.3.013

https.//doi.org/10.20998/2074-272X.2022.2.01

B.I. Kuznetsov, T.B. Nikitina, 1.V. Bovdui, O.V. Voloshko, V.V. Kolomiets, B.B. Kobilyanskiy

Themethod of limitation of dynamic loads of nonlinear electromechanical systemsunder state
vector robust control

Aim. Development of the method of limitation of dynamic loads of nonlinear electromechanical systems under state vector robust
control. Methodology. Limitation of dynamic loads of nonlinear electromechanical systemsis carried out using the minimum selector
of choosing the minimum value of the control vector from formed with the help of local controllers and with the vector of maximum
control values. Calculation of the gain coefficients of nonlinear robust controllers and observers are based on solutions of the
Hamilton—-Jacob-Isaacs equations. Results. The results of computer simulation of transitional processes of main roll drives of the
rolling mill 950 of the Zaporozhye plant «Dniprospetsstal>» with limitation of dynamic loads are given. Originality. For the first time
the method of limitation of dynamic loads of nonlinear electromechanical systems under state vector robust control based on
minimum selector and nonlinear robust control of state variables which is heeded limitation is devel oped. Practical value. Examples
of transitional processes of main roll drives of the rolling mill 950 of the Zaporozhye plant «Dniprospetsstal» with limitation of
dynamic loads are given. References 35, figures 6.

Key words: nonlinear electromechanical systems, state vector robust control, Hamilton—Jacobi—| saacs equations, limitation of
dynamic loads, computer simulation.

Mema. Po3pobka memooy obmedicentss OUHAMIYHUX HABAHMAIICEHb HENIHIUHUX eNeKMPOMEXAHIYHUX CUCMeM NpU GeKMOPHOMY
pobacmuomy ynpaeninni. Memooonozia. Obmedcenns OUHAMIYHUX HABAHMAICEHb HENIHIUHUX eNeKMPOMEXAHIYHUX CUCTeM
30IUCHIOEMbCS 30 OONOMO20I0 CeNeKmopa UOOPy MIHIMATLHO2O 3HAYEHH BeKMOpPA Kepy8aHHs i3 ChopmMo8anozo 3a 00nOMOo20i0
JIOKQIbHUX Pe2yIsimopie ma 6eKmopda MAKCUMAIbHUX 3HAYeHb KepyeanHs. Pospaxynox koeghiyienmis niocunenns HemiHitiHux
pobacmuux KoHmpoepié i cnocmepieauie 6azyemvcs Ha piuteHusx piehsans I aminomona—Arko6i—-Aiizexa. Pesynomamu. Hasedeno
pe3yIbmamu KOMn' 10mepHo20 MOOeI08AHHS NEPEXIOHUX NPOYeCis 20106HUX NPpUB0Jie éaiKie npokamuozo cmany 950 3anopizekozo
3a600y <«/{Hinpocneycmanv» i3 00MedCeHHAM OUHAMIYHUX Hasanmadcensb. Opuzinanvuicms. Bnepuie po3pobneno memoo
006MedICeH A OUHAMIYHUX HABAHMAIICEHb HENTHIIHUX eNeKMPOMEXaHIYHUX cucmem npu pobacmuomy YUpaeiinHi 3a 6eKMopom cmamy
Ha OCHOBI Cenekmopy MiHIMYyMYy mMa HeMHIUHUX POOACIHUX pe2yIAmOopi6 SMIHHUX CIany, AKi HeoOXxiono oomedcysam. Ilpakmuuna
yinnicmos. Hasedeno npuxnaou nepexionux npoyecigé 2on06Hux npueodie npoxammnozo cmany 950 3anopizexozo 3a800y
«/Ininpocneycmanv> i3 0bmedcenuam Ounamivnux naganmadicens. biomn. 35, puc. 6.

Kniouosi cnoea: HeniHiiiHi ejiekTpoMexaHidyHi cucTeMH, po0acTHe KepyBaHHS 3a BeKTOPOM cTaHy, piBHsHHA I'amiabToHa—

Axobi-Aiizexa, 00MeKeHHS] THHAMIYHAX HABAHTA’KeHb, KOMII I0TepPHEe MO/eTIOBAHHSI.

Introduction. The use of optima and moda
controllers that implement control over the full state vector
makes it possible to significantly increase the speed of
electromechanica systems compared to traditiona dave
control systems [1, 2]. Especidly effective is the use of
state control for controlling electromechanical systemswith
the presence of eastic connections in the kinematics chain
from the drive motor to the working body of the
electromechanicd system [3, 4].

Mathematical models of such systems are accepted
in the form of two, three and more mass electro-
mechanical systems. The control of such multi-mass
systems becomes much more complicated if there are
nonlinear elements in the bottom. In most mass
electromechanical systems, it is necessary to take into
account the nonlinear dependence of friction on the shafts
of the drive motor, gearbox and working body. The task
of control becomes even more complicated for a multi-ton
electromechanical system with non-linear connections
between individual motors through the control object.

To implement high-speed operation in such systems,
significant torques and speeds are required, and possibly
even higher derivative changes in the drive motor shafts
and transmission elements. When working out the setting
influences, the limitation of dynamic loads in such
systemsis implemented using intensity generators.

However, in the process of compensating for
disturbances in the system, it is necessary to limit the
dynamic loads. Note that the extremely widespread use of
slave control systems is due precisely to the simplicity of

limiting dynamic loads by limiting the rate of change and
current of the drive motor, as well as speed and position
using slave control loops.

One example of such multi-motor electromechanical
systems is rolling mills [5-7]. A characteristic feature of
the operation of rolling millsis their heavy loading mode:
dynamic load application during the period of metal
gripping by rolls, roll slipping, impacts of heavy ingots on
rolls, impacts in the gaps of the main line, heavy modes of
non-stationary  processes in electric drives with
acceleration and deceleration acceleration and other
factors. In difficult operating conditions of mills, cases of
simultaneous action of the indicated loads in various
combinations are possible [8, 9]. Then the dynamics of
transient processes becomes rather complex, and its study
is hampered by the nonlinearity of systems of differential
equations describing the motion of the main lines.
Experience shows that most accidents occur as a result of
large dynamic vibration loads arising during transient and
unstable operating modes, as well as in connection with a
violation of rolling technology (rolled cold metal,
excessive reduction, etc.).

Experimental studies of the ingot gripping process
on the operating equipment have shown that the dynamic
loads in the main line of the mill differ significantly
depending on the state of the ingot surface, the shape of
the front and rear ends of the ingot, gripping conditions,
etc. In fact, the change in the moment of resistance during
the capture of the ingot does not occur instantaneously,
and in a number of works it is proposed to approximate

© B.l. Kuznetsov, T.B. Nikitina, 1.V. Bovdui, O.V. Voloshko, V.V. Kolomiets, B.B. Kobilyanskiy
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the change in the moment of resistance by an exponential
curve. In this case, depending on the value of the
exponential time constant, the excess of the current in the
optimal controller can be 2-4 maximum permissible
current values [5-7]. With such an excess, the coordinate
limiting system is stable and reliably limits the state and
control variables.

The purpose of the work is to develop the method of
limitation of dynamic of loads of nonlinear
electromechanical systems under state vector robust control.

Problem statement. Let us consider the limitation
of loads in nonlinear multi-mass systems with robust
control over the state vector. First, consider the limitation
in an electromechanical system with only one single
motor [10, 11].

To limit the state and control variables, consider the
scheme of such a system. This system uses separate
controllers for the main control coordinate and the same
state variables that need to be limited. Using the minimum
selector, we apply a voltage to the input of the thyristor
converter, which corresponds to the minimum value of
the outputs of all regulators.

Consider the limitation on the vector of output
coordinates y(k) system at a given level of maximum

permissible values Y - FOr this purpose, we construct

optimal nonlinear controllers that minimize criteria in
which the integrands w(X(k), y(k)) are selected from the
condition of ensuring the specified requirements for the
speed of operation of the controllers, with the help of
which the vector of output variables y(k) maintained at

the level of maximum permissible values Y (k). Asa
result of the solution, the optima controls are found
Gi(k), ensuring the maintenance of i component y; (k)
vector of output variables y(k) at the level of maximum
permissible values yyui(k) vector of maximum
permissible values of the output coordinates Vs (k).

The choice of control entering the input of the system is
carried out using the minimum selector, asshown in Fig. 1.
Naturally, the circuit shown in Fig. 1 for limiting the
state and control variables is only an illustration of the
operation of the algorithm implemented with the help of a
control computer.
The control vectors defined in thisway G(k) from the

conditions for working out the required reference
influences and compensating for disturbances, as well as
maintaining the vector Y. the maximum permissible

values of the state variables are fed to the minimum
selector, with the help of which the control is formed G(k),

supplied to the input of the control system. In the course of
choosing the minimum value of the control components
from those formed with the help of various controllers, a
comparison is aso made with the maximum control value
Umax and thus, the limitation is carried out not only on the

vector of state variables, but also on the control.

Let us now consider the limitation of loads in multi-
channel nonlinear multi-mass systems, with robust control
by the state vector with many electric drives connected
through the control object [12—15]. In particular, such a

problem arises in the joint control of the speeds of
rotation of the upper and lower rolls with individual drive
of the rolls and their mutual influence through the rolled
metal. In addition, such a problem arises with joint
coordinated control of the speeds of the main drives of
multi-stand rolling mills with their mutual influence on
each other through the rolled strip [5-7].
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Fig. 1. Scheme of limitation of dynamic of loads of only
single motor electromechanical systems

Consider the limitation on the vector of output
coordinates y(t) multichannel system at a given level of

maximum permissible values Yo [16, 17]. For this
purpose, we construct optimal nonlinear controllers that
minimize criteria in which the integrands w(X(t), y(t)) are
selected from the condition of ensuring the specified
requirements for the speed of operation of the controllers,
with the help of which the vector of output variables y(t)

maintained a the level of maximum permissible values
Vimax (). As a result of the solution, the optimal controls

are found G (t), ensuring the maintenance of i component
yi(t) vector of output variables y(t) a the level of
maximum permissible values Y (t) vector of maximum
permissible values of the output coordinates Yq(t). The

choice of control arriving at the input of the system is
carried out using the minimum selector, as shown in Fig. 2.

For this purpose, we construct robust optimal
nonlinear controllers that minimize criteria in which the
integrands are selected from the condition of ensuring the
specified requirements for the speed of operation of the
controllers, with the help of which the vector of output
variables maintained at the level of maximum permissible
values. As aresult of the solution, the optimal controls are
found, ensuring the maintenance of component vector of
output variables at the level of maximum permissible
values vector of maximum permissible values of the
output coordinates. The choice of control arriving at the
input of the system is carried out using the minimum
selector, as shown in Fig. 2.
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Fig. 2. Scheme of limitation of dynamic of loads of multymotor
electromechanical systems

The control vectors defined in this way from the
conditions of working out the required reference influences
and compensation of disturbances, as well as limiting the
vector of the output coordinates of the multichannel system
at agiven level of maximum permissible values are fed to
the minimum selector, with the help of which the control
vector is formed, supplied to the input of control channels.
In addition, in the course of choosing the minimum value
of the components of the control vector from those formed
with the help of various controllers, there is aso a
comparison with the vector of maximum control values and
thus, the limitation is carried out not only on the vector of
state variables, but also on the control vector.

Method of computation of separate nonlinear
robust controllers. Let us first consider the synthesis of
feedback over the full state vector x, under the assumption
that all components of the state vector can be measured
without errors [18-20]. Then the original system takes the
following form

%= f(x)+g,(x) 0+ gy (x)u, (L)
z= hz(x)+ kuz(X) u. ?
in these expressions. x — state vector, u — control vector
and @ — vector of external uncontrolled influences.
The control is formed from the state vector using

some nonlinear transformation u = 1(x). Then the closed
system takes the following form

%V(x):vx f +V,guu +ngwa) =

=V, f +—”u + guVT

2
1 1
11
~--+5 ViGoOoVy —= xgugTVT
+ hTh +5 72|| i ||hz|| ——|| I

This approach can be mterpreted as a zero-sum
differential game of two players in which one player
minimizes the accepted quality criterion for control u, and
the other player maximizes this criterion with respect to
the vector of external variables w. In this case, the
minimization strategy for control u

U =y ()= -9 (xVy (%), €)
and the strategy of maximization along the vector of
external influences @

o —a,(x)= (10)

1
7gL(xNxT (x).
Previoudly, the issues of synthesis of nonlinear robust
control (9)—10) were considered under the assumption that
the full state vector can be accurately measured. Usudly,
only some variables are available for measurement in the
system, and they are measured with noise [21, 22]. Let us
now consider the synthesis of such a robust control, when
only a pat of the state variables is avalable for
measurement with noise. We will call such an approach
control by the full state vector with an estimate of the state
vector by the measured output. The output equation can be
represented as the following expression

Y = hy (%) + Ky (X)o + Ky (X (11

We will estimate the total state vector from the
measured output vector (11) using a dynamic system — an
observer, whose equation we write in the following form

£= 1)+ gu(E+g,(Slo+B(0) ...
* (y_ hy(‘f)_ ka)y(é:)w)

The synthesis of such an observer (12) consists in
determining the matrix of the gains of this observer. The
perturbation is clearly not applied to the output of the
observer and, in the synthesis of the guaranteed estimate,
is determined during the synthesis of the observer for the
worst case (worst — case disturbance), when the
perturbation itself is a function of the state vector of the
observer £, so the following expression holds

(12)

x=f(x)+3,XNao, © w=a,(£). (13)
~ Then the original system (1)—(2), closed by the total
z=hy(x), (4 state vector, estimated with the help of such an observer
where (12), together with the equation of the vector of controlled
Y coordinates (11), will take the following form
I ot © 2100+ o0 O)s oo
999 © £= 1)+ 0ulE)en(e)+ 90lE)ay (€)+
hy (%)= hy(x)+ kz (x)a(x) (). (7) +G(E)hy ()~ hy(&)-.. (15
For this initid sysem (5)—7), we write the =Koy (E)ary (E)+ kwy(x)a))
Hamilton—Jacobi—l saacs equation in the following form z=h, (x)+ - (X)au ( 5) _ (16)
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This approach can be interpreted as a zero-sum
differential game of two players in which one player
minimizes the accepted quality criterion (2) for matrix of
gains G(¢), and the other player maximizes this criterion
(2) with respect to the vector of external variables w.

In addition to synthesizing the observer in the form of
amatrix of gains G(¢) of this observer, it is also necessary
to synthesize the controller in the form of a matrix of gains
of this controller (&) by the observer state vector &
Calculation of the gain coefficients of nonlinear robust
controllers and observers are based on solutions of the
Hamilton—Jacobi—l saacs equations [23, 24].

Mathematical models of the blooming main drives.
Let us consider the control system for the individua main
drives of the upper and lower rolls of arolling mill, taking
into account their mutua influences through the rolled metal.
During the capture of the ingot or normal rolling, dip of the
rollsrelative to the rolled meta is possible. The system takes
into account the nonlinear nature of the dependence of the
friction torque in the dip mode on the speed of the roll dip
relative to the rolled metal. In this case, various combinations
of operating modes of the upper and lower rolls are possible:
both rolls are in normal rolling modes: one roll is skidding,
and the second roll is in norma rolling mode, and finaly,
both rolls are in skidding mode [25-27]. It should be noted
that even in the normad rolling mode, when both rolls are in
the rolling mode and there is no dip relative to the rolled
metal, a deep rolling asymmetry is possible in which a
significant redistribution of the rolling moments between the
upper and lower rolls takes place. Cases are known when the
motor of oneroll operatesin amotor mode, and the motor of
the other roll operates in a generator mode. In some cases,
such asymmetric rolling is organized specificaly for
technological reasons. In this case, of course, the rolls rotate
at different speeds and a different advance of the rolled metal
relative to the upper and lower rolls is created. The
breakdown of the roll in the dip mode occurs when it
exceeds the critical dip relative to the rolled metal, which
depends mainly on the state of the rolled metal surface. In
particular, the presence of scale even in alocdized area can
cause therall to dip during normd rolling.

Let us take mathematical models of the channels for a
short blooming line in the form of atwo-mass system, and a
long blooming line in the form of a three-mass system and
take into account the presence of a cross-connection between
the main drives of the rolls in the form of a moment
proportiona to the difference between the rotation speeds of
the upper and lower rolls. The moment of mutual influenceis

5

the driving moment for the roll rotating at alower speed, and
this moment is braking for the rall rotating at a higher speed.
Depending on the rolling conditions, the value of this
moment, which characterizes the mutua influence of the
rolls on each other through the rolled metd, can be a
different fraction of the rolling moment, which is the
moment of resistance for the main blooming drives [28, 29].
Transent processes in the short and long lines of the mill
differ significantly from each other, and as the mutua
coupling through the rolled ingot increases, the transients
become significantly more oscillatory [30-35].

With a stepwise change in the magnitude of the moment
of resistance, for the implementation of optimal control, more
than tenfold forcing of the armature current and voltage of the
thyristor converter is required. In this case, the limiting
system goes into a self-oscillating mode of current limiting at
the maximum positive and negative values.

The mathematical model of the disturbing effect is
adopted in the form of an exponentia application of the
load on theroll.

To implement optimal control of the main variable
and variables that must be limited in the considered
electromechanical system, a complete state vector is
required. In a three-mass system, the moments of
elagticity are not directly measured Mgy (t) and Me(t), as
well as the speed of rotation of the reducer wr(t) and
mechanism @men(t), iN @ two-mass system, the elastic
moment and the rotation speed of the mechanism are not
measured. To reconstruct these directly not measurable
state variables, we construct an optimal observer of
reduced dimension in comparison with the origina
system, such that the input of this observer will be the
armature currents Iy(t), and the measured outputs of this
observer will be the rotational speeds of the motors wy(t).

Computer simulation. As an example, in Fig. 3 are
shown transient processes on references in a nonlinear
control system with limiting the output value of the motor
armature circuit current and voltage at the output of the
thyristor converter of the upper roll of rolling mill 950 of
the Zaporozhye plant «Dniprospetsstal» with an
exponential application of the load on the roll. In the
figure are shown transient processes of ay — motor rate
speed (@), M — the moment of elasticity of the shaft (b),
ax, — roll rotation speed (¢) and | — motor armature current
(d). In the figure are shown the characteristic sections of
constant current, held by the current regulator at the level
of maximum permissible values.
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Fig. 3. Transient processes on references

As an example, in Fig. 4 are shown the transient
processes on moment of resistance of the upper roll control
system (dual-mass control system) with the limitation of
the output value of the motor armature circuit current and
the voltage at the output of the thyristor converter of the
rolling mill 950 of the Zaporozhye plant «Dniprospetsstal »
with an exponential application of the load on the roll due
to the disturbing effect. In the figure, the following
designations of the system state variables are adopted:
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a, — roll rotation speed (a), M — the moment of elasticity
of the shaft (b) and | — motor armature current (c). In the
figure also are shown the characteristic sections of constant
current held by the current regulators at the level of
maximum permissible values.

Despite armature current limitations, the roll speed
control system returns the speed mismatch to zero in
steady state.
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Fig. 4. Transient processes on moment of resistance

In Fig. 5 are shown the transient processes on
references of the upper roll control system with
simultaneous limitation of the output voltage value at the
output of the thyristor converter and the current of the
armature circuit of the motor of the rolling mill 950 of the
Zaporozhye plant «Dniprospetsstal» by the disturbing
effect are shown. In the figure, the following designations

U,V

1200

-

of the system state variables are adopted: U — voltage at
the output of the thyristor converter (a) and | — motor
armature current (b). In the figure also are shown typical
sections of constant current and voltage values, which are
held by current and voltage regulators at the level of
maximum permissible values.
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Fig. 5. Transient processes on references
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In Fig. 6 are shown the transient processes of the ay
motor rotation speed (a) and the | armature current (b) of the
upper roll control system (dual-mass control system) with
the regtriction of the output value of the armature circuit
current of the motor of the rolling mill 950 of the
Zgporozhye plant «Dniprogpetsstal» by the disturbing effect.
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Fig. 6. Transient processes on moment of resistance

As can be seen from these graphs, using the control
system, the armature current is limited at the level of
maximum permissible values when the system is working
out the disturbing effect when capturing the ingot.

The mathematical model of the change in the load
moment in the process of gripping the ingot is assumed to
be exponential. Analysis of transient processes shows that
the nature of dynamic loads in the system during ingot
capture depends significantly on the rate of change of the
moment of resistance. The more abruptly the moment of
resistance changes, the greater the dynamic loads occur in
the main line of the mill. Moreover, in this example under
consideration, due to the limitation of the armature
current there is a drawdown in the speed of the rolling
rollsin steady state.

Discussion. The nature of transient processesin such a
system substantially depends on the operation of the system
of congtraints. If the system does not go beyond the limits,
then the transent processes in it are determined by the
operation of the optima controller of the main variables.
When processing large setpoints or compensating for
disturbing influences, the nature of transient processes
depends significantly on the operation of the congtraint

system. In general, when the system reaches the limits, the
time of trandents increases in comparison with transients in
the system without regtrictions. Moreover, this increase in
the time of trandent processes mainly depends on the
duration of the system operation on the congraints. In
addition, when the system is operating on congraints, the
very nature of the system's operation can significantly
change. Since in such amode the system practically opensin
relation to the main controlled coordinates and is on
limitations, it is natura that there is no damping of
ostillatory processes in the system and an increase in
oscillations can begin until loss of stability.

In the course of modelling the synthesized system, in a
number of cases, when adjusting the control loops, the
system switched to a self-oscillating mode at the levels of the
maximum permissible positive and negative values of the
state variables. As studies of such a system have shown, it
can aso become unstable, depending on the level and form
of external influences. The most dangerous is the mode of
coordinate limitation under the action of the moment of
resistance. The nature of the restrictions essentially depends
not so much on the magnitude as on the stegpness of the
change in the moment of resistance. With a stepwise change
in the magnitude of the moment of resistance, for the
implementation of optimal control, more than tenfold forcing
of the armature current and voltage of the thyristor converter
is required. In this case, the limiting system goes into a self-
oscillating mode of current limiting at the maximum positive
and negative values.

During the simulation of the synthesized nonlinear
optimal control system with the optimal limitation of the
output vaue of the motor armature circuit current, the
voltage a the output of the thyristor converter and the
moments of eladticity in the shafts of the main roll drives of
the rolling mill 950 of the Zaporozhye plant
«Dniprospetsstal» characteristic sections of constant current
values were obtained, stresses and moments of elagticity held
by robust regulators of current, voltage and moments at the
levels of their maximum permissible values.

It should be noted that individual autonomous
controllers can be unstable: for example, a current control
loop in a small one, when the effect of a change in EMF
can be neglected leads to an unlimited increase in position
and speed in a steady state, since in this case there are
integral relationships between current and speed and
between speed and position. In some cases, when
adjusting the control loops, the system goes into self-
oscillating mode at the levels of the maximum permissible
positive and negative values of the state variables.

As studies of such a system have shown, it can also
become unstable, depending on the level and form of
external influences. The most dangerous is the mode of
coordinate limitation when the moment of resistance is
applied. The nature of the restrictions essentialy depends
not so much on the magnitude as on the steepness of the
change in the moment of resistance.

Conclusions.

1. For the first time the method of limitation of dynamic
loads of nonlinear electromechanical systems under state
vector robust control is developed. Limitation of control
and state variables of nonlinear electromechanical systems
is carried out using the minimum selector of choosing the
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minimum value of the control vector from formed with the
help of loca controllers and with the vector of maximum
control vaues.

2. To limit the state and control variables the separate
robust controllers for the main control coordinate and the
same state variables that need to be limited are used.
Using the minimum selector, we apply a voltage to the
input of the thyristor converter, which corresponds to the
minimum value of the outputs of all separate regulators.
The separate robust controllers are calculated based on
solutions of the Hamilton—Jacobi—| saacs equations.

3. Examples of transitional processes with limitation of
dynamic loads of nonlinear electromechanical systems of
main roll drives of the rolling mill 950 of the Zaporozhye
plant «Dniprospetsstal» are given.

4. It is shown, that when the system reaches the limits, the
time of trandents increases in comparison with transents in
the system without restrictions. Moreover, this increase in the
time of transient processes mainly depends on the duration of
the system operation on the congtraints. In addition, when the
system is operating on congraints, the very nature of the
system's operation can significantly change.
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Passivity voltage based control of the boost power converter used in photovoltaic system

Introduction. This paper presents a robust nonlinear control of the DC-DC boost converter feeding by a photovoltaic system based
on the passivity control. The control law design uses the passivity approach. Novelty. The novelty consists in designing a control law
for a photovoltaic system using a passivity approach based on energy shaping and associated with damping injection. Purpose. The
purpose consists to develop a tool for design and optimize a control law of the photovoltaic systemin order to improve its efficiency
under some conditions such as the variations of the temperature, the irradiation and the parameters. Also, the control law design
should be simple with a lower overshoot and a shorter settling time. Methods. This work uses the port Hamiltonian mathematical
approach with minimization of the energy dissipation in boost converter of the photovoltaic system to illustrate the modification of
energy and generate a specify duty cycle applied to the converter. Results. The results with MATLAB/S mPower Toolbox® have
proven the robustness against parameter variations and effectiveness of the proposed control. Practical value. The experimental
results, carried out using a dSPACE DS1104 system, are presented to show the feasibility and the robustness of the proposed control
strategy against parameter variations. References 26, tables 3, figures 18.

Key words: DC-DC converters, interconnection and damping assignment, passivity based control, port controlled
Hamiltonian.

Bcemyn. ¥V cmammi npedcmasneno naoiiine neninitine Kepy8aHHa HCUBNEHHAM NePemeoproeaya NoCmilHo20 cmpymy, wo nioguuye,
GhomoenekmpuuHo cucmemo0 Ha OCHO8I Kepy8aHHs NACUBHICIO. ¥V CMBOpeHH] 3aKOHY YNPABIIHHA SUKOPUCTOBYEMbCA NACUSHULL
nioxio. Hosusna. Hosusna nonsieae y pospobyi 3aKoHy YNpaeiiHHs GOmMoereKmpuyHOw CUCEMOIO 3 GUKOPUCIIAHHAM NACUBHO2O
nioxooy, 3acCHO8AH020 HA POPMYSAHHI enepeii ma nog'sa3anoeo 3 ynopckyeanuam oemngpysanns. Mema. Mema nonsieac 6 momy, wjo6
po3pobumu incmpymenm 01 NPOEeKMy8aHHs ma ONMmuMi3ayii 3aKOHy KepySaHHs (omozanb8aHiuHo0 cUcmemoio O ni08uujeHHsa ii
ehexmuerHocmi 3a 0eAKUX YMO8, MAKUX AK 3MIHU MeMNnepamypu, onpominenHs ma napamempis. Kpim mozco, 6ydosa 3aKoHy
VNPAGNiHHA MA€ Oymu NpoCmow, 3 MEHWUM Nepepecyiio8anHaM [ KOpOmwuM yacom ecmauosnenus. Memoou. Y pobomi
BUKOPUCMOBYEMBbCS  MameMamuynuti nioxio laminemona 0o nopmy 3 MIHIMI3ayi€lo pO3CIO6aHHS eHepeii y nepemeopiosayi
omoenexmpuunoi cucmemu, wo niosUWYE, WoOO NPOLLIOCMPY8amu 3MIHY eHepeii | cmeopumu 3a0anuil pobouull Yukil, wo
3acmocogyempcs 00 nepemgopiogaua. Pesynemamu. Pesynomamu 3 suxopucmannsm MATLAB/SmPowerToolbox® odosgenu
cmitkicms 00 3MiH napamempie ma e@ekmueHicms 3anponoHoéano2o Kepyeawus. Ilpaxmuuna uinnicms. Ilpedcmagneni
eKCnepumMeHmanvbhi pesynomamu, ompumani 3 euxopucmaunsm cucmemu ASPACE DS1104, wo6 noxazamu 30iichennicmes ma

CcmIlKicmb 3anponoHoeanol cmpamezii ynpasninus npu 3mini napamempis. bion. 26, tabm. 3, puc. 18.

Kniouosi cnosa:
NACHBHOCTI, raMiIbTOHIaH, KePOBaHHUIi NOPTOM.

Introduction. Control theory has overcome the
problems of dynamic systems such as uncertain, disturbed
and time invariant linear models. Therefore, designing
feedback controllers has become a relatively easy and
efficient task [1].

However, the above described control theory is no
longer applicable in case of nonlinear models. In the few
past decades, several nonlinear control and stability
methodol ogies are broadly known in the literature.

The dependence of the linear control on the
operating point is raised [2, 3], on the other hand, the
dliding mode control drawback is the high and free
switching frequency, which generates unconfined
voltages or currents [4]. The choice of the candidate
function for the stabilizing control based on the Lyapunov
criterion of is not obvious for the nonlinear systems it is
generally heuristic [5].

The passivity control has been introduced by Romeo
Ortega in 1998. It is a controller design procedure
rendering the system passive and respecting the desired
storage function. This guarantees the stability of the
overall system [6-8].

Globally, the Passivity Based Control (PBC) can be
classified on two groups, classical passivity control where
the storage function is defined (typically quadratic), then
design the controller that renders the storage function non-
increasing. This approach is similar to a Lyapunov method.
In the second passivity control group, the storage function
is not defined, but instead selecting the closed-loop desired
structure, and then characterizes energy functions
compatible with the desired structure. The outstanding

DC-DC mneperBoproBaui, npu3Ha4yeHHsI B3a€Mo03 €IHaHb Ta AeMndyBaHHS, YNPABJIiHHS HA OCHOBI

examples of this approach are the interconnection and
damping assignment (IDA) method [9].

Generally, the passivity control law can be designed
according two approaches; the Lagrangian model [8-10]
or the Hamiltonian approach [11, 12]. The Lagrangian
form is used for mechanical as well as in electrica
systems [8]. However, due to the physical characteristics
of transistors and diodes used in the DC-DC converters,
the Lagrangian formulation is not suitable [2, 13-15].

The goal of the paper is anaysis Hamiltonian
structure using interconnection and damping assignment
method associated to passivity control (IDA-PBC)
applied in photovoltaic system. It is a well-established
technique to simplify the control law and achieve a
desired equilibrium point with minimum storage energy
of output voltage.

Subject of investigations. In this work the output
voltage from the photovoltaic (PV) system, operate to
achieve a desired output voltage of the boost converter by
modifying passivity forms of port Hamiltonian model
using passivity approach [11, 12]. The design and
implementation control law of the output voltage is
presented. With the increase of the energy demand the
world turned to solar energy which is easy availability,
free, inexhaustible source and without CO, gas emissions.

In PV panels solar cells are the basic components and
it is made of silicon. A solar cell is generally ap-n junction
which is made of slicon. It is made up of two different
layers when a smaller quantity of impurity atoms added to
it. The PV céll is a basic device of the PV system which

© K. Baazouzi, A.D. Bensalah, S. Drid, L. Chrifi-Alaoui
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converts the irradiations solar to the electrical energy and
provide energy to the consumer or feed power to the grid.

Many stages are used in grid connected PV system
like PV array, DC to DC converter, DC to AC converter.

The converters used in the PV system are a
nonlinear; they have a hilinear model such asthe DC-DC
boost converter.

In this paper a model is developed through
converting common circuit equation of solar cell in to
simplified form including the effects of changing solar
irradiation and changing temperature by maximum power
point tracking (MPPT) algorithm.

The originality of this work congists of the design a
control law for a PV system by interconnection and
damping assignment.

Modeling, relationships and assumptions. Figure 1
shows the structure of the studied system. The converter is
placed between the PV array and load. It can be controlled
using microcontroller or digital signal processor (DSP) in
order to regulate the output voltage [16, 17].

1 Iph 2

Vi 4;;'
A 4 ?

L o—

VOU[
] w

IGBT

Fig. 1. PV system device with DC-DC boost drive: 1 — PV cell;
2 —DC-DC boost; 3—MPPT; 4 —IDA-PBC controller; 5—load

Two approaches have been developed to model the
behavior of PV array. The first is based on the equivalent
circuit and the second is empirically based models[15].

In the calculation, the following assumptions were
made: the one diode equivalent circuit (Fig. 2) is chosen
dueits simplicity [18].

The main calculation relation is the equation of the
PV current I,

va + &I pv w

Ly =lp———=——"-1,(e °"

R,

where |4 is the current in equivalent diode; a is the diode

constant; Vy = k-T/q is the thermal voltage; T is the

temperature; k is the Boltzmann constant; q is the charge

of electron; Iy, indicates the light current wish is

proportional to the irradiation G but it is affected by the
temperature.

-y, @

G

| :G—n.(KlAT+|wn), (2

ph
where I, is the nominal light generated current at (25 °C
— 1000 W-m?), AT = T — T, is the variation temperature
and G, is the nominal irradiation [W-m].
In order to take into account of the saturation current
Isisgiven by:
|- lon+KAT | (3)

s Voo n+Ky AT
e(iavT -

where | is the short-circuit current; V. is the open circuit
voltage; Ky and K, are voltage and current coefficients.

The rate parameters of the PV panel are reported in
the Table 1.
Tablel
Rate parameters of the PV panel BP SX 100

Vo (Open circuit voltage) 32V
| 0 (Short circuit current) 5A
Vpp (Max point voltage) 24V
P, (Max point power) 105W
I pp (Max point current) 4.38A

Figure 2 shows the current and power versus voltage
characteristics of a PV module for G = 1000, 800, 600,
400 W/ma. For each radiation G the curve has a maximum
power point (MPP). To operate the PV system in MPP
several techniques have been developed. From Fig. 2 it is
noticed that the maximum power has an amost linear
relation to the unit of voltage of the network.

——

____Hx

-\-\'u
—_

vpvdyy 2 i

0 10 vounsy 20 30
Fig. 2. Current and power versus voltage characteristics

The PV-boost-load system (Fig. 3) using in this
section consists of an inductance L, a controlled switch
(IGBT), adiode VD and filtering capacitors C. When the
switch is on, the boost inductance current increases
linearly, the diode VD being blocked. When switch is off,
the energy stored in the inductor passes through the diode
to the output circuit [19].

Fig. 3. PV system: 1 — PV panel; 2 —input coil; 3—1GBT;
4 —diode; 5 — output capacitor; 6 — resistance |oad

To design the best control law if an appropriate
model is chosen. We assume that the continuous
conduction mode, the state space average model is given
in the following equation [22]:

. Ue X | | X
S S I N R (4)
xo| |B_X | |_X

C RC C

where x; = Iy, X = U, Ue is the PV voltage, u acts as a
control input variable (0 < u<1).
Theratio U, and U isgiven as:

u 1 1
e _ =, (5)
U u 1-D

e
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where D denotes the duty ratio, and U, voltage is higher
than the U, voltage.

The Pulse Width Modulation (PWM) signals for
driving the switching devices can be generated by
comparing the sinusoidal control signal with a triangular
carrier signal. The control objective is to design a control
law for the control input u(t) such that the output voltage
of boost (U.) attains a desired reference. For the desired
set point X =(x, x.%)" we get at equilibrium:

d2

%
Xl =

RU, . (6)
u=1--2

The equation (6) can be written in terms of Port
Controlled Hamiltonian (PCH) approach.

Background Port Controlled Hamiltonian. The
first work on the PCH has been developed by Dalsmo and
van der Schaft in 1992 [20]. It is used to modeling
physical  systems with  lumped-parameter  and
independent storage elements. Generaly, a nonlinear
input affine system is described by the following model:

{)’(: f(X)+g(X).u ’ ™
y=h(x)
where f(x), g(X) are the Lipschitz functions and x is the states
variablesuch as{xeR", {h(x)eC} and {(u, y)eR™"}.

A system (7) is passive if the inflow of electrical
power is aways nonnegative and has a property of
stability with a positive storage function defined as:

HeC:R"> R /H(X) Z%XTQX,VX.

where Q > 0 is the diagona matrix and such that for t;>t,
satisfies the inequality:

ty )
H(x(t) - H(X(,)) < July= H <u"y;v(x,u,y).
fo
For any nonlinear system described by (7) with a
storage function H(x) can be modeled as port controlled
Hamiltonian system, which is in the simplest and explicit
version of the form (8) [11]:

{X=[J(X)— ROJ]VH (9 + (U ©

y=9"(x).VH(x)
where J(x) = —J"(X)eR™" is the interconnection structure
matrix, R(X) = R"(X)eR™">0 is the dissipation matrix and
H(X): R" — R" is the energy (Hamiltonian) function such
asthe gradient vector is:

VH (X) :[%)((X)}

From management structure of (8), the acquisition
port is (U y) [8]. Using evaluating the rate of change
energy and version of Kalman-Yakubovich-Popov lemma
[21-26], we easily see that PCH model is passive because:

H(x)=VHT(X)x=u"y—R(X)(VH (x))> <u"y.
Moreover:

{VH T(x) f (X) = —R(X)(VH (X))? < 0 ©)

y()=9"(x).VH(X)
In previous sections, a suitable model (4) for boost
converter with PCH description is expressed [11, 23-25].

We can write (4) in PCH model as
x=[J(u)-R]VH(x)+G,

where:
u-1
J(u) = _ LC R R= ;_) > 0e R
LC , RC’ ,
U,
G=| L |eR™
0

is the constant vector containing the
external voltage source.
We assume that the condition (wlL<<1/(«C)) is stisfied,
the boost converter described in (4) is passive since:
2

%
Ux—-——=-y<0.
X R y
The storage energy:

L O
MO0 = 2X' Q6 Q{O C};

VHT(x){—ag)éx) —agéx)}[m Cx,];

and
tiag
H (x(t,,)) = H (x(t )) < j)(erdt
§
where x;-U, isthe input power.
Thetotal energy changeratefor all t > Oisgiven as:

t t
H(x(®) = HXO)+ [uT (7)- Y(z)dz ~R- [VH[x(?)]dz . (10)
0 0

The storage function H(x) is bounded since (10)
shows that we can extract a finite amount of the boost
converter energy. The system will eventually stop in a
minimum energy point. In fact, the boost converter is a
passive system and it can be controlled using the IDA-
PBC approach.

The rate of convergence of (10) can be increased by
a negative feedback interconnection u=-k-x with k > 0
a damping injection gain or modified R via IDA-PBC
controller.

Our main idea is to assign the desired closed-loop
energy function in the equilibrium point X'=(x" x%"
using IDA-PBC.

To get the desired output voltage, the following
stages must be obtained:

o find a control action u = g(x)+v in close-loop and
reshaping the amount dissipated energy through by
injecting additional damping resistance r>0 to dump the
transient oscillation. So:

r 0
Rd=0 12
RC

e shaping the new potential energy provided by the
capacitor is needed.

The new desired energy function, which has a strict
(local) minimum at X', formiis:
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Hq ((1)) = H((0) + [ 87 (2) y(z)dz +[ V' (7) y(z)dr -

t

—RdIVHZ[X(r)].dr

where;
1 a2 1 oH oH
Hi09 =3 L% x| 20 2t = B

y>0 is the adjustable gain in output potential energy to
increasing the rate of convergence of power system.
A block diagram representing IDA-PBC approach is
shownin Fig. 4.
v I

1

4
||_Rej

Fig. 4. Scheme of IDA-PBC controller:
1—-I1DA-PBC controller; 2—-PWM; 3 —boost with PV cell

Xy

>0.

u cRef

The desired target dynamic of (8) is defined as:
x=(JI(U)-R,).VH, (%) (11)

Initial conditions and input data. To find a control
action (u) in state-feedback for the boost converter, and
taking into account al initia conditions (x(0), u(0), y(0))
with (11) we make:

QW-R)VH ;¥ =(J)-RVH(x))+G. (12
In order to reach a desired voltage X, and for the

partial derivative (12) the control law can be found as
following:

u-1 *
(U=Dxy —T(Xz —x§)=-112(3 ~ %) ~Ugi

* 1 1
—(U-Dxg+ (U1 —X) == Xp ——— (X — X3).
R Ry

So:
R(x —U,)(rlPx +U,)—rL>x?
=1-y de ( X; ) Xz. (13)
ROS -U,)(% +(r-1)%)
In order to choose the optimal values for r and y we
make theinitial condition that 0 <u <1.
So:

R(Xg _Ue)Ue
L7 -R0g-UY)
_ U.RG (% -Uo) (% - %)
Rxg(xg _Ue)(rL2X1+Ue)_rL2X33_UeR>(gX2

To eliminate steady state error an integral action is
added:

I

RO§ -U,)(rx +U, ) -r°%?
ROE U)X+
where (K,, K))eR"2
Stability analysis. To study the stability of the
proposed control we use the Lyapunov theory. If we

u=1-y

Ry (%% 4K, f(% %)

assume that Hy(X) is a candidate function of Lyapunov,
the asymptotic stability of set (X, , x.%) can be investigated
such that:

Hd(x)=%L(x1—x;)2+%yc(x2—xg)2zo_

Quadratic function: w = VH] (X) x(t).

Using (11):

d : )

HbD 917 (3@ VH, (0~ VH WR VH, (-
For J(u) = -J"(u) we get:

L) - _oHI R, (9=

L OH, (@) _ 6H(x)2r+ aH (X) Zi <0

dt Ox, ox ) RC* |

Simulations results. The vaidation of the

theoretical analysis has been carried out by the average
boost converter model supplied by PV array using
Matlab/Simulink (Fig. 5).

(D>
From @
2 . Goto
30V
6

Fig. 5. Simulation diagram of the IDA-PBC:
1-IDA-PBC controller; 2 — Ue; 3—PWM;
4 —boost converter; 5—1GBT; 6 — input voltage

The parameters of our system are reported in the
Table 2. The virtua resistance should be sufficiently
large, to ensure a large energy dissipation amount as well
as to minimize the ripples of the current.

Table2
Parameters of DC-DC boost converter
Parameter Vaues
Input voltage U.=30V
Inductance L=54mH
Capacitor C = 4400 pF
L oad resistance R=320Q
Integral gain (1) K =15
Proportional gain (P) Kp=4
Dumping resistance r=4Q
Adjustable gain y=05

In the following, some simulation results are
reported in order to show the performances of the
proposed controller. The control law is tested with
parameters and voltage references variations.

Graphs of changes in output voltage and its
reference are shown in Fig. 6.

Referring to Fig. 6, the close loop response adopting
IDA-PBC controller exhibit a good tracking of the output
voltage to their multivalued reference delivered by PV
cell using MPPT agorithm.

Initially the PV voltage is adjusted at 60 V. At time
t = 21.51 s the reference voltage varies up to 85 V and
stabilize in a steady state without error.
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Fig. 6. Simulation results output-voltage during reference
voltage variation

Moreover, the reduced duration of the start-up
transient operation of the system has been also obtained.

In order to verify the robustness of the proposed
method, we will test the performance of IDA-PBC by
making variations on parameters system.

According Fig. 7-9 the output voltage does not
change with parametric variations; so we deduced the
effectiveness robustness of the proposed controller.

[

Lr.

3 Leaae | o
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e
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Fig. 7. Output voltage for AR =50 %
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Fig. 8. Output voltage for AL =50 %
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Fig. 9. Output voltage for AC = 50 %

Experimental test. To validate the simulations
results of proposed control, experiments were conducted
on areal system. The layout of the prototype under test is
reported in Fig. 10 for obtaining the experimental results.

JUU

3
Al LT Master : PowerPC 604e
Slave : DSPTM S320F240

Fig. 10. Laboratory setup structure:
1 -DC source; 2 —interface; 3—DS1104 dSPACE

The boost converter laboratory structure is based on
IGBT modules SKM100GAL 123D fed by the DC voltage
source. The currents and voltages sensors used are
respectively LA-25NP and LV-25P. An interface is used
to provide galvanic isolation of al dSPACE DS1103 PPC
controller signals (Fig. 11). The main parameters of boost
model are reported in Table 3.

Table3
Experimental parameters of boost converter

Parameter Values

Input voltage Us=30V

Inductance L=54mH

Capacitor C = 4400 pF

L oad resistance R=320Q
Integral gain (1) Ki=2
Proportional gain (P) Kp =10
Dumping resistance r=4Q
Adjustable gain y=0.5

-
“vmbkied E1EMAT Al m A
e |

\

i R e

Fig. 11. The hardware setup of the system (LTI laboratory)

Figures 12-15 represents the response output voltage
according reference and parameters.
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Fig. 12. Output voltage and its reference
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Fig. 13. Output voltage with resistance variation (50 %)
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Fig. 14. Output voltage with inductance variation (-50 %)
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Fig. 15. Output voltage with capacitor variation (50 %)

| . :
1}
|

The introduced IDA-PBC permits the stahility of the
system without steady state error (Fig. 16).

Fig. 16. Thetrajectory of dynamic error

To validate the proposed control with the classica
Pl controller a comparative study has been made and the
results are presented in Fig. 17, 18.
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Fig. 18. Dynamic error with Pl and IDA-PBC control

Conclusions.

1. The passivity control has been developed to describe
energetic properties of dynamical systems and their
interconnections; in terms of the input-output behavior
and the system is stabilized by an output feedback gain.

2.To design robust controllers via shaping internal
energy, we start from the Euler-Lagrange description and
then consider instead port-controlled Hamiltonian
modeling.

3. To assigning, a desired port controlled Hamiltonian
structure in closed-loop the interconnection and damping
assignment passivity control technique has turned out to
be very successful and has provided solutions of electrical
systems.

4. The proposed passivity control has been applied to
the DC-DC boost converter and experimenta tested on
the dSPACEDS1104 system. The general aspects of the
performances results are reported and compared with
simulation results in order to validate the robustness
controller against parameters variation.

5.0ur future work revolves around two major
challenges: the development of a reliable control of the
PV system with fault and the development of controls
adapted to the PV system connected to the grid, under
constraints.
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B.A. Pomamxo, JI.M. batpak, O.0. AGakymoBa

Peryasitopu nigBuIyBaIbHO-NOHUKYBAJIBHOI0 THIIY B Pe:KMMi NepelaBaHHs MaKCHMAJIbHOL
NOTY’KHOCTI

3 ypaxysanusam 6HYmpiwHb020 ONOPY 0dHCepena HCUBIEHHs NPOAHATIZ08AHO Pe2y0BAIbHI XapaKMepUCmuKyu IMIYyIbCHUX pe2yisamo-
Pi6 nioguUWYBaIbHO-NOHUNCYBANLHO20 Muny. Busnaueno ymosu, 3a axux 3abesneuyemvcs nepeoasanHs MakCUMAnbHOL ROMYHCHOCTE
810 Ooicepena dicusiieHHss 00 Hasanmasicenusi. Jlano pexomenoayii wo0o subopy OOYinbHO20 Oiana30Hy 3MIHU 8IOHOCHO20 YACy 3a-
MKHEHO20 CIAHy KepOo8aHO20 KNI0Ud pe2yisimopd , y 3a1eHCHOCI 8i0 Muny 0x4cepeno HCUGNeHHs, 4 MAKONC CNocoOy NiOKIOUeHHs
KepoBano2o Koda 6 iMnyiscHomy pezyiamopi. bion. 14, Tabi. 3, puc. 8.

Knrouoei cnosa. peryiasitop miiBULILYBaJIbHO-TIOHUKYBAJILHOTO THITY, PEeryJl0BajIbHi XapaKTepUCTHUKHU, NepeIaBaHHs MaKCH-

MAaJIbHOI HOTYKHOCTI.

Beryn. Immysechi peryastopu (IP) mocrtiitHoi Hampy-
M TPAJMIIHHO BHKOPHCTOBYIOTH [UISl PETYIIOBAHHSI Ta
crabimizarii Hanpyru Ha HaBaHTaxkeHHi [1]. 3 posumpen-
HSIM 3aCTOCYBaHHS HETPaJHULIMHUX Ta BiJHOBIIOBAHUX
JOKEpEN CNICKTPUYHOI SHeprii BUHMKIA HEOOXIMHICTH Bil-
OWpaHHs BiJl HIX MaKCUMAIILHO MOXKIIHBOI KLUTBKOCTI €JIeK-
TPUYHOI eHeprii. Sk Bigomo [2], MakcHMaibHa MOTYXHICTh
BiJl JpKepesa JKUBIICHHS O HABaHTAXKCHHS MepelaBaTu-
MeThCsl JIWIIE 332 YMOBHW, IO BHUXITHUN OMip JpKepenma I
JOpiBHIOE omopy #oro HaBaHTaxeHHS R. 106 3abe3meun-
TH MOXJIMBICTb TI€pe/IaBaHHS MaKCUMAJIbHOT MOTYKHOCTI Y
BHIIaAKaX, KO R # I', MK JDKEpeIoM Ta HaBaHTAKEHHIM
BMUKarOTh [P, skuil y3romkye BUXITHHNA omip pKepena 3
OIIOpOM HOro HaBaHTaXKeHHs. 3a HasBHOcTi IP, ponb HaBa-
HTa)XeHHs Jpkepena R BUKOHyBaTMMe HOro BXiJHUWIA orIip.
Ie#t omip 3aJIeKUTh BiJl ONMOPY HABAHTAXKEHHS PEryJsiTopa
R.p, a TakoX BiJHOCHOTO 4acy 3aMKHEHOro (PO3iMKHEHO-
ro) craHy keposanoro kimoua t*: R =f(R_p, t*). 3miHoroun
napametp t*, Mo>kHa 3a0e31eunTy BUKOHaHHS YMOBH R=T,
TOOTO YMOBY TIepelaBaHHS MaKCHUMAIIFHOI TTOTYKHOCTI Bif
JUKeperna 1o HaBaHTaXeHH: R p.

Ha mpakTwii, 3 METOX0 y3romKeHHs, Hal9acTime BU-
KOpPHCTOBYIOTH [P mijiBuIIlyBasIbHOTO 200 OHMKYBAILHOTO
tumiB [3-5]. Po6ora perymsTopiB B Y3roKyBaIbHOMY
PEXIMI Mae psii 0COOIMBOCTEH, Y MOPIBHAHHI 3 PEKUMOM
peryJroBaHHS Ta CTaOLIi3allil BUXiHOT HAIPYTH. 30KpeMa,
OCKUIBKH B PEXKUMI NepeaBaHHs MAaKCUMAaJIbHOI TIOTYKHO-
CTi BUXIIHMH OmIp JpKepesa Ta OIip HaBaHTaKECHHS € Be-
JIMYMHAMH OJTHOTO TIOPSIKY, NpU OyAb-sIKHX pO3paxyHKax
BHYTPIIIHIN omip jKepena 000B’ 13K0BO HEOOXIJHO Bpaxo-
ByBatu. B icHyrouiii mireparypi [1, 9], npu Bu3HAUEHHI
peTYIIIOBaIbHUX XapakTepuCTHK I[P, fKi mpamiorTh B
pekuMi cTabimizamii BHXiZHOI HAlpyTW BBa)KarOTh, IO
BHYTpIIIHIN omip HabaraTo MEHIIMHA 3a Omip HaBaHTa-
JKeHHA. ToMy BHYTpILIHIH OIIip JKepenna He BPaxOBYIOTb.
Kpim Toro, BHyTpimHIiHi omip mKepena BIUIMBaTUME Ha
KOe(DiliEHT BUKOPUCTAHHS EJIEKTPUYHOI eHeprii Jukepena,
a OTXKe 1 Ha 3arajibHUil Koe(ilieHT KOPUCHOI Iil cucTeMu
JOKEPENIO JKMBJEHHS — IMITyJbCHHN peryistop. B [6]
JIETaTbHO MPOAHATI30BaHO OcoOMMBOCTI podotu IP mifx-
BUIIYBAJBHOTO Ta IOHM)XYBAIBHOIO THINB B PEXHUMI
Nepe/laBaHHsl MaKCUMaJbHOI IOTY)XHOCTI BiJ JpKepelna
JKUBIICHHS 10 HaBaHTaXeHHA. KpiMm Bkazanmx tumis IP,
ICHYIOTb PEryJisiTOpH MOHWKYBAJIBHO-IIIIBUIIYBaTEHOTO
tumiB [7-9], AKi TOPIBHAHO PiAKO BHKOPHCTOBYIOTH 3
3a3HAYEHOI0 METO. Y Mepily uepry Iie OB’ s3aHO 3
HEJOCTaTHIM BUBYEHHSIM OCOOJIMBOCTEH POOOTH TaKUX
PEryasaTOpiB Y BKA3aHOMY PEKHUMI.

MeTto10 podoTu € aHamiz ocobmuBocterr podoTu IP
IiIBUIIyBaJbHO-TIOHIKYBAJIBHOTO THITy B PEXHMIi Iepe-
JTAaBaHHS MaKCHMaJbHOI MOTYXKHOCTI BiJ JpKepesa JKWB-
JICHHA J0 HaBaHTAXXCHHII, 1 BU3HAYCHHA YMOB, 3a SKHUX
MOXJIMBA 1 IOLIbHA iX po00Ta B TAKOMY PEXHMI.

AHaJi3 peryJoBaJbHHX XapakrTepuctuk. HaiiBa-
KITMBIIIMMHU XapaKTEPUCTUKAaMH OyIlb-SIKOTO PEryisiTopa
€ Oro peryJroBajibHI XapaKTePUCTUKH. Y BHUIAJIKY YKHB-
JICHHS BiJ pealbHUX JDKEPEN eNeKTPUYHOI eHeprii, BHa-
CJIIZIOK HAsIBHOCTI B HUX BHYTPIIIHBOTO ONOPY, PETYJIro-
BaJIbHI XapaKTEePUCTUKH 3aJISKaTUMYTh Bijl OIIOpY HaBaH-
Ta)XEHHS. Y 3B’ SI3Ky 3 LIUM BJIACTUBOCTI PETyJsITOpa OIH-
Cy€ CIMEUCTBO HOTO pPeryioBaIbHUX XapaKTEPUCTHK, SKi
BU3HAYAIOTh ISl PI3HUX 3HAUEHb OINOpPY HABAaHTa)KCHHS
R p. IIpoanamizyeMo perymioBajJbHI XapaKTEPUCTHKU
KJIacuyHOi cxemu [P minBHIYyBasbHO-MOHM)KYBAJIBHOTO
tumny (puc. 1) [9].

1
ro WS D do

—|
Iin I
;Cu -1C

Vo = L 7 D R

| U,
-o0—4

Puc. 1. basoa cxema IP mizBHIIy BaJIbHO-IOHUXKYBATEHOTO
TUIY

Jnst crpoLIeHHsS BBaXXaTUMEMO, IO BHYTPILIHIN
omip Jokepena I € JiHIHHUM, a BTpaTd B eixeMeHTtax IP e
He3HauHUMH. J[JI ONMCaHHS PEryIIOBaIEHHX XapaKTepH-
CTHK BUKOPHCTOBYBATHMEMO BiHOCHI BenuuHH [9)].

Biamosigro 10 [10], perymoBanbHa XapaKTepHCTH-
ka IP (puc. 1) onmCy€eThCS TAKHM BHPa30M

* *
U* = til-t ’ )
(1— t*)2 +rt
e U = UMy ' =r/Rp;, t =ty/T; Uy — Harpyra Xo-
JOCTOrO XOHy IpKepena, ty — TPHBAIICT 3aMKHEHOTO
crany Kioya SHa nepiofi T.

Ha puc. 2 TPE/ICTaB/ICHO cimeitcTBO perysoBatbHUX
XapaKTePUCTHK ULl KUIbKOX (IKCOBAHMX 3HAYCHb BiHO-
cHoro omopy I . Ha npomy * rpadiky mokasaHo peryJio-
BaJIbHY XapaKTePUCTHUKY [UISl BHUIAAKY KUBIICHHS BiJ
i7IeabHOTO JUKEpesa Harpyra (r*— 0). IIpoananizyemo
OJlepKaHi XapakTepuCTHKU. Jlis ineanbHoro jukepena
HAIpyTH (r = 0), 3i 36ibIIeHHsIM MapaMeTpa t BuXixHA
nanpyra U” Heo6Me>1<eH0 3pocrarime. Y BHITAJKY peab-
aux jokepen (r'# 0), mpu t = 0 ta t = 1, Buxigna Hanpyra
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JOpIBHIOBAaTHME HYIO, OCKUTBKU BiJICYTHE TIepenaBaHHSI
eHeprii BiJ JKepena 10 HaBaHTKEHHs. 3a MEBHOTO 3Ha-

* * . .
4yeHHs napamerpa t =t,,, BuUXilIHa Hampyra, a OTXKe 1

BHXiIHA TIOTYXHICTh IOCSTa€ MaKCHMAaIbHOTO 3HAYCHHS
Prax- BUHUKAE NMUTaHHS. YU BIAMOBIZAE TaKMH PEKUM
POBOTH peKUMY TIepeaBaHH MAKCHMABHOT MOTYKHOCTI
BIiJ] JUKepelia 10 HABAHTAXKCHHS ?

Puc. 2. PerysroBasibHi XapaKTepUCTUKH 32 BiJJICyTHOCTI
HAaKOIM4yBaJIbHOTO KoHJeHcaTopa Co

Sk Bimomo [2], y BUIIaAKY JIHIHHOTO BHYTPIITHBOTO
OMOpY JDKEpesa, oro TOYKa MaKCUMAIIBHOI MOTYXKHOCTI

(TMII) mae xoopauHATH: UK/IP =0.5; I,:Ap =0.5. O1xe,

MaKCUMAaJIbHO MOXKJIMBA BHXIJHA MOTYKHICTh TaKOrO
* * * .
mxepena ctaHoBUTh Pyp =Upp - Iyp =0.25. Buxigny

HOTYKHICTb PETYJIATOpa, y TOYLl MakCUMyMYy BHXiJHOT
Hampyrd (puc. 2), MOXXHa BH3HAYHTH 332 (OPMYIIOO

*

* * * * .
Pmax =Umax / Rip =U mzax -r . IlepeBipka moka3sye, mo

32 Oyab-fKOr0 3HAYEHHs mapamerpa [ Pr;ax < P,\*Ap .
OTxKe, 1A cXxeMa, 3a OyIb-SKOro 3HAYeHHs mapamerpa I,
He 3a0e3neuye MOIIMBICTh MEpeiaBaHHs MAKCHMAIbHOI
MTOTY>KHOCTI BiJ JKepena Mo HaBaHTakeHHs. Lle moB’ s13a-
HE 3 TUM, IO €Hepris BiJ JpKepelia BiZOWPAeThCs JIHIIE
TO[Ii, KOJIM KIIFOY S 3aMKHEHHH, TOOTO TUCKPETHUMH TIOP-
uisvMu.  SIkimo ok kimod S Oyne MoCTiHHO 3aMKHEHHH
(t'=1), mKepeno KHUBICHHS MPAIOBATHME B PEXKHMI KO-
POTKOTO 3aMHKaHHs, BHACIIJOK YOro €HEepris Bix jkepe-
Jla 10 HaBaHTAXXCHHs He Hajxoautume. 11[o6 3abe3meun-
TH Oe3nepepBHICTh BiIOMpaHHS eHeprii BiX Jpkepena, Ha
Bx0i [P HEoOXimTHO BCTAHOBUTH HAKOIHYYBAJIbHY €M-
Hicte Cp moctatHporo 3HaueHHs (puc. 1). Bracmimok
Nepepo3noniry cTpyMiB, 3a HasBHOCTI Cp, peryiroBajibHa
XapaKTEePUCTHUKA OMHUCYBATHMEThCS TAKUM BUPA30M
* *
U * _ t 1_t . (2)
* * *2
cFor
Jns mporo BUManKy rpadikd peryioBaIbHAX Xapa-
KTEPUCTHUK TPECTABICHO HA pUC. 3.

*

U
15

125 =01
— f
1 s —o 25

|I'
0,75

.,-*j'_' r'=05 “‘H \
05 Pl

0,25

0 0,2 0,4 0,6 0,8 1
Puc. 3. PerynoBaiibHi XapaKTepUCTUKH 32 HASIBHOCTI HAKOITH-
yyBalbHOr0 KoHAeHcaTtopa Co

[epeBipka nokasye, 110 BUXiJHA OTYKHICTh B TOY-

KaX MakCUMaJIbHOI BUXiZHOI HAaNpyru OyAb - SKOTO 3 IIX

rpadikiB, BiJIIOBI1a€ MaKCUMaNbHIM BUX1IHIA MOTYXHOC-
Ti JpKEpesa

Prax = Pyp = 0.25. ©)

Otxe, 3a HasiBHOCTI eMHOCTI Cp, peryssTop IiJBH-

I1yBaJbHO-TIOHWKYBAIBHOTO THIy 3a0e3Meuye MOMKITH-

BICTB nepeaaBaHHA Bi,H JOKEpeiia 10 HABAHTAKCHHA Mak-
CUMAaJIbHO MOXKJIUBO1 HOTy)KHOCTi. I[J'IH ObOTo HeO6XiI{HO

* *
3a0e3neunTH MEeBHE 3HadeHHA mapamerpa t =typ. Bu-

3HAYMMO YMOBH, 32 SKHX BiJl JDKepesa [0 HaBaHTaKEHHS
nepeaBaTHMEThCS] MAKCHUMATEHO MOXKIIMBA MOTYKHICT.
Sk Bizomo [9], BXixHi Ta BUXigHi mapamerpu IP mig-
BUIIYBaJbHO-TIOHIKYBaIbHOTO THITY (puc. 1) moB’si3ami
CITIBBITHOIIEHHSIMH
*
U:Jut:Ui*n't_t*; I(*)utzli*n'lt_*t- 4

BpaxoByrooun, 1o mpu JiHIKHOMY BHYTPILIHbOMY

omopi JpKepena HOro BHXiJHA Hampyra Ta BHXITHHN
*

ctpym B TMIT U p =0.5;

TH, 110 Yy BUNAnKy podoru jpkepena B TMII Buxinna Ha-
npyra 1a ctpyM IP

*
I yp = 0.5, Moxxemo 3amuca-

* t 1-t
Ugt =05 ——; |out—05_- (5)
1-t t
3 iHmoro 6oky, U;Ut = Igut R*LD , TO0TO

*

out =0. (6)
Ipupisuiorouu (5) ta (6) OTpI/IMaCMO
o1t .
-ttt
abo
t2/Rp=t"2r" =(@1-t")2. )

*
Orxe, mapamerp t)p MOXEMO BHU3HAYHTH LULIXOM
PIIICHHS TAKOTO KBaJPAaTHOTO PIBHSIHHS
* * *
2" -+ 28" -1=0. (8
Ile piBHSHHS Ma€ 1Ba KOPCHI
\l 1 » 1+ \l

; = 9)
rr —1 1-r"

BpaxoByroun ¢iznunuii 3micT nmapamerpa t mpuxo-

JIMMO JI0 BUCHOBKY, IO JIMCHUM OyJe JIMIIe KOpiHb t; ,
\/ 1
typ =
r-1

B 1abn. 1 HaBemeHO pO3paxoBaHi YKCENIbHI 3HAYCH-

TOOTO

(10)

* . .
Hs mapameTpa typ A pi3HUX 3HAYCHDb BIJHOCHOTO OIIO-

py r'. UncesnbHe 3HaueHHs [T BUNAAKY [ = 1 oTpuMaHO
HUISXOM PO3KpHUTTS HeBu3HaueHocti Bumy 0/0.
PesynbraTu, mpencrtaBieHi B Tabn. 1 miaTBepoKy-
10Thcs Tpadikamu Ha puc. 3. TakuM YHHOM, SKIIO Ha
Bxoni IP (puc. 1) BCTaHOBIICHO HAKOMMYYBaJbHY €MHICTh
Co OCTaTHHOTO 3HAYEHHS, LEH peryisarop, Ha BiIMiHY
Bij IP migBHIyBaJILHOrO Ta MOHWKYBAILHOTO THIIIB [6],
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3a0e3neuye MOXJIIMBICTh BIIOMpPaHHS Bifl JPKEpesa JKUB-
JICHHSI MaKCHMAJIBHOI TTOTYXHOCTI, TEOPETHYHO, 3a Oy/Ib-
SIKOT 3HAYEHHS OTIOPY HaBaHTaXXEHHs peryJisitopa R p.

Tabmums 1
3aeXxHICTh MapaMeTpy t:wp Bif omopy '*
r 005| 01 | 0,25 | 05 0,8 1
tye 084 | 077 | 067 | 058 | 053 05
ro|125] 2 4 [ 10 | 20
typ 048 | 041 | 033 | 0,24 | 0,19

B [6] nokazaHo, 110 eIeKTpUYHi KOJa, 10 YTBOPIOKOTH
IP migBUIyBaIbHOTO Ta TOHW)KYBAILHOTO THIIIB € JTyaib-
HuMH. LM, 30Kpema, MOSICHIOEThCS MOIOHICTD 1X mapamer-
piB Ta XapakTepucTHK. SIKIIo 10 cxemu posrisHyroro [P
(puc. 1) 3acTocyBaTH MPUHLMITH MOOYAOBH TyabHHX €JICK-
TPUYHHX KiJ, oTpuMaeMo cxemy [P, 300pakeHy Ha puc. 4,
stka o0pe BizgoMa i HaszBoro cxema Kyka [9, 11, 12].
L, c L du

e . o
Puc. 4. Perynatop miJBHILYBaIbHO-TIOHMKYBAJIBHOTO THITY
3a cxemoro Kyka

3 ypaxyBaHHSM NPUHIHUITY JyalbHOCTI, IS HEi €
IIMCHUMHM TaKi CIIiBBIIHOIIEHHS

R T T
Uout =Uin- lout = lin- ]

*

(11)

* 1

ae t = top/T, top - TPHBANICTh PO3IMKHEHOT'O CTaHY KII0Ya
SHa nepiop 7.

AHaJIOTIYHO [0 TIOTEpEHIX CXEM MOXKHA IT0Ka3aTH,
mo 11 peryiroBajibHA XapakTepUCTHUKA 10 BHUXINHINA Ha-
MIPy3i MaTAME BUTIIA

* *
t (1-t)
* * * *
rra-t")+t"2
BpaxoByroun, mo A AyadbHUX CXE€M aHajIorom

* *

Uout =Vin- (12)

* * *
mapamerpa I € mapamerp R p =R p/r=1/r , moxna
CTBEP/KYBATH, IO I CXeMa BigOHMpaTHUMe BiJ JUKepena
MaKCHMaJIbHy HOTYXKHICTb 32 YMOBH, IO

- Rp -1
t=typ =52~
Rp -1

B Tabi. 2 HaBeseHO po3paxoBaHi YHMCENIbHI 3HAUEH-

(13)

* . .
Hs napamerpa typ 171 pI3HUX 3Ha4Y€Hb BIAHOCHOTO OIIO-

py I =1/Rp.

Tabmuws 2
3aneKHICTh MapaMeTpy t;/,P Bix onopy * ms cxemu Kyka
r 005| 01 | 025 | 05 0,8 1
typ 019 | 024 | 033 | 041 | 048 | 05
r 125 2 4 10 | 20
t,» [053 |058 [067 [0,77 |0,84
Ha puc. 5 mpencraBieno rpadiku 3aiexHOCTI

* *
tygr = T(r) mus IP, cxema sikux HaBemeHa Ha puc. 1 ta
puc. 4.

I
BAR = |
i Carvmpecd e
[ %Y "‘\._‘ _'_'_,__,_—
B e
‘/( ——— _ril:l:"ll'.l
] -
r
0 2 4 6 8 10

Puc. 5. 3anexnicTs mapamerpa tj*wp BiJ omopy I*

i rpadiku € m3epKaIbHIM BiZOOpPaKEHHAM OJHH OJI-

. o . . *
HOTO BIJHOCHO JIiHIH, mo Bianosinae typ =0.5. Ha puc. 6

MPEJICTABIICHO TPadiki  PEryTIOBATBHUX XapaKTEPHUCTHK
peryisitopa (puc. 4) 1ist pisHEX 3HAYEHb Tapamerpa I, sKi
M ATBEPDKYIOTH PE3YJIbTaTH, MIPe/ICTaBlIeH] B TallI. 2.

i

[L¥]
Puc. 6. PerymoBanbni xapakrepuctuku cxemu Kyka

TakuMm 4uHOM, OOWIBI PO3TIAHYTI cxeMmH 3abe3re-
YYIOTh MOXJIWBICTh BiIOMpaHHS MaKCHMAIbHOI MOTYX-
HOCTI BiJ JDKepesia JKHBICHHS, TEOPETHYHO, 3a Oy.b-
SKOTO 3HAUYCHHS ONOPY HaBaHTakeHHs R p.

PexomenoBaHi gianasoHu pery/ioBaHHs. Y Bin-
MOBIJTHOCTI 3 PEryJIFOBATBHUMH XapaKTepHCTHKaMH (puc. 3
Ta puc. 6), BUXiIHA HAMpyra PeryisaTopiB I0CATaE MaKCH-

* * *
ManbHOro 3HaueHHs U g 3a ymoBu, mo t =t,,p. Bu-

. * *

xigny Hanpyry U gy <Umax MOXKHA OTpUMATH IOPU JBOX

PI3HMX 3HAuUEHHAX Tapamerpa U, oJHe 3 SIKHUX € OLIbIINM
* .

3a typ, a iHIOIE — MEHIIMM. Y TaKuX BHIIAJKaX, K ITOKa-

3aHo B [6], mpu BUOOPI Aiama3oHy peryiOBaHHs AOLLITEHO
BpaxoBYBaTH KOC(ILIEHT BUKOPUCTAHHS EIEKTPUYHOT
SHeprii JuKepelia eleKTPOXKUBICHHS 7.

SIKIIO JKEPeIIo KUBJICHHS € JDKEPEJIoM HaIpyTH, 3
ypaxysannsm (11), sanexuicts 7 = f(t') ams IP (puc. 4)
MAaTHMe BUTIISA

* * * t*
n=U =Uj, :Uoutl_*-

(14

. . *
OTxe, 31 30iMBpIIEHHSAM TTapameTpa U, # 3pocTatume.
ToMmy, y pasi KMBJIEHHS BiJ JKepena HarpyrH, llapaMer-
* . . . . *
pat mouinpHO 3MiHIOBAaTH B Aiana3oHi tjp...1. Sxmo x
JOKEPENo JKMBJICHHS € IDKEPENIOM CTPyMy, 3aJIeKHICTb
n =f(t) nns wiei %k cxemMu MaTUMe BUTIIA
*
1-t

=lin=lout—=
t

* * *

n=1 (15)

* * * * *
BpaxoBytoun, mo gy =Ugqw /Rip =Uoul
OTPHMAEMO, IO

s w1t
n=Ugur t*

TakdM YHHOM Yy BHUINAJKY JKMBJICHHS BiI Kepena
CTpyMy, napameTrp t JOLINBHO 3MIHIOBAaTH B Jiana3oHi
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* . . tee
0....t)sp - Kpim TOro, eheKTHBHICTH BUKOPHCTAHHS €HEPTil

JoKeperna 301L1bIIyBaTUMEThCS 31 301UIbIICHHSIM r’, To6To
i3 3MEHIICHHSIM OIOPY HaBaHTaXeHHs R p.

BpaxoBytoun ayanbHICTh CX€M pPO3IJISSHYTHX Perysisi-
TOpiB, POOMMO BHCHOBOK, 110 1j1st IP (puc. 1) pexomenartii
MaTUMyTh TPOTWISKHHHA XapakTep. AHAI3 OTPUMAaHUX
pe3yJIbTaTiB, a TaKOXK pe3ym>TaTiB HaBesieHUX B [6], cBin-
4T NPO T€, WO JUisi BUOOPY JIOLLIBHOTO JianasoHy pery-
JoBaHHs mapamerpa t, HeoOXiTHO BpaxyBaTH Jisa (akropu:

1) T jpKepena eNeKTPUYHOI eHEPTii;
2) cnioci6 miAKIIOUEHHsT KepoBaHOro kimroua S B IP,
BiJTHOCHO JDKEpelia XKUBJICHHS Ta HABAHTAXKCHHSI.

B 1abm. 3 HABE/ICHO peKOMe}LIIOBaHl Jliara3oHu pery-
JIOBAHHS TlapameTpa t, y 3aleXHOCTI Bl THITY /pKepena
JKUBJICHHS Ta CIIOCO0Y MIIKITIOYEHHS KEPOBAHOTO KIIF0Ya S
Oco0NMBICTIO PO3MJISIHYTUX PEryJISATOPIB T BUILYBAJIBHO-
MOHIDKYBAJIBHOTO THITy € Te€, LIO0 MOJSPHICTh 1X BHXIITHOT
HaIpyrdl € TPOTHJIEKHOIO 10 TOoJsipHOCTi BXimHoi. Ilpm
NPaKTHYHOMY 3aCTOCYBaHHI 11€ HE 3aBX/H € 3py4HuM. Tomy
OyJI0 PO3pOOJICHO BapiaHTH IMX CXEM, Y SKHX TOJIIPHICTH
BUXIJTHOI HAIIPYTH CITIBIAJAE 3 MOJSIPHICTIO BXITHOT.

Tabmuis 3
PexomeHnoBaHi Aiana3oH PeryIIOBaHHS mapamerpa t*
Kirou
5 | Ns
Jxepeno
r
l]'._'( { : otMp tMpl
J@ typ.d 0..typ

Bouu BimoMi mmix HasBamu BignosimHo ZETA
converter (puc. 7) Ta SEPIC converter (puc. 8) [13, 14].

L, I,
°_T_X _/v\/\_ —
17) | C (Jmu
+
v, = ~vo = | |R.
|
- o l
Puc. 7. Perynsarop tuny ZETA
L C VD I{Jm
+0_N\/\_._|
1. U

in

C
U, xs L, =" []Rld
o l

Puc. 8. Perynarop tuny SEPIC

adlf

CxeMu X peryJisiTOpiB BiIpi3HSIOTHCS BiJl PO3IJIs-
HyTHX 6a30Bux cxem (puc. 1 Ta puc. 4) criocobom moby-
JOBH 6UXIOHO20 KOJIA, 8 TaKOXK HASBHICTIO JOJATKOBUX
peakTHBHUX eneMeHTiB. OIHaK OCKUIBKHA HAaWBayKJIMBIIII
BJIACTHBOCTI PETYJISTOpa BU3HAYAE COCi0 o0y 10BHU HOro
BXIJHOTO KOJIa, 30KpeMa CIOCIO MiAKIIIOYCHHST KEpOBaHO-
TO KJIfoYa S pe3ynbTartH, sKi OyJI0 OTpUMAaHO IS peryJis-
TOpa MiJABHIYBaIbHO-TIOHIKYBambHOTO THIy (Buck-

Boost converter) (puc. 1) OynyTh AiHCHUMH Uit peryiisi-
topa tunty ZETA (puc. 7), a pe3yabratu, OTpUMaHi Juis
cxemu Kyka (CUK converter) (puc. 4), OyayTs AiiCHUMH
s perynstopa tuny SEPIC (puc. 8). 3okpema, mis
3a0e3reueHHsT MOJKJIMBOCTI BiIOMpaHHS MaKCHMaJIbHOI
MOTY>KHOCTI BiJ JyKepena >KUBJICHHS, Ha BXOJI PEryisTo-
pa tuny ZETA noBuHeH OyTH BCTaHOBJIEHHH KOHJEHCa-
top Cp mocTaTHBOI EMHOCTI (pHC. 7).
BucHoskn.

1. Cxemu IP 3 mocninoBauM (mapajgenbHUM) BMHKaH-
HSIM KEpOBAaHOTO Kio4a S 3a0e3nedyroTh MOJKIUBICTH
BiIOMpaHHS MaKCHMAaNbHOI TOTYXHOCTI BiI Kepema
JKMBJICHHSI JIMILE 32 YMOBU HasBHOCTI Ha iX BXOJl HaKo-
mayBaIbHOI eMHOCTI Co (iHIyKTHBHOCTI Lo).

2. 1P migBUIIyBaJIbHO-IOHM)KYBAJIBHOIO THIYy 3a0e3-
MEIyIOTh MOXKIIMBICTD BiIOMPaHHA MaKCHMAIbHOI IOTY-
’KHOCTI Bijl JUKepesa KUBJICHHS 0 HABaHTAXXCHHs Maike
3a OyIb-SIKOTO 3HAYCHHS OTIOpYy HaBaHTaXXCHHS R p.

3. JlouiibHuid J1iania30H peryiioBaHHS HapaMeTpa t
00MpaoTh 3 ypaxyBaHHsIM THIY JUKepela JKHBICHHS, a
TaKOXX CIIOCO0y MiJKIIOUEHHS KEPOBAHOTO KIIOYA B iM-
MyJIbCHOMY PEryJIsTOpi.

KoudJikTt iHTepeciB. ABTOpPH CTaTTi 3asBISIOTH
PO BiZICYTHICTb KOH(IIIKTY iHTEpECIB.
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Step-up/step-down regulatorsin maximum power transmission
mode.

Introduction. Switching DC voltage regulators are traditionally
used to regulate and stahilize the voltage on the load. Due to the
widespread use of non-traditional and renewable sources of elec-
tricity, there is a need to select from them the maximum possible
amount of electricity. As is known, the maximum power from the
power supply to the load will be transmitted provided that the out-
put resistance of the source is equal to the load resgtance. If this
condition is not met, a matching switching regulator is switched on
between the power supply and the load. Most often, for the purpose
of matching, pulse regulators of step-up or step-down types are
used. Problem. The operation of regulators in the matching mode
has a number of features, in comparison with the modes of regula-
tion and stabilization of the output voltage. Thus, since in the maxi-
mum power transmission mode the output resstance of the source
and the resistance of the load are values of the same order, in any
calculation the internal resistance of the source must be taken into
account. There are works in which features of work of regulators of
step-up and step-down types in a mode of transfer of the maximum
power are analyzed. In addition to these types of pulse regulators,
there are regulators of step-up/step-down types, which are rela-
tively rarely used for this purpose. Firg of all it is connected with
insufficiently studied ahilities of work of such regulators in the
specified mode. Goal. The aim of the work is to analyze the features
of the operation of pulse regulators of step-up/step-down types in
the mode of transmission of maximum power from the power supply
to the load, as well as to determine the conditions under which it is
possible and appropriate to work in this mode. Methodology. In the
work, taking into account the internal resistance of the power sup-
ply, the regulation characterigtics of the basic circuit of the pulse
regulator of the step-up/step-down type are analyzed. The condi-
tions under which the transfer of maximum power from the power
supply to the load is ensured are determined. Results. It is shown
that the existing variants of the circuits of regulators of the step-
up/step-down type can be obtained from the basic circuit by apply-
ing the rules of congtruction of dual eectric circuits. Consequently,
the basic calculated relations for such circuits can be obtained from
the calculated relations of the basic circuit using the principle of
duality. Originality. A method for determining and studying the
regulation characteristics of pulse regulators, taking into account
the internal resistance of the power supply. Practical value. The
obtained results allow to determine the conditions under which it is
possible and expedient to operate different circuits of regulators in
the mode of transmission of maximum power from the power supply
to the load. Based on these results, recommendations are given for
sdlecting a suitable range for changing the relative time of the
closed state of the controlled switch, depending on the type of power
supply used, as well as the method of connecting the controlled
switch in the regulator circuit. References 14, tables 3, figures 8.
Key words: step-up/step-down regulator, regulation charac-
teristics, maximum power transmission.
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An improved search ability of particle swarm optimization algorithm for tracking maximum
power point under shading conditions

Introduction. Extracting maximum possible power from solar energy is a hot topic of the day as other sources have become costly
and lead to pollution. Problem. Dependency on sunlight for power generation makes it unfeasible to extract maximum power.
Environmental conditions like shading, partial shading and weak shading are the major aspect due to which the output of
photovoltaic systems is greatly affected. Partial shading is the most known issue. Goal. There have been many proposed techniques
and algorithms to extract maximum output from solar resources by use of photovoltaic arrays but every technique has had some
shortcomings that couldn’t serve the complete purpose. Methodology. Nature inspired algorithms have proven to be good to search
global maximum in a partially shaded multipeak curve which includes particle swarm optimization, artificial bee colony algorithm,
and flower pollination algorithm. Methods. Particle swarm optimization algorithm is best among these in finding global peaks with
less oscillation around maximum power point, less complexity, and easy to implement nature. Particle swarm optimization algorithm
has the disadvantage of having a long computational time and converging speed, particularly under strong shading conditions.
Originality. In this paper, an improved opposition based particle swarm optimization algorithm is proposed to track the global
maximum power point of a solar photovoltaic module. Smulation studies have been carried out in MATLAB/Smulink R2018a.
Practical value. Smulation studies have proved that opposition based particle swarm optimization algorithm is more efficient, less
complex, more robust, and more flexible and has better convergence speed than particle swarm optimization algorithm, perturb and
observe algorithm, hill climbing algorithm, and incremental conductance algorithm. References 24, tables 4, figures 12.

Key words: conventional particle swarm optimization, maximum power point, opposition based particle swarm optimization
algorithm.

Bcmyn. Ompumania MaxcumanbHO MOANCIUBOL NOMYICHOCMI §3 COHAUNOL eHepeii € Ha038UYaliHO aKmMyanrbHuM HAPA3l, OCKINbKYU iHWL
Odoicepena emepeii cmanu KOWMOSHUMU Ma Npu3e00sms 00 3a0pyouenns. Ilpoonema. 3anesicnicmv 6i0 comsunozo ceimaa O0as
6UPOONEHHA eleKmpoenep2ii YHEMOJNCIUBTIOE OMPUMANHSL MAKCUMATLHOT NOMYAHCHOCHI. Y MOBU HABKOIUMHBO20 Cepedosuya, maKi
AK 3amMiHeHHs, YacmKoGe 3aMiHeNHA [ clabke 3amineHHs, € OCHOGHUM ACNEeKMOM, Gi0 AK020 CUNbHO 3aNedCUmb NOMYHCHICMb
@omoenexmpuunux cucmem. Yacmroee saminenns — naigioomiwa npoonema. Mema. Byno 3anpononosano 6azamo memooie ma
aneopummis 01l OMpUMAHHA MAKCUMATLHOL 6100ayi 810 COHAYHUX pecypCie 3a O0NOMO2010 (homoereKmpuyHux bamapeil, aie KOXceH
MemoO Mag OesiKi HeOOMIKU, AKI He MO2TU CAYHCUMU O0CACHEHHIO N06HOT Memu. Memooonozia. Aneopummu, HAaMxXHeHHI NPUPOOOIO,
BUABUNUCS XOPOWUMY 05l NOULYKY 2100ANbHO20 MAKCUMYMY HA 4ACMKOBO 3aminenili Kpusill 3 bacamvbma nikamu, KIOYAOUU
onmumizayilo poio 4ACMUHOK, aneOpumm wmyyHoi 00XHCOnuHOi KOnoHii ma aneopumm 3anunenus xeimie. Memoou. Ancopumm
onmumizayii poio YACMUHOK HAUKpauje nioxooumv Ok NOULYKY 2NOOANbHUX NIKIE 3 MEHWUMU KOAUBAHHAMU HABKOIO MOYKU
MAKCUMATLHOI NOMYICHOCME, MEHWIOI0 CKIAOHICMIO MA NPOCMOMmOI0 peanizayii. Aneopumm onmumizayii poro 4acmuHoK Mae
HeooNiK, Wo Nnoisdeac y mpuearomy 4aci obuucienb ma wieuokocmi 30idcHocmi, 0COOIUBO 6 YMOBAX CUNLHO20 3AMIHEHH.
Opuczinanshicms. Y yiti cmammi nponoHyemvcs NOKpAujenull anzopumm onmumizayii poio 4acmuHoK Ha OCHO8I NPOMUNEHCHOCT
ona  giocmedicents 2n006anbHOi MOYKU MAKCUMATLHOI NOMYICHOCMI COHAYUHO20 ghomoenekmpuuno2o mooyns. Pospaxynkosi
mooeniogannsi npogodunucs y MATLAB/Smulink R2018a. ITpakmuuna winnicms. [Jocriodcennss 3a 00nomMo2010 MOOEOGAHHs
dosenu, Wo aneopumm ORMuUMiz3ayii por YACMUHOK Ha OCHOGI NPOMUAEHCHOCTI € OLlbl eqheKmUGHUM, MEHUL CKIIAOHUM, HAOIUHIWUM
I eHyukiwum i Mae Kpawy weuoKicmv 30IJCHOCMI, HIJC AN2OpUMM ONMUMI3AYil PO YACMUHOK, ANeOpumm 30VpeHHs ma
CHOCMEPEICEHHS, ANOPUMM CXOONCEHHSl HA nA2opb ma aneopumm iHKpeMeHmanbHoi npogionocmi. bion. 24, tabn. 4, puc. 12.
Kniouogi cnosa: TpapMuiliHa onTHMi3anisi POl YACTHHOK, TOYKAa MAKCHMAJbLHOI NOTY/KHOCTI, aJITOPUTM ONTHMI3auUii poro
YACTHHOK HA OCHOBi IPOTHJIEKHOCTI.
Abbreviations

ABC |Artificial Bee Colony OBL Opposition Based Learning
FPA  |Flower Pollination Algorithm P& O Perturb and Observe Algorithm
GMPP |Global Maximum Power Point PSC Partial Shading Conditions
IC Incremental Conductance Algorithm PSO Particle Swarm Optimization
IPSO  |Improved Particle Swarm Optimization PSO-OBL  |Opposition Based Particle Swarm Optimization Algorithm
MPP_ [Maximum Power Point PV Photovoltaic
MPPT |Maximum Power Point Tracking PWM Pulse-Width Modulation
1. Introduction. With increasing demand of energy generation shows a significantly more dynamic

renewable source of energy, solar energy is getting more
and more attention because of its easy and never ending
availability. But operating PV panel a MPPT is a
challenging task. So accomplishing this task can make use
of PV panels very effective and it will largely reduce the
use of non-renewable sources which will have such a
huge impact on mankind’s lifestyle that it can save a huge
amount of money and world resources. However high
installation cost and getting lower efficiency are still the
challenges that are faced nowadays by researchers [1, 2].
Solar energy plays a vital role in the development of a
country. Compared to other renewable sources solar

development. Research studies shows that the installed
capacity of solar power plantsin 2016 was 315 GW [3-6].
For extracting MPPT, there are face several challenges
such as temperature and irradiance affects the P-V
characteristics of photovoltaic cell. For delivering
maximum power to load several conventiona agorithms
were to tackle MPPT. For instance P& O MPPT method
[7], 1IC MPPT method [8], modified hill climbing method
[9], frictional short-circuit current approach [10], ripple
correlation control method [11] and dliding mode
controller [12] were used. The specidty of these
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algorithms is that these give good response for uniform
irradiance of solar panel but under PSC these algorithms
failsto track the global MPPT.

Goal. This paper present a hybrid technique used to
track global max power point very efficiently by using
improved particle swarm optimization agorithm. For
improving search ability of PSO dgorithm, PSO is
hybridized with OBL [13], for getting high tracking
efficiency, convergence speed and power output. PSO is an
outstanding choice for problems of nature of non-linear
optimization [14]. To check the robustness of this hybrid
techniques, two different PV configurations of are employed.

The PV system consists of PV pands, MPPT
controller, DC-DC converter and load (Fig. 1). The output of
the PV pands is fed to the converter as well as to the
controller. The controller uses its input to regulate the duty
cycle of the converter for maximum power point operation.

hidiitioh M e f 1 44
== (R _._l
IRET 4 L
P Ky, COATRNET Fom | 2 B
e |
Temperal e -x
i y !
[I'M:-rq-:l:
= meer |
—_—

Fig. 1. Block diagra-m c;f Pv :aystem

This paper is organized as follows. In Section 2
there is description of P-V characteristics under PSC. In
Section 3 methodology is describe. In Section 4 test
system is presented while in Section 5 simulation results
are discussed. In Section 6, comparison is discussed and
paper is concluded in Section 7.

2. PV cdl’s modeling with single-diode equivalent
circuit.

2.1. Characteristics of solar cell. Equivalent circuit
of PV cell is shown in the Fig. 2 and the output in the
form of current is given by:

q-Uy +1-R
'pv:'ph_lo'{exp(%.'rsn_l}
1)

Upw-1Rs
Rp
where I, is the output current of cell; Iy is the
photocurrent; Io is the reverse saturation current; q is the
charge of an electron; Uy, is the work voltage of a PV
cdl; K is the Boltzmann constant; A is the ideality factor;
Rs and R are the series and parallel resistances; T is the
cell temperature [15].
The different parameters of proposed PV module are
shownin Table 1.

el
=3

I(w
® Y |
VD

Fig. 2. Single-diode equivalent circuit of PV cell

Tablel
Parameters of Sun Earth Solar Power TPZ250MBZ PV 250 W
Parameters Variables| Values
M aximum power Puep 250 W
Open circuit voltage Voe 30V
Short circuit current lee 83 A
Current of Py Ivpp 8.83A
Voltage of P Vvep 36.8V
| coefficient of temperature K (0.065+0.015)%/°C
V. coefficient of temperature] Ky | -0.32+0.05)%/°C

2.2. Effect of PSC on PV characterigtics. In this
paper, two different PV configurations are used to check the
robustness of proposed technique. The first configuration is
4S2P, which consists of 8 PV modules. Four modules are
organized in one string with power of 249 W. The overall
power extracted is 1992 W. Second configuration is 3S1P,
which consists of 3 PV modules that are arranged in one
string. The overdl power extracted by second configuration
iS 747 W [16]. Power extracted by different pattern of PSC is
shown in Table 2. The PV configuration (4S2P) proposed in
this paper isshown in Fig. 3.

Table 2
Different patterns of 3S1P and 4S2P configurations
4S2P-configuration 3S1P-configuration
G11=1 kW-m? | G21=1kW-ni> Gl= 1 kw-m?
— ™
% G12=1 kW-mi? | G22=1kW-ni> acs G2= 1 kw-m?
§ G13=1kW-m? | G23=1KW-m?2 §
G3= 1kw-m?
G14=1 kW-m? | G24=1kW-m?
G11=1 kW-m? | G21=1 kW-ni> Gl= 1 kw-m?
N _ 2 _ o ¥ — -2
% G12=900 W-m | G22=800 W-m % G2=900 W-m
$ | G1=600W-m? | G23=7T00W-m? | B
G3= 900 W-m?
G14=500 W-m?2 | G24=1kW-m~2
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Fig. 3. Proposed PV configuration (4S2P)

3. Methodology.

3.1. PSO algorithm. PSO is an outstanding choice for
problems of nature of non-linear optimization. PSO method
is ingpired by the behavior of swarms, insects and flocks
[17]. In the previous decade, PSO is mostly the utmost
favored optimization method for MPPT applications. In
PSO, the initid particles (duty cycles) are chosen randomly
in domain of the bounding limits. These particles are spread
in whole search domain. The best among them in each
iteration is known to be P 4 and the finest in all repetitions
is recognized as G 4. Further, position and velocity of the
particles/units are modified in each repetition and the
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procedure keeps continuing till it reaches the best position.
The motion of PSO particles in arbitrary search domain
space are demongtrated in Fig. 4. The velocity and position
updates are provided in:

VLWV + 14yt (Rii— X+ oo (G- X1 )9
where W is the inertial weight; X is the position; V is the
velocity; C; and C, are the inertia congtants; t is the

iteration count.
Equation (4) represents fitness function:;

P(Dik)> P(Dik_l). 4

Sense the voltage and
current of the PV panels

I=1 and i=i+1

Qutput the Duty cycle with according to the
position of the Particle i
¥
Evaluate each position and the speed of each
particle according to the equation

¥

Set best of Pbest as
Gbest

¥
Update particle position
and speed

Output the optimal duty
cycle

Fig. 4. Flowchart of the PSO algorithm

3.2. Opposition Based Learning (OBL). In 2005
Tizhoosh proposed the OBL technique [18] in the field of
machine learning. He found that it is easier to find global
maxima through opposite solution rather than random
solutions and it is 50 % highly probable than original
random solutions. OBL produces opposite solutions of
original random solutions in each iteration and finds the
fitness value of every solution and it is opposite. The one
with the lower fitness is retained and other is discarded.
The best among current solution space is selected and its
opposite is sent to next iteration. This opposition based
technique can increase the random search ability of
random search methods. It has been used in PSO [19] and
differentia evolution algorithm [20] to improve their
random search domain. The opposite point is defined as
follow. Let (s, Xa,..., X,) iS @ point in an n-dimensional
space, X;, Xa..., Xn€R, X€[a, bj]. The opposite point
q (%, % ... X, ) of qisdefined as

X =g +b —x; =1.n. (5)

The opposition based optimization is defined as

follow. Let q(x1, Xo..., Xy) iS @ point in n-dimensional

space and g (%, X, ... X, ) is its opposite. For objective

fitness function f(q), if f(q°) < f(g)q" is kept otherwise q is
kept unchanged.

3.3. PSO with OBL. PSO agorithm was presented
by Eberhart R. and Kennedy J. in 1995 [21] and is based
on the behavior of folk of birds. The present state of a
particles that are in continues movement in the possible
solution space is described by two variables, the position
¥ and the velocity of movement v;. The state of each
particle in n-dimensional solution space, is determined by
the position vector X = [X1, X, ..., Xn] and velocity
vector V, = [Vj3, Via,..., Vin]. At the start, the particles are
dispersed randomly over the whole possible solution
space. Itsimplementation in PSO isdepicted in Fig. 5.
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Fig. 5. Particle swarm optimization hybridized with opposition
based learning

4, Test systems. Simulation studies for different
cases of the PSO and PSO-OBL techniques have been
carried out in MATLAB/Simulink R2018a. The system
proposed for simulationsis shown in Fig. 6. PV moduleis
used followed by a DC-DC buck converter and load.
MPPT block is consisting of an MPPT controller and
PWM generator. Current and voltage from PV module are
presented as input to MPPT controller which produces

Y muwlele T Pl ] Feaar (CETan [FT ]
i i gl [
el
L1l gl o amr
v Cuntrvdier

Fig. 6. Proposed system for PV using PSO agorithm

In Fig. 7 PV array configuration of 3S1P is shown,
in which asingle rail of three series connected modulesin
used to check partial shading effect.
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Fig. 7. 3S1P configuration of PV panel array

Different cases of partial shading considered for
3S1P are shown in Table 2. Three different modules are
given separate values of irradiance and their output P-D
curve is generated which generates a 3-peaks curve
corresponding to values of irradiance being given as an
input. Similarly, 4S2P is shown in Fig. 8 and its different
cases for partial shading are shown in Table 2.

5. Simulation results.

5.1. Simulation results of PSO and PSO-OBL
for 4S2P configuration. Figures 9, 10 show simulation
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Fig. 8. 4S2P configuration of PV panel array

results of 4S2P configuration for PSO-OBL in different
cases of partial shading as shown in Table 2. The number
of iterations used for PSO is 25 while number of iterations
used for PSO-OBL is 100 which helps creating opposite
candidate solutions and effectively tracks GMPP.

5.1.1. Results of pattern no. 1. In pattern no. 1 the
rated power is 1992 W and the power extracted from
simulation is also 1992 W. The calculated results show
that tracking efficiency will be 100 % and the
convergence speed will be 1.021. The P-V curve of rated
power and extracted power isshownin Fig. 9.
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Fig. 9. 4S2P pattern no. 1: a — characteristic curve; b — P-V curve using PSO-OBL

5.1.2. Results of pattern no. 2. In pattern no. 2 the

tracking efficiency will be 99.81 % and the convergence

rated power is 1321 W and the power extracted from  speed will be 1.008. The P-V curve of rated power and
simulation is 1320 W. The calculated results show that  extracted power is shownin Fig. 10.
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Fig. 10. 4S2P pattern no. 2: a— characteristic curve; b — P-V curve using PSO-OBL

5.2. Simulation results of PSO for 3SI1P
configuration.  The  parent technique (PSO)
implementation for 3slp has shown promising results as
agreeing with work [22]. The characteristic curves for
different patterns of 3S1P and corresponding P-V curves
using PSO are shown in Fig. 11, 12.

5.2.1. Results of pattern no. 3. In pattern no. 3 the
rated power is 747 W and the power extracted from
simulation is also 747 W. The calculated results show that

tracking efficiency will be 100 % and the convergence
speed will be 1.01. The P-V curve of rated power and
extracted power is shown in Fig. 11.

5.2.2. Results of pattern no. 4. In pattern no. 4 the
rated power is 688.2 W and the power extracted from
simulation is 688 W. The calculated results show that
tracking efficiency will be 100 % and the convergence
speed will be 1.015. The P-V curve of rated power and
extracted power are shownin Fig. 12.
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Fig. 12. 3S1P pattern no. 4: a— characteristic curve; b — P-V curve using PSO

6. Comparison among PSO and PSO-OBL. After
performing smulation studies of PSO and PSO-OBL, one
can see the clear improved efficiency and effective tracking
of GMPP in less t/n ratio (where t/n is the maximum amount
of time (or, more specifically, steps) that a function tekes to
run). This proves that PSO-OBL is better in al conditions as

compared to PSO because PSO doesn't perform as well as
PSO-OBL and especiadly when it comes to strong shading
PSO-OBL totaly outperforms PSO and proves itsdf to be
best to use as MPPT dgorithm in al environmenta
conditions. Tables 3, 4 provide the comparison of both the
techniques.

Table3
Comparison of both techniques
. . . Convergence | Oscillations - BEST
Configuration Case Algorithm | t/n | Power | Rated power speed o GMPP Efficiency agorithm
PSO 0.027 | 1992 0.6826 0 100
Pattern 1 I s0-0BL | 0.020| 1992 1992 1.021 0 100 | o008t
4s2P PSO | 0.027]13175 0.6769 0 99.73
Patemn 2 | bso.0BL | 0010 1320 1321 1.008 0 981 | OOBL
PSO 0.027| 743.1 0.6917 0 99.72
ssip Pattern 3 [ oso-0BL | 0.010| 747 ar 1.01 0 100 | FPOOBL
Pattern 4 PSO 0.027| 688 688.2 0.6811 0 99.97 PSO-OBL
PSO-OBL | 0.010| 688 1.015 0 99.97
_ Table4  oscillation around maximum power point, less complexity
Comparison of parameters of P& O, IC, PSO and PSO-OBL and easy to implement nature. Particle swarm optimization
Algorithm | Steady state Falingto Complexity has disadvantage of having long computationa time and
oscillations |local maximums converging speed particularly under strong shading
P&O Y, J J conditions. In this paper, hybrid technique is used to track
Te % v v global max power point very efficiently by using improved
hO y N L | particle swarm optimization algorithm. This technique is
ESSCOMPIEX | effective in all shading conditions. Simulation results
PSO-OBL x x Lesscomplex | shows that opposition based particle swarm optimization

7. Conclusions. Environmental conditions limit the
functionality of photovoltaic module. A lot of methods
have been proposed in literature to address this problem but
it never achieved goa due to number of reasons. Partia
shading is most known issue. Nature inspired agorithms
have proven them to be good to search global maximum in
a partidly shaded multipeak curve which includes particle
swarm optimization, artificial bee colony, flower
pollination algorithm etc. Particle swarm optimization is
best among these in finding globa peak with less

algorithm is less complex, more efficient, robust, flexible
and have better convergence speed than particle swarm
optimization and other techniques. Since shading is an
unpredictable process so to predict the accuracy and to
expect a 100 % output is still an uncertain thing. The
increasing demand of energy and ever increasing
advancement in technology is making more and more
space to bring improvement to maximum power point
tracking as well as the improve the transient response of the
system [23, 24]. So power extraction with more accuracy in
less amount of timeis still a scope.
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Equivalent cable harness method generalized for predicting the electromagnetic emission
of twisted-wire pairs

Introduction. In this paper, the equivalent cable harness method is generalized for predicting the electromagnetic emissions
problems of twisted-wire pairs. The novelty of the proposed work consists in modeling of a multiconductor cable, in a simplified
cable harness composed of a reduced number of equivalent conductors, each one is representing the behavior of one group of
conductors of the initial cable. Purpose. This work is focused on the development and implementation of simplified simulations to
study electromagnetic couplings on multiconductor cable. Methods. This method requires a four step procedure which is
summarized as follows. Two different cases, of one end grounded and two ends grounded configurations can be analyzed. Results.
The results had shown that the model complexity and computation time are significantly reduced, without, however, reducing the
accuracy of the calculations. References 20, tables 1, figures 8.

Key words: electromagnetic emission, asymmetric digital subscriber line, crosstalk, equivalent cable harness method,
multiconductor transmission line network, power loss, twisted-wir e pairs.

Bcemyn. 'V yiti  cmammi  memooO  exgisanenmno2o KabeavbHO2o O0JHCCYma  Y3A2ANbHIOEMbCS  OAsl  NPOSHO3YBAMHA  3a0ay
e1eKMpPOMACHIMHO20 BUNPOMIHIOBAHHA Kpyyenux nap oOpomis. Hoeusna 3anpononosanoi pobomu noaseac 8 MOOeno8aAHHI
6a2amodicunbHO20 Kabemo 8 CNPOWEHOMY OAC2YMI NPOBOII6, WO CKIAOAEMbC 31 3MEHUIEHOT KITbKOCME eKEI8AIeHMHUX NPOGIOHUKIE,
KOJICEH 3 SIKUX Penpe3eHmy€e nogediHKy 0OHIEL 2pynu nposioHUKi6 euxionozo kabeno. Mema. Poboma 30cepedacena na po3pobyi ma
peanizayii cnpowenozo Mooent08anHs O O0CIIONCEHHSA eNeKMPOMAZHIMHUX 36'A3Ki6 Yy bazamodcunvhux Kabenax. Memoou. et
Memoo GuUMazae YOMupucmyniniacmoi npoyedypu, axka Kopomxo onucana y cmammi. Mooicna npoananizyeamu 08a pi3Hi 6Unaoku.
KOH@ieypayii i3 3a3eMAeHHAM 00HO2O KiMys ma 3a3emleHHs. 080X Kinyig. Pezynemamu. Pesynvmamu noxazanu, wjo cK1aoHicmb
Mooeni ma mpusanicmes 0OYUCTIEHb SHAYHO 3HUNCYIOMbCS, npome 6e3 3HUdCeHHA mounocmi obyuciens. bion. 20, Tabm. 1, puc. 8.

Kniouosi cnosa: ejeKTpoMarHiTHe BUIIPOMIHIOBaHHs, aCHMeTPU4YHA HH(pPoBa a00OHEHTChbKA JiHifA, NepexpecHi mepemKoan,
MeTO/ eKBiBaJIEHTHOI0 Ka0eJbHOr0 MKI'yTa, Mepe:ka 0araTonpoBiAHUX JiHill mepenadyi, BTpaTH NOTYKHOCTi, Kpy4YeHi mapu

JIpOTiB.

Introduction. For transmission signal in complex
telecommunication network one of principle resources of
noise that affect the signal quality is due to the crosstalk
coupling. The crosstalk among twisted-wire pairs (TWPs)
is commonly classified into near end crosstalk (NEXT)
and far end crosstalk (FEXT) [1-4]. Furthermore, we
distinguished two types of coupling crosstak, the
inductive coupling and the capacitive coupling, the
dominant coupling at an arbitrary configuration is due to
the termination impedance effects[5, 6].

The survey of literature shows that reducing the
number of wires is not a new task. An efficient
simplification technique called the «equivalent cable
bundle method» (ECBM) has been proposed for
modelling electromagnetic (EM) common-mode currents
on complex cable bundles for telecommunications
networks applications with arbitrary loads [7]. This
method, allows, using the theory of Multiconductor
Transmission Line Network (MTLN), to take into account
the phenomena of propagation and couplings on and
between all the wires of the network.

In recent years, the increase in the frequency of
disturbances electromagnetic that can potentially attack
the wiring network encourages the research to extend
digital immunity to high frequencies. This will
unfortunately comes up against the limitation in MTLN
frequency.

In high frequencies, the use of three-dimensional
methods, solving the Maxwell equations in space then
proves to be obligatory. However, they require a fine
discretization of each conductor of the beam in segments
whose length is usualy less than one tenth of the
wavelength. The computation times then become

prohibitive as soon as the number of conductors of the
beam in important.

It must therefore find simplifying hypotheses
alowing the complexity to be reduced wiring harness
without, however, reducing the accuracy of the
calculations [8, 9]. The goa fina is to generalize the
feasibility of such an approach for twisted-wire pairs.

Purpose of the work is focused on the development
and implementation of simplified simulations to study
electromagnetic couplings on multiconductor cable.

Presentation of the equivalent cable harness
method proposed of complex twisted-wire pairs.
Description of the main assumption adopted in this
modified procedure for a coupling problem in twisted-
wire pairs cable will be detailed in this section.

The proposed geometry consists of a cable
composed of twisted-wire pairs, both ends or only one
end of the each pair circuit can be grounded.

Note that the twisted-wire pairs used here are
connected to the ground plane. We would expect common
mode current to be dominant. Therefore, the main
assumption of the original ECBM is unchanged [10], we
make approach that the impedance loads in such case of
twisted-wire pairs can be considered such as a common
mode loads and the differential loads in one end of the
pairs can be neglected.

The determination of geometrical characteristics of
the reduced cable is omitted here because the aim of the
method is to predict crosstalk in the pairs that we are
interested in his currents and voltages[11, 12].

The modified equivalent cable harness method for
modeling crosstalk in frequency domain among twisted-
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wire pairs requires a four-step procedure [9], which is
summarized as follows.

Step |. The god of this step isto classify the pairs of
the initial cable in different groups according to their
termination loads at both ends of each pair. The culprit
and victim pairs are classified into two groups separately
and they hold its initia characteristics (including its
positions, radius, and medium). The common-mode
characteristic impedance Z.. is determined by modal
transformation in the MTLN formalism in order to obtain
the characteristics of all the modes propagating along the
cable. Furthermore, the very important condition of the
eigenvector associated with the common mode in the
matrix [Ty is verified, this part is more detailed in the
original ECBM [8, 10].

Then all the remaining pairs in the complete cable
bundle are sorted into groups by comparing the value of
the termination loads (near Zy and far Z;) to Zn.. The
conductors are installed as pairs; each two conductors for
one pair are in the same group because the modal analysis
is made of twisted-wire pairs configuration. We define the
four groups (may be less than four) which can be

determined in each configuration in Table 1.
Table1
Classification of the pairs according to their termination loads

Group 3
Z(Ji > Zrnc
2 <Zn

Termination load
Near end (0)

Group 1
Zoi < Zie
2y <Znp

Group 2
Zpi < Zy
Z;i > R

Group 4
Zgi > Zinc
2> Zny

Far end (L)

Step Il. The determination of the per unit length
(p.u.l) parameter matrices of an equivalent cable is based
on the determination of p.u. parameter matrices of the
pairs from which it is consisted.

We consider a short circuit between conductors of
one group of «k» conductors (Fig. 1). This assumption
dlows. firstly to define the group current I, for the
equivalent cable and secondly the group voltage Ve for
the equivalent cable.

P I; Conducter 1

I Conductor M

klec \

T T I, e T T r T o

Fig. 1. Mode common current and voltage of k conductors
in the same group

To determine the inductance reduced matrix, we
need two additional assumptions detailed in [9]:

1) the currents flowing along all the «k» conductors
of a cable bundle are decomposed in common mode
currents and a differential mode currents. The differential
mode current can be neglected [5, 13, 14].

The current and the voltage of «k» conductors in the
same group can be written by:

lec =11+ 1o+ +1; (1)
Ve =V1+Vo +...+ V. 2

Thus, from the telegrapher's equation on the MTLN
formalism for lossless line we can obtain the inductance
matrix links the currents and the voltages on each
conductor on an infinitesimal segment of length:

Vi Ly L - Li|la

V. L L L |
0 Vol _jy 2 M2 2| te2| (g
o0z|: : : :

Vk Lke Lko Lk | ek

2) The common mode currents along al the
conductors of a same group are identical:
lee=l1=lo=...= 1y, 4
where | is the mode common current in the k conductor.
The common-mode characteristic impedance of the
harness can be obtained:
V, Z;
Vo =2 =1, )
Klee Kk
where Z; is the common-mode characteristic impedance of
each conductor in the group (Fig. 2).

el » i
C ORI O e s

4 Aares)

R d

Y epnmcmrs)

Fig.2. Cross section view of complete and reduced cable

These assumptions may alow finding the final system
matrix; we index the conductors of each group asfollows:
N; conductors of the first group indexed 1 to x;

N, conductors of the second group indexed x+1toy;
N3 conductors of the third group indexed y+1 to z;

N, conductors of the fourth group indexed z+1 to N.
The final system that allows finding L,y can be

obtained:
XL y .
Zi=l Lll Ie(:]_ + Zi=X+1 Lll I ec2
Moo " . ©)
ox z . N '
Zi=Y+1LJJ oot Z|=z+1 v,
N3 ec3 Ny ecd
X ) Yy :
Zi=1LNI I + Zi=X+:|.LNI I 2
Ny N, o N, -

ox RSt
Zi:y+1LNi

The voltages of each conductor belonging to the
same group being equal (2), the insertion of this property
in previous eguations leads to the following system
connecting the voltages and currents of the four groups of
conductors[7]:
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Z ZI.Z] lL'J Z 121 x+1

Neag B
x NZ NiN; o2
8
X z - X N L ®
Zi:lzj=y+1|"1 Zi:lzj:zﬂ 1) i
+ Iec3+ |e04 X
N;N3 Ny N4
y Y
6\/«2 . ,x+lz>1< 1L'J fo+lzj x+lL'J
X N1N2 N2
9
X iy Nadiaali :
i=x+1&j=y+1 ) i=xt+14mj=z+1 1) A
+ Ie(S T Ia)4 y
NaN3 NoNy
OVec3 __ Z| y+1z =1 'l ot ZI y+lz] =x+1 'J lan +
ox N;Nj NoN3 & (10)
z z z N
Zi=y+l j=y+1Lij Zi=y+lzj=z+ll'ij .
+ 5 lecz + leca |:
N3 N3N4
N X
Neca Zi:z+1zj:1Lij ZI Z+lzj it i
=—]o |ec1+ |902+
15)4 N1N4 N2N4 (11)
Z| Z+1Z =y+1 |J +z| Z+lzj =z+1 ” .
ecd |»
N3N, N2
Ve | cet
0 | Vec2 | ce2
—| o =—jollegll (12)
0z Vec3 Ice3
_Vec4 Ice4
Ly Lir Lz Ligr
L] Loy Loor Lozr Loar (13)
r - ’
Lair  Lsar  Laar  Laar
_L41r I-42r I-43r I-44r
X X
Zizlz j:]_Lij
Lagr NI (14)
1

The expression of p.u. capacitance matrix for the
reduced model [C,o] Can be obtained with the same
reasoning in no homogenous and polar medium.

For a weakly polar medium, one can ignore the
dispersion of the dielectric constant and, accordingly, the
phase velocity [11]:

[Craal= 5 [Lra]™ &

where U=C/\/Z-

So, using the assumptions and approximations set
out above, the matrix inductance and capacitance with
(NxN) dimension can be reduced into matrix (4x4) which
coefficients exerted on and between the conductors.

Step I11. The aim of this step is to determine the
termination loads to be connected at both ends of the
equivalent conductor. Here, all load impedances are

considered as pure resistance and are not fregquency
dependent. There are two kinds of the termination loads,
differential-mode loads and common-mode loads:

o Common-mode loads. Each load connected to the
ground plane at histerminal end (Fig. 3).

Vi 'V, Vi

Vec

Fig. 3. Equivalent termination common-mode |oads

The impedance equivalent Zg. for «k» conductors in

the same group (Z1, Z, ...Zy), is.
i i+i+...+i. (16)
Zee 41 2y Zy

o Differential-mode loads. We consider the type
differential loads connected between conductors from
different groups (Fig. 4). The impedance equivalent Zy;,,
for two conductors (1 and 2) in group 1 and two
conductors (N1+1 and N1+2) in group 2, is:

1 1 1
= + . (17)
Zo1z  Zi-n1a Zo-N1+2
Conductors Conductors
Group 1 Group 2
Vi v, Vi« Vs
L s L2 e, Vec,
Z 1+
! *Iecl *Iecz
Zd
- 12
Zec, Zecy

Fig. 4. Equivalent termination differential-mode loads

The type of differential loads connected between
conductors in the same group is neglected.

Step 1V. The aim of this step is to determine the
section geometry (radius, coating radius, permittivity
relative of coating, height, distance between harnesses), of
each reduced harness using the linear parameter matrices
determined at the Step I1. This part is more detailed in the
origina ECBM [8, 10].

For modeling the twist of pairs on complete model
the matrix P [1] was used, in the reduced model this
matrix is evaluated to take into account only the twisted
wires of the pairs which we not apply the method [1].

For the equivalent cable for each group the current
and voltage are multiplied by 1 in the matrix P.

In order to determine currents and voltages in both
ends of each pair, the excited pair is assumed to be a
disturber and the crosstalk in an arbitrary victim pair in
term of power loss (PL) is shown.

Note that the values of the power loss crosstalk
(PLnexT, PLEEXT) N decibels can be calculated as follows
[15-18]:
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PLnexT /s = —1010910 (|H nex ( f )|2) , (18

2
PLEgxT/ds = —1010810(H gexr (F)])

where Hyexr and Heexr are the transfer function.
The PL expression can be written as follows:

PLNEXT i/dB :10|091ol(Vi (%) /V1(X1))2J; (20)

PLeexr /a8 =1010850[(V; () Vi (0))2), (21
where V, is the voltage in the victim wire which we want
caculates his crosstalk; x;, x_ are the first and the last
extremities of theline[19].

Application of the equivalent cable harness
method. The mathematical model established will be
used for obtaining the power loss near and far (PLyext and
PLrexr) in a bundle of twisted wire pairs. Twisted wire-
pair is connected by two ends of each pair to the ground
plane. Figure 5 illustrates the geometry used, they shows
the first case of initial model of twenty-eight pairs
denoted from 1 to 56, and the reduced cable of two pairs
and two equivalent harness denoted ec,, ec,.

19)

Heduced made!

Complete modef H
{58 crmaaohars} 4 conduciors+ 3 Horness

Fig. 5. Complete model cable and reduced model cable
twisted-wire pairs cross sectional view

All wires are further assumed to have the same
radius a = 0.523 mm and polyvinyl chloride coating
radius of b = 0.549 mm. The length of the wire is
L = 1 km. The twisted pair consists of N = 10000 loops.
The height of the first wire (numerated 8 and 10) above
ground conductor ish = 20 mm, the height is very closeto
the reference plane, the intention in doing so is to avoid
the noise produced by the loop between the receptor
circuit and the reference plane.

The other conductors are located just above and next
to the first wire with vertical distance of 0.127 mm for the
same pair conductors and 3.17 mm for other conductors,
the horizontal distance between the wiresisd = 3.17 mm.

In Fig. 6 the pair one is given as an example, which
is connected to the voltage source V, at its near end
through a load Zy; and adapted at its far end through a
load Z, ;.

The crosstalk will be studied in the frequency range
from 1 kHz to 30 MHz with reference to Fig. 6 and in order
to make same loads such as in XDSL systems, the loads in
the pairs which we are interested are set to Zyy = Z,1= Zy, =
=Z,, =120 Q under the condition, that for atwisted pair the
active resistance R of the conductors is much less than the
inductive resistance wlL., and the active conductivity G of the

insulation is much less than the capacitive resistance wC,
respectively: R<< wL, G << wC[20].
NP
Ny N7 ' ARAAC N
Vo(xl) A Pairl ysource pair) 1{ 2
7 A ’ ‘\ Y ’ \\
v \_’_._I I+__f —p—
1 I
. I I
D+ -\ '—’—-\ ';_'.‘_| — ’.
Vs G Vi)
\ A AN 1y
L Y e .

Ly

Z
VD L1

A\ i/
o Pkt Y Zigds

Fig. 6. Model of two ends grounded geometry of twisted-wire
pairs longitudinal view

The classification of groups is made according to the
comparison with the common-mode loads determined by
the modal analysis.

The pairs of the complete cable bundle sorted into
four groups as follows (Fig. 5):
group 1: pairs 1 (conductors 1-2);
group 2: pairs 2 (conductors 3-4);
group 3: harness 1 (conductors 5-30);
group 4: harness 2 (conductors 31-56);

The p.u. parameter matrices [L;e] and [Creq] Of the
reduced harnesses cables are calculated in nH/m and pF/m
for a1l km long line respectively:

[1.02 0.88 0.25 0.25 0.25 0.19]
102 025 024 024 0.19
Lol 1.02 0.88 013 0.17 _
red 1.02 013 0.17 ’
0.36 0.16
i 0.34 |
(4374 -3656 —053 —047 -413 -1.21]
4374 -047 -052 -464 -071
Co]- 4370 -3659 -064 -104
red 4372 -065 -064]
4610 -1520
46.17

Next before and after applying our equivalent cable
harness method the results are compared. The culprit pair
is the pair one numerated (1, 2) in Fig. 5, we are
interested in the voltage and current of the second pair
numerated (3, 4) in Fig. 5.

The near end of conductor one (first pair (culprit
pair)) is excited with a constant voltage source of 1 V.

The first pair is activated and we calculate the PL in
the second pair (conductor 3). Next, we apply the method
and we calculate again the PL on the second pair when
thefirst pair is activated.

Figures 7, 8 show the power loss in the second pair
(conductor 3) for NEXT and FEXT successively for the
initial model and the complete model.
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Fig. 7. PLyext Voltage in the frequency domain on pair two
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Fig. 8. PLrexr voltage in the frequency domain on pair two

For this configuration the difference between the
two models is a few decibels. In the high frequency some
differences are observed which are possibly due to the
apparition of the transverse electric and magnetic mode.
Results for this case confirm that equivalent cable harness
method can be successfully applied in prediction crosstalk
in a two ends grounded configuration of twisted-wire
pairs cable in frequency domain.

To evaluate currents and voltages at both ends of
each pair, the MTLN technique is used [5, 6] because for
telecommunications networks the length of the wire is
L = 1 km and greater than. For automotive applications
where the lengths are too shirt (some meters) we can used
three-dimensional methods, solving the Maxwell
equations in space, how require a fine discretization of
each conductor of the beam in segments.

Conclusion.

In this work the equivalent cable harness method
was applied at different groups of pairs and voltages for a
model of twisted-wire pairs in a cable bundle of
telecommunication networks.

The foremost attributes of the modified method are:

o the study of crosstalk is established in the frequency
domain from 1 kHz to 30 MHz where the line is
electrically long and the transverse electric and magnetic
mode is considered;

e the conductor, twisted wire to wire in both
configurations studied which affect the terminal loads and
giverise to anew approach of the equivalent loads;

e the victim and culprit pairs considered as different
groups and were involved in the reduced per unit length
parameter matrices.

The crosstalk NEXT and FEXT are smulated at an
arbitrary culprit pair in term of power loss this task allows
reduction of complexity and computation time for a
complete cable bundle modeling and maintains a fairly
good precision, the total computation time is reduced by a
factor of 2.8 after equivalence of the complete model by
using the method of Multiconductor Transmission Line

Network theory for cable of 28 pairs (56 conductors),
which have been performed on a 2.5 GHz processor and a
4 GB RAM memory computer. Numerical simulations
presented in this paper validate the efficiency and the
advantages of the proposed method.
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BnuimB JieryBajibHOI 100aBKH Ha TemJIO(i3U4YHI Ta peoJIOriyHi BJIACTHBOCTI
MoJIiiMepHOI KOMIO3Mii, 110 He MiCTUTh IraJIOreHiB, 1JIA i30/511ii Ta 000J10HOK KabdeJiB

Tlonum na 6oenecmitiki KOMNO3UYii, Wo He MICMAMb 2AN02€HI8, 01 BULOMOBIEHHI NONCEHCOOE3NeYHUX NPOB0Jie ma Kabenig besne-
pepano 3pocmac. Tomy po3pobka yux mamepianié € akmyansHolo npoonemoro. Memoio cmammi € 00CIiOdNCeH s 6NAUBY 1€2YBANLHOT
dobasku Ha mennogizuyni ma peonoziuni eénracmugocmi xomnosuyit. Tennogizuuni 61acmu6ocmi BUSHAYEHO 3 GUKOPUCTHAHHAM
npunady TGAIDSC 1/1100 SF komnanii METTLER TOLEDO. Peonoziuni 0ocriodcenns ROIMEPHUX Mamepianie npoeedeno Memo-
dom Kaninaphoi eickozumempii Ha npunadi MUPT-AM. Busnaueno enniug necysanvhoi 000aéku HaA GoOpmMyeanHs HAOMONEKYIAPHOT
CIMPYKMYPU HANOGHEHUX NOJIMEPHUX KOMRO3UYil. Bcmanoeneno 3nudicents epekmusHoi 6 s13kocmi po3niagy noliMepHol KoMnosuyii
6 6 pasie 3i spocmannsam weuokocmi 3cygy 6 40 pasie npu sminenni memnepamypu 6io 150 0o 190 °C. Illsudkicme 3cygy nonimepnoi
KOMNno3uyii' 3 necysanvrolo 0obaskoro spocmae 6 40 pasie 3 niosuwennam nanpyxcenns 3cyey 6 9 pasis. Pesynomamu oocnioxcens
0army MONCIUBICIL OOTPYHMOBAHO NIOXOOUMU 00 PO3POONEHHA eheKMUBHUX MEeXHOIOIYHUX NPOYeci8 8U0MOGIeHHA 130ayii ma
o0bononok cunosux kabenig. biomn. 29, tabm. 3, puc. 8.

Knrouoei crosa: kabejabHa NPOAYKLis, JeryBajbHa 100aBKa, Pe0JIOriyHi BJACTHBOCTI, TeMIepaTypa I1aBJIeHHs, TeMIlepaTy-

pa Mo4aTKy po3Kjauy.

Beryn. B ocranHI KiibKa AECSATHIITH ITOIUAT HA BOT-
HECTIMKI KOMITO3MIIT, IIT0 HE MICTATEH TAJIOTEHIB, IS BUTO-
TOBJICHHS TI0XKeX00E3NeYHNX MPOBOIIB 1 KabeniB Oe3mepe-
PBHO 3pocTae. 30eOUTBIIOro Iie OB’ A3aHO 3 iX MepeBaraMu
y CKOpPOYEHHI JUMOYTBOPEHHS Ta 3MEHIIEHHI TOKCHYHHX
Ta KOPO3iHO-aKTUBHUX Ta3iB il Yac TOPiHHS B MOPIBHSIH-
HI 3 TpagumiiHO 3aCTOCOBYBAaHNMH TaJIOT€HOBMICHUMH
HETOPIOYUMHU KaOeNIbHIUMHK MatepiaiaMy. Taki KOMIO3HUINT
MIEPEBAYKHO MPEICTABIIAIOTH COO0K0 MaTepiali, 10 MaTh
y CBOEMY CKJIaJli TOJIiIMEP HA OCHOBI MOTi0NIe(iHIB 1 3HAYHY
YacTKy HEOPraHiYHHMX aHTHIIPEHIB, 30KpeMa TiIPOKCHIY
amominito Al(OH)3 [1, 2]. Tlonionedinu € onHUMH 3 Haii-
OLIBII JIETKO3aiMHUCTHX MarepiajiiB 3 BHCOKOIO TEIUIOTOIO
3TOpSIHHS, HHU3BKHM 3HAYeHHSAM KHCHEBOI'O IHJCKCY Ta
BHCOKHM TEIUIOBUILIEHHAM, 3aJIMIIAI0YH Majo a00 30BCIM
HE 3aJIMIIAa0YH KOKCOBOTO 3auiiKy [3, 4].

Jnsa Toro mo6 npoiitu pizHi BunpoOyBaHHS Ha Bif-
MTOBITHICTH HOPMAaM TOXEKHOi 0e3MeKn MOXKyTh BUKOPH-
CTOBYBATHCSI KOMIIO3MLIT 13 BMICTOM Bi/IMOBIZJHOTO HAIlO-
BHIOBaya Ha piBHi 60-80 %. Be3ymoBHO, y pasi 1OTO
BUHUKAIOTH JOCUTH CKJIAIHI 3aBJaHHS IIOJ0 TEXHOJIOIiY-
HOCTI Ta MEXaHIYHUX MOKa3HHUKIB KOMIIO3HIIIH, SKi TOBO-
JUTHCSI BUPILIYBaTH 1 BUPOOHUKAM KaOEIbHUX KOMITayH-
IiB, i BUpOOHUKAM KabenpHOT mpoayKiii [5].

PeormoriuHi BUMIipIOBaHHS MOJIMEPHUX pO3IUIABIB
LINPOKO BUKOPUCTOBYIOThCS B TEXHOJOTISAX IEpepoOKH
MTOJIIMEPHUX KOMITO3UIIIHA IJIT KOHTPOIIO SKOCTI Ta OITH-
Mizanii npouecy. [HIIO 1iKaBow 00NACTIO peosorii €
OTpuMaHHS 1H(OpMaIii mpPo MOJEKYJSAPHI MapaMmeTpu
moJiiMepiB Ta OylIOBY CTPYKTYpPH B TeTEPOT€HHHUX IOJIi-
MEpHHUX cucTemax. Y myoOumikaiii [6] qaeTbest ormsm BIUIH-
By MOJIEKYJISIPHOI MacH, MOJIEKYJISIPHO-MacOBOT'O PO3IIO-
JITy, CTYIIEHIO pO3rajly)KeHHsI Ha Pi3Hi PEeOoJIOTiyHi Xapak-
TEPUCTUKH. J[JIsl TUCTIEpCHUX TONIMEPHHUX CHCTEM, TaKUX
SIK MaTepiallid 3 YAaCTUHKAMHU Ta MOJIMEPHUMH CyMilllaMH,
peoToriuHi BUMIPIOBaHHS MOXYTh 33aCTOCOBYBATHUCS SIK
MPOCTHIA METOJ SKICHOTO MOCIHIDKEHHS B3a€EMOIIN Mik
pisHEME (Da3aMu Ta 3MiH T€OMETPHYHUX CTPYKTYp, CTBO-
pEHUX HeoTHOpiAHOCTIMH [7].

ExcTpy3if € OCHOBHUM METOIOM IE€pPEepOOKH MOJi-
MepiB B KaOeNnbHIN MPOMHCIOBOCTI. Maiike BCi omepartii 3
nepepoOKH MojiMepiB NOTpeOyI0Th eKCTpyaepa Uis IJia-
BJICHHS, 3MilllyBaHHs Ta (opmyBanHs BupoGiB [8, 9].

11106 3po3yMiTH Ta ONTHUMI3YyBaTH NpoOLEC eKCcTpy3ii, cro-
YaTKy HEOOXIiTHO 3pO3YMITH pEOJIOTiYHI BIACTHBOCTI
[10]. TammamMu ctoBaMH, BaKKO 3pO3YMITH Ta ONTHMi3yBa-
TH OIIEpaLilo MEePepoOKH TONIiMEPY, He MAIOUX CIIOYaTKY
MIOBHOTO PO3YMIHHS TEPMOPEOJIOTiYHOI TMOBEMIHKH MOJIi-
MEpHOT0 MaTepiany B IIHPOKOMY Aiana3oHi dacy. bimpmr
TOTO, BHKOPHCTOBYIOYH PEOJOTiUHI BIACTHBOCTI SK ¥y
3CYBHHX, TaK 1 B MO3J0BXHIX OTOKAaX, HCOOXIIHO BU3HA-
YUTH BIAMOBIJHE PIBHSAHHSI, 3[aTHE BJIOBHTU MPABUIIbHY
PEOJIOTIUHY PpEaKIlilo Marepiady, [0 MPOJABIIOETHCS
yepe3 KamJIspHi Ta IITHHHI eKeTpy3iiiHi ronoBku [8-11].

VY poborax [12-17] 06roBOpIOIOTHCS MESKi BaXIIHBi
peosoriuHi BiacTHBOCTI MojionediHiB Ta iX cyMimieH,
OB’ s13aHi 3 €KCTPY3i€r0, Y TOMY YHCIi: BXITHUH THCK Mij
gac eKCTPy3ii, BaXJIMBUI i BHU3HAYCHHS PO3IIUPEHHS
PO3IUIABIB TOJIIMEPIB; BIUIMB TEMIIEPATypH Ta THUCKY Ha
peosoriuni BaactusocTi [18, 19]; mpucTiHHE TPOKOB3Y-
BaHHs noimepis [20-25].

BoaHouac mIsi JUCIIEPCHUX MOJIMEPHHX CHCTEM
3B’ 130K MIXK CTPYKTYPOIO 1 PEOJIOTTYHUMH XapaKTepHCTH-
KaM1 HE€ € OAHO3HAa4YHUM, HOBI/IHHi 3aCTOCOBYBATUCh 0~
JTATKOB1 METOIM MOCIIPKEHB, 00 OIIIHUTH BHECOK pPi3-
HHX €JIEMEHTIB cTpyKTyp [26]. B poboTi [27] mocmimkeHo
BIUIMB MojudikaTopa Ha TemIo(}i3n4Hi BIACTHBOCTI I10-
KEKO0OE3METHNK KOMIIO3HIIHIX MaTepiaiB.

Cepen BUMOT 10 KaOeNbHHUX ITOJNIMEPHHUX KOMITO3H-
Ii#f, 0 He MICTATH TaJIOTEHIB, € 3AaTHICTh 3a0e3MeuyBaTH
BUCOKI JiHiIHI IIBHAKOCTI eKcTpy3ii. Takum dmHOM, HO-
CHI/DKEHHS BIUTMBY JIETYBaJIbHUX JO0OABOK Ha PEOJIOTivUHI
Ta TEmIO(i3udHi BIACTUBOCTI TOJIMEPHHUX KOMITO3HIIIH,
110 HE MICTSITh TAJIOTCHIB, € aKTYaJILHOIO IPOOJIEMOIO.

MeTa pod0oTH — JIOCIIPKEHHS BILIMBY JIETYBabHOT
no0aBku Ha Temioi3W4Hi Ta PeoNIOrivuHI BIACTHBOCTI
MOJIIMEPHUX KOMITO3HIIiH, III0 HE MICTATh TAIOTEHIB, YIS
cuioBuX KabeniB Ha Hampyry 1o 1 xB i3 Bu3HaueHHAM
Temreparyp (Ga3oBUX Ta CTPYKTYpPHUX INEPETBOPEHb I10-
JTMEpHUX KOMITO3HUIIIM.

Moaimepni kabeabni kommo3umii. JlocmimkeHO
MoXke)K00e3MmeyHi MmoJiMepHi KOMIIO3UIIii, III0 HE MICTATh
rajoreHis. 3pa3ok 1 Ta 3pazok 2. ITomimepHa Marpuis
(3pazox 3) I MONMIMEPHHUX KOMIIO3MI € CYMIIIIIo
nosrionediniB (MHIMHUA MOMiETUIEH HU3bKOI TYCTHHHU,
noJiosieiHoBUl enactoMep Ta Moau(ikoBaHMH Maei-
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HOBHM aHTiAPUIOM JiHIHHUH NOJIeTUIeH HU3bKOI I'yCTH-
uH). HamoBHIOBaY-aHTHIIIPEH — TPHUTiAPAT OKCHIY ajro-
MiHil0. BMicT HamoBHIOBaua-aHTHIIpEHY B MOJIMEPHUX
KOMITO3MLIsIX cTaHoBUTH 60 %. [ToxiMepHa KOMIO3UIIs Y
3pa3ka 2 MICTUTb JIETYBaJIbHY 100aBKY y KisibKocTi 2 %0.

B sikocri sieryBanbpHOi 10OaBKM BUKOPHCTAHO Iapa-
¢iHoBi ByrieBonHi. TexHIUHI BIACTMBOCTI JIEIyBaJIbHOI
no0aBKy BKa3adi B Ta0I. 1.

Tabmumg 1
BrnactuBocTi neryBanbHOi J0OaBKU

[Toka3Huk 3HaueHHSs
B’ si3kicTh po3iuiaBy 3a remmeparypu 140 °C, IMa-c, 10° | 180-300
Temneparypa kpamtenazinss, °C, He MEHIIe HiXK 103
Teepaicts mo neHerpaii, %, He OinblIe HixK 5
06’ emHnii muromuii omip 3a Temneparypu 110 °C, ta 1.10%
Hanpyru He MeHie Hix 100 B, Om:-cM, He MeHIIIe Hixk

[TonmiMepHy KOMIIO3MIIIF0O BHIOTOBJICHO Ha JIiHIT
koMmnayHayBaHHs kommnanii X-Compound (LIeeiiuapis).
Jo cxiany niHii BXOAUTh HACTYITHE OOJIaTHAHHS. KOMIIA-
yuaep/amimysau 120-16 L/D, excrpynep, uo nogae, GS
140-6 L/D 3 rpaHyiI0f090I0 TOJIOBKOIO, CHCTEMA IO3Y-
BaHHS IHTPEHi€HTIB, TPAHCTIOPTHI CUCTEMH IHTPEII€HTIB i
TOTOBOI MPOIYKIIii, CHCTEMa OXOJIOKEHHS TPaHyIL.

Oobaagnannsa Ta Meroguka. Cepilo eKCIIEpUMEHTIB
3 BUBUCHHS (Da30BHX Ta CTPYKTYPHHX IEPETBOPEHD, IIPO-
[ECIB TEPMOOKHUCIIIOBATIBHOI JCCTPYKIlI MPOBEACHO 3
BUKOPHCTaHHIM TNPHJIALy TEPMOIPaBIMETPUYHOIO aHai-
3y (TGA) ta mudepeHIiaabHOl CKaHyIOUOl KaTopuMeTpii
(DSC) TGA/DSC 1/1100 SF kommanii METTLER
TOLEDO 3a mBuakocti HarpiBanss 10 ta 50 rpaa/xs.

PoGounii miana3oH TemrepaTyp — BiJ KIMHATHOI 110
1100 °C; mBuakicte HarpiBarus — Bix 0,01 rpan/xe 1o
100 rpaz/xs.

MikpoBarn — MakCHMallbHa Bara IIiJ Yac HaBilIy-
BaHHS CTaHOBUTH 1 r. Po3ninbHa 3natHicTs npunaay TGA
— 1 MKT y BChOMY Jiana3oHi 3BayKyBaHHS.

Hiamazon BumiproBanus DSC: 1 — £350 mBT; po3mi-
neHa 3gaTHicTs — 0,04 MxBT.

BuznauenHst Temreparyp (a3oBUX Ta CTPYKTYPHHX
NepEeTBOPEHb IPOBEACHO 32 XapaKkTepHUMH TOYKAMHU
ornucy ¢iznyHnx BN Ha niarpamax DSC.

[Toyarok edexry ruiaBieHHs a0 CKIIyBaHHS BH3Ha-
YEeHO SK TOYKY IepeTHHy 0a30BOi JiHIi 3 Aiarpamoro Ire-
pen ¢a3oBuM mepexomoM. 3akiHUeHHS epeKTiB BU3HAYE-
HO SIK TOYKY IepeTHHY 0a30BOi JiHIii 3 AiarpaMoro Iicist
(a3oBoro mepexojay Ta JOTHYHOI KPHUBOI, SIKY IMPOBEICHO
JIO TOYKH TIEPErrHy.

BuznauenHs: Temmeparyp poO3KJaay IOJIMEPHUX
KOMITIO3MLIl TPOBENEHO, BHKOPUCTOBYIOUM Jiarpamu
DSC, ski oTpuMaHo 3a JOIOMOIOI  IpHIALY
TGA/DSC 1/1100 SF (mrBuakicTh migHATTS TeMIepaTypu
— 10 rpan/xB). Temmeparypu moyatky Ta 3aKiHYCHHS
pO3KJIaly BU3HA4YalM SIK TOYKH IepeTuHy 0a3o0Boi JiHii 3
JiarpamMoro JIo Ta Micisl po3Kiary HOJMIMEPHHX KOMIIO3H-
il Ta TOTWYHOI 0 AiarpaMu, sIKy MPOBEICHO IO TOYKH
meperuHy. Brpary macu BU3HAU€HO SK BiJCTaHb Ha OCi
opAMHAT MiX HOTHYHOK 10 TGA miarpamu Ta mapaneib-
HOIO JI0 OCi aOCLHUC Y TOUIli 3aKiHYEHHS IPOLECY.

JlocmikeHHsST peoJIOTIYHUX BJIACTUBOCTEH MOJiMep-
HUX MaTepiajiB MPOBEAECHO METOJOM KamIIpHOi BiCKO-
3uMmetpii Ha npunaai UUPT-AM.

BiractiBOCTI MoTiMepHUX KOMITO3UITIH BU3HAYEHO 32
temneparypu 150-190 °C rta nHaBanTaxkeHHsix Bin 37,24
no 211,82 H. BukopucroBytoun OTpHUMaHi JaHi, po3paxo-
BaHO HAaIPY>KEHHS 3CYBY, IIBUJIKICTb 3CyBY Ta €)EKTUBHY
B’ A3KICTb.

Hanpy»keHHst 3cyBy Bi3HaueHO 3a popmyioro (1) [28]

r=(P-P
(P-Rn) 5

r
PRl D

Ile T — HalpyXeHHs 3cyBy, [la; P — 3ycmmisa, HeoOXinHe
JUTs 3a0e3TedYeHHsT BUTPATH Yepes3 Kamisip, H; P, — BXin-
Hi BTpatH, H; R — paxiyc muninnpy, cM; I — pamiyc Kami-
nspy, eM; L — moBxuHa Kamissipy, M.

[IBuakicTh 3cyBy Bu3Ha4YeHO 3a popmyioro (2) [28]

. 4Q
=), 2
7= 3 2

Je y — WBHAKICTH 3CyBy, ¢ *; Q — BHTpaTa Mmarepiany,
emle Q= = R-h, ne h - CTallioHapHa IIBHIKICT 3aHY-
penHs mopmiHio, cMm/c; R — pamiyc mwmisHapy, cm); r —
paniyc Kamisipy, CM.

EdexriBHy B’ si3KicTh BH3HAYEHO 3a opmyrioro (3) [28]

n=t/y, (©)
Iie 17 — epeKTHBHA B’ SI3KiCTh, [1a-c.

[TobynoBano rpadiku 3aneKHOCTI HAIPY>KEHHS 3CY-
BY BiJ IIBHAKOCTI 3CyBY Ta €(EeKTHBHOI B’ A3KOCTI Bix
HIBUKOCTI Ta HAIIPY>KEHHS 3CYBY.

3 METOI OIIHIOBAaHHS €HEprii, sKa HeoOXimHa IS
MEepexoy CUCTEMH B TaK 3BaHHI MMEPEXiHUIl cTaH, TOOTO
KOJIM BPIBHOB)KCHI pyHHYBaHHS Ta CTBOPCHHsI 3B’ s3KiB,
PO3paxoBaHO EHEPTil0 aKTUBALli.

Enepriro akTuBamii B’ s3K0i Tewii BH3HAYeHO 3a (o-
pmyioro (4) [28]

R-T;- Ty - In(MFR, / MFRy)
Eget = ) 4)
Ty-Ty
ne T — remneparypa BuMiptoBanus, K; MFR; Ta MFR, —
MOKa3HUKU TeKy4ocTi posmiaBy 3a 71 u Tp, 1/10 xB;
R — yHiBepcanpHa ra3osa nocriitna (8,314 Ix/(monb-K)).

Cepito EKCIICPUMEHTIB 3 BH3HAYCHHS CJICKTPHYHOI
MIITHOCTI TIPOBEICHO 3 BHKOPHCTAaHHSM amapaTry THITY
AWU-70, mUTOMOTO ENEKTPUYHOTO OHOpy — MpHIaLy
tunty KUCU-1.

CraTUCTUYHUI aHalli3 BUKOHAHO METOJ/IOM JHCIIepC-
Horo aHamizy (ANOVA) 3 BUKOPHUCTAHHSAM MOJEIi acHM-
NTOTHYHOI perpecii 3a iHTerpajbHUM anropurmom Jlese-
HOepra-Mapksapyra i3 piBHeM 3HauymiocTi a 0,05.

PesyabTaT gociaigxkens. [ OpoBeIeHHs MpoLe-
Cy eKCTpy3ii MOTIMEepHHX KOMIIO3WLIH, MO HE MICTAThH
TaJIOTEeHIB, sl KaOeIbHOI TPOMYKIIii BaXKIIMBO TOCIiIUTH
ix Termodi3uuHI XapaKTEPUCTHKH TaKi SK. TeMIIEpaTypu
($a3oBUX Ta CTPYKTYPHUX IEPETBOPEHb, TEMIIEpATypH
moyaTky poskianxy. OcTaHHI, TaKO)XX MAalOTh Ba)KJIMBE
3HAYCHHS JUIsl eKCIUTyaTallii kaOeabpbHOT MPOAYKINT 3a Mij-
BUILEHUX TEMIIEPaTyp Ta TEMIEPaTyp KOPOTKOTO 3aMH-
kaHHs. [{ns cunmoBux kabeniB Ha Hanpyry a0 1 kB 3 i30-
JISIIEIO 13 KOMITO3HIT, 10 HE MICTUTH IajOreHiB, TEMIIE-
paTtypa KOpOTKOro 3amukaHHs ctaHoBuTh 170 °C (TpuBa-
JicTh He Onblie Hixk 5 ¢).

Ha puc. 1, puc. 2 npencrasienni DSC giarpamu mo-
JMepHOi MaTpHIIi Ta TMOJIIMEPHOT KOMITO3UIIii, [0 HE Mic-
TATH TAJOTEHIB 0€3 Ta 3 BMICTOM JIeTyBalIbHOI JOOABKH.
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Puc. 1. DSC niarpama Bu3HaueHHs1 (pa30BHX IEPEXOIiB

TemmepaTypy MOYATKy Ta 3aKiHUCHHS PO3KJIAJAHHS
(puc. 2) 3MIHIOIOTBCS B 3AJICKHOCTI BiJl CKIAay: IJIsI IMO-
mimepHoi matpuii (kpuBa 3) B miamasoni Big 229 °C mo
254 °C, mst monmimepHoi kommosuiii (kpusa 1) — Big 258 °C
no 275 °C, a 1t omiMepHOT KOMIIO3HIIIT 3 JIETYBAIEHOKO
nobaskoro (kpusa 2) — Bix 269 — 282 °C.
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Puc. 2. DSC miarpama BU3Ha4€HHS TEMIIEPaTypH IOYaTKy Ta
3aKiHYCHHS PO3KIIaIy

Ha puc. 3, 4 npexacrasnenni TGA miarpamu mojime-
PHOI MaTpHIli Ta HOJIMEPHOI KOMITO3HIIIl, [0 HE MICTATh
raJjoreHis, 6e3 Ta 3 BMICTOM JIeryBajIbHOT J0OaBKH.
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Puc. 3. TGA niarpama. Brparta macu B miamazosi Big 200 mo 450 °C

B Tabn. 2 Bka3aHi maHi BTpaTH Macd, BH3HAYCHI 3
TGA niarpamu (puc. 3) JuIst TOJIMEPHOI MAaTpPHUI[ Ta I10-
JIiIMEpHOT KOMIIO3HIIii, 1[0 HE MICTAThH rajoreHiB 0e3 Ta 3
BMICTOM JIeryBalbHOT JOOABKH.

Buxopstun 3 gaHux Tabi1. 2 BUIHO, 1110 1St 3pa3kiB 1, 2
3a BTpatu mMacu Big 5 1o 20 %, 3HaYeHHs TeMIepaTyp HUXK-
ye (Big 298 — 376 °C), Hix ms 3paska 3 (334 — 383 °C).
[pu nocsiraenHi Temneparypu 275 °C (puc. 3), cnocrepi-
raetbcst piska 3MiHa Btpatn Macu (kpuBi 1, 2). lle

OB’ 5I32aHO 3 TPOLECOM JETipaTalii TPUTigpaTy OKCHIY
ANIOMIHIIO 3 TOTJIMHAHHAM TeIia 1 BHIUICHHSM BOJIH.
3pazok 3 BTpauae 50 % macu 3a Temneparypu 426 °C.

Tabmuis 2
Brpara macu
Temmnepatypa, °C
Brpara macu, % | 3pasok 1 3pazok 2 3paszok 3
(Example 1) | (Example 2) | (Example 3)
5 298,1 301,8 334,6
10 314,0 319,0 356,6
20 351,9 376,2 383,9
30 4123 435,0 400,5
50 - - 426,1

3 ananizy TGA nmiarpamu (puc. 4) BUIHO, IO MTOJI-
mepHa Matpuus Brpadae 100 % macu 3a temmepartypu
525 °C. Hns 3paskiB 1, 2 Bxe 3a Temneparypu 560 °C
BTpaTa MacH HE 3MIHIOETHCS, 3aJMIIOK CTaHOBUTH 38 %
BiJl 3arajibHOi MacH MOJIIMEPHOI KOMITO3HIIIT, 1[0 BiAMOBI-
JIa€ BTPATi XIMIUHO 3B’ s13aHOT BOJU Ta 30iraeThCst 3 TEOpe-
TUYHHMH PO3paxyHKaMH, MpejicTaBieHuMu B [29].
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Puc. 4. TGA niarpama. Brpata macu B giammasosi Bix 200 no 600 °C

Amnaniz kpuux DSC ta TGA giarpam (puc. 1 —puc. 4)
MOKa3ye, 0 MOJIIMEPHI KOMIIO3HIIii JOMITFHO BUKOPHCTO-
BYBaTH IJISI BUTOTOBJIICHHS KaOeIhHOI MPOAYKIi, Yy sKOI
MaKCUMallbHa TpHBAJla TEMIIEPaTypa CTPYMOIPOBIIHOT
xunu He nepesuirye 90 °C, a MakcUMallbHa TeMIieparypa
3a YMOB KOpPOTKOro 3amukanHs craHoButh 170 °C. OnHo-
YaCHO BCTAHOBJICHO ONTHMAJIbHUI TeMIepaTypHHU IHTEp-
BaJI KCTPY3ii MOMIMEPHUX KOMIO3uIIii. Peosoriuni qoci-
JDKEHHS TpoBezieHo 3a temmepatyp 150, 170 ta 190 °C.

Ha puc. 5 Ta puc. 6 npencrasieHi 3aye:KHOCTI eek-
TUBHOI B’S3KOCTI BiJ IIBHIKOCTI 3CyBY Ta e(EeKTHBHOL
B’ SI3KOCTI BiJ] HAIIPYKEHHsI 3CyBY.
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Puc. 5. 3anexHicTs 3a pi3HUX TeMnepaTtyp eexTHBHOT
B’SI3KOCTI BiJl IIBUAKOCTI 3CyBY MONTIMEPHUX KOMITO3HILIH
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Ha puc. 5 mis momiMepHOi KoMMo3uilii 3paska 2
CIIOCTEpITaeThCsl OUTBII CYTTEBE 3HIDKEHHS e(eKTHBHOL
B'S13KOCT1 y BChOMY Jlialia30Hi TEMIIEPATypH IiJ] Yac Mij-
BHIICHHS IIBAAKOCTI 3CYBY B ITOPIBHSAHHI 3 MOJIIMEPHOIO
KOMITO3HLIi€r0 3pa3ka 1.

Ha puc. 6 cnocrepiraerscst 3MeHIIeHHS e(heKTUBHOL
B’ S13KOCTI 31 3pOCTAHHSAM HANPYKECHHS 3CYBY IS 3pa3ka 1
Big 8-10* 1o 1,5-10* IMa-c, s 3paska 2 Bix 6.1:10% 1o
1-10* Ma-c. JleryanbHa n06aBKka 3abesredye eeKTHB-
HUH pO3MOMIN HAOBHIOBaYa-aHTUIIPEHY B MOJIMEpHii

MaTpHili BHACTIIOK 4oro (OpMyeThCs YIOPSAKOBAHA
HAJMOJICKYJIIPHA CTPYKTYpA.
B ey
n 1 "

Puc. 6. 3anexHicTs eheKTHBHOI B’ I3KOCTI B/l HAIIPY KEHHS
3CYBY HOJIIMEPHUX KOMITO3HUIIIN 32 Pi3HUX TEMIIEPaTyp

Ha puc. 7 npencraBneni rpagiuni 3ajeHOCTi MBH/-
KOCTI 3CYBY BiJl HANPY>KEeHHsI 3CyBY (KpHBi Tedii) U TOIi-
MEpHUX KOMIO3HMIH 3pa3kiB 1 Ta 2 BianoBigHO. XapakTep
KPUBHUX BKa3ye Ha Te, IO UL IOCATHEHHS OUIBIINX 3HAYCHb
HIBUJIKOCTI 3CYBY Il 4Yac Teyil MOJIMEPHHX KOMIIO3HIIii
ToTpiOHI OUIBIN 3HAYEHHS HATpY>KEHHS 3cyBy. st modmi-
MepHOi KOMIO3HuIIii 3paska 2 kpusi Teuil (4, 5, 6) 3a dikco-
BaHMX 3HAYCHb HAIPYKCHHS 3CYBY 3MIIIYIOTBCS Y OIK BH-
IIMX 3Ha4YeHb IIBHUAKOCTI 3CyBY Y IOPIBHSHHI 3 MOJIIMEPHOIO
KOMITO3HITiET0 3paska 1 (kpusi 1, 2, 3).
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Puc. 7. 3anexHicTh 3a pi3HUX TEMIIEPaTyp HAIPYKEHHS 3CYBY
BiJl IIBUJIKOCTI 3CYBY HOJIIMEPHUX KOMITO3MILIH

Ha puc. 8 npencrasieHi rpadidai 3aJIe)KHOCTI eHEp-
rii axtuBauii B sA3K0i Teuil BiJ HaBaHTAXXEHHS IS I10JIi-
MEpHHX KOMIO3HIIiH 3pa3ka 1 Ta 3pa3ka 2.

Enepris axruBauii B'si3k0i Tedii BU3HAayae eHepre-
TUYHI 0ap’ €pH, SKi JONAIOTHECS B EIEMEHTAPHOMY AaKTi
Tedil Ta BCTAHOBJIIOE BIUIUB TEMIIEPAaTypU Ha e(PEKTUBHY
B'SI3KICTB: UMM OLIbIIIE €Hepris akTWBaLii, TUM 3HAYHi-
K BIUIMB TEMIIEPAaTypH Ha €PEKTUBHY B’ A3KICTb.

Jns monmiMepHUX KoMIO3uIliit 3pa3ka 1 Ta 3paska 2
€Heprisi aKTHBalil 3MEHLIYEThCS 3 MiABHUIICHHSIM HaBaH-

Ta)XEHHsI, PUYOMY EHEprisl aKTHBaLil IT0JIIMEpHOT KOM-
mo3umii 3pazka 1 HaOyBae MeHIINX 3HAYCHb Y OPIBHAHHI
3 MOJIIMEPHOKO KOMITO3HITIEIO 3pa3Ka 2.
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Puc. 8. 3anexHicTh eHeprii akTHBaIii B’ A3K01 Tedii
BiJl HABAaHTAKEHHA JJISI TOJIMEPHAX KOMITO3HIIIH

Jocnimkeno enekrpodizuyHi BIACTUBOCTI HOIIMEp-
HHUX KOMIIO3MLIH 3pa3ok 1, 3pazok 2, 3pazok 3. [Iutomuii
CJIEKTPUYHHUH OIip BU3HAYA€ThCS HAsBHICTIO BLIBHUX
3apsiziB (eJIeKTPOHIB Ta i0HiB) i X pyxuuBicTiO. Enextpu-
YHA MIIHICTh — LI HAIIPY>KEHICTh eJIEKTPHYHOTO TOJIA, 32
3HAYCHHS SIKO1 BiIOYBa€THCS TPOOIi.

PesynbraTu qociipKeHHS IPeIcTaBIeHo B Ta0I. 3.

Tabmuus 3
Enextpodi3nyHi MOKa3HUKHU MOJIMEPHUX KOMITO3HUITIH
) C— 3pazok 1 3pasok 2 3pa3ok 3
(Example 1) | (Example 2) | (Example 3)
OO emmii mtoMmit | 151015 | 135901 | 1.20%
omip, OM-cM
EnexkrpudHa MilHICTS, 450 485 235
kB/Mm

ITopiBHIOBATH IOLUIBHO MOXKEKOOE3MeUH] HOoTiMep-
Hi KOMIIO3HIIii, 0 HE MICTITh TaJloreHiB. 3pa3ok 1 Ta
3pa3ok 2.

3 naHux Tabi. 3 BUIHO, IO i3 BBEJCHHSM JICTYBaJlb-
HOi 100aBKU 00’ EMHUI MATOMUH OMIp MiABUNIYETHCS Bij
1,15-10% 50 1,32:10% Om-cm, eJIEKTPUYHA MIlHICTh ITif-
BuInyeThes Bix 45 10 48,5 kB/mm.

BucHoBkwu.

1. Bu3HaueHO BIUTUB JIETYBalbHOI 100aBKH Ha GOpMy-
BaHHS HAJMOJICKYJISIPHOT CTPYKTYpH HAMOBHEHHX MOJIi-
MEpPHHUX KOMIIO3UIIN Ayl KabenbHOT MPOoAyKIii, 3a paxy-
HOK YOT0 MiZIBUIIYETHCS TEMIIEPATYpa MOYaTKy PO3KIaILy
Ha 11 °C Ta kinus poskiany Ha 7 °C.

2. Tloka3aHo MOIIBHICT BUKOPUCTAHHS MOXKEK00e3Ie-
YHUX KOMITO3HIIIH 15l BUTOTOBJICHHS KaOEIbHOI POIYKIIii,
y sIKOT MaKCHMaJlbHa TPHBAJIA TEMIIEPaTypa CTPyMOIIPOBI-
Hoi xxun He niepepuinye 90 °C, a MakcuMalibHa TeMITepaTy-
pa 3a yMOB KOPOTKOT0 3aMHKaHHs cTaHOBHUTH 170 °C.

3. Bnepmie moka3zaHo BIUIMB JIETYBAJIBHOI JOOAaBKH Ha
3HIDKEHHA e(EeKTHBHOI B SI3KOCTI PO3IUIaBY IOJIMEPHOI
xommosuwii 3 6:10% no 1-10* Ma-c 3i 3pOCTAHHSIM IIIBHIIKO-
cTi 3cyBy. IIBUIKICTE 3CYyBY MOJIMEPHOI KOMITO3MIIii, 1110
MICTHTB JIeTYBaJIbHY 100aBKy, 3poctae Bix 0,5 no 20 cta
IIIBUIIEHHSM HAIPY>KEHHS 3CYBY.

4. Briepiiie 10CiKEHO BIUIMB JIEryBalbHOT 100aBKY Ha
eJIEKTPO(I3NYHI BIACTHBOCTI NOXKEKOOE3MEYHUX TMOTIMEp-
HHUX KOMIIO3MLH, 1110 HE MICTATH raJIOreHiB. I3 BBEIEHHIM
JIETYBATBHOI JOOABKU CIICKTPUYHHNA OITip ITiBHIYETHCSI
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Bin 1,15-10% no 1,32-10" Om-cMm, Ta CIIEKTPHUYHA MIIHICTh
migBuIyeThes Bix 45 no 48,5 kB/mm.

5. Pe3ynpTati AOCIHIIPKEHD Jal0Th MOXIIUBICTH 00TpY-
HTOBAHO IiJIXOJJUTH JI0 PO3POOJICHHS €PEKTUBHUX TEXHO-
JIOTIYHUX TPOLECIB BUTOTOBJICHHS 130JIA1lii, OOOJOHOK
CHJIOBUX KaOeliB 3 MOJIMEPHUX KOMITO3HLIH, 10 He Mic-
TATH TAJIOTCHIB.

Kondaikr iHTepeciB. ABTOpH CTaTTi 3asABJISIOTH
PO BiZICYTHICTH KOHQJIIKTY iHTEPECIB.
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Influence of doping additive on thermophysical and
rheological properties of halogen-free polymer composition
for cableinsulation and sheaths.

Introduction. The demand for halogen-free fire-resistant com-
positions for the manufacture of fire-retardant wires and cables
is constantly growing. Problem. Therefore, the creation and
further processing of these materials is an urgent problem.
Goal. The aim of the article is to study the effect of the doping
additive on the thermophysical and rheological properties of
halogen-free compositions for power cables with voltage 1 kV
with the determination of both the temperatures of phase and
structural transformations of polymer compositions. Methodol-
ogy. Experiments investigating the phase transformations were
carried out with the help device of thermogravimetric analysis
and differential scanning calorimetry TGA/DSC 1/1100 SF of
METTLER TOLEDO company. Rheological studies of polymeric
materials were conducted by using the method of capillary
viscosimetry in the device [IRT-AM. Results. The influence of
the doping additive on the formation of the supramolecular
structure of the filled polymer compositions for cable products
was determined, that resulted in the temperature increase of the
decomposition beginning by 11 °C and the end of decomposition
by 7 °C. Originality. The effect of a doping additive on reducing
the effective melt viscosity of a polymer composition from 6-10*
to 1.10* Pa:s with increasing shear rate has been shown for the
first time. The shear rate of the polymer composition containing
the doping additive increases from 0.5 to 20 s with increasing
shear stress. Practical value. The research results provide an
opportunity to reasonably approach the development of effective
technological processes for the manufacture of the insulation
and sheaths of power cables from halogen-free polymer compo-
sitions. References 29, tables 3, figures 8.

Key words: cable production, doping additive, rheological
properties, melting temperature, decomposition onset tem-
perature.
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A. Boumassata, D. Kerdoun, O. Oualah

Maximum power control of awind generator with an energy storage system
to fix the delivered power

Introduction. The power extracted from the wind turbine and delivered to the electrical network must be maximum and constant and
the whole system should be have a good compromise between efficiency and cost. In order to attenuate this objective, a doubly fed
induction machine, a cycloconverter, a maximum power point tracking algorithm and a flywheel energy storage system congtitute a
very interesting solution among many others that have been proposed. Novelty. The novelty of the proposed work is to use a doubly
fed induction machine and a three pulses cycloconverter to reduce the cost and to integrate a flywheel energy storage system
between the wind generator and the electrical network to maintain the constancy of the power sent to the network, following the
instability of the wind. The proposed work uses a maximum power point tracking algorithmto capture the optimal power availablein
the wind in order to increase the efficiency of the system. Results. A detailed study of the proposed system is presented with the
detailed dynamic modeling equations and simulation results are conducted to show the performance and the efficiency of the
suggested work. References 21, figures 15.

Key words: maximum power point tracking, flywheel ener gy storage system, doubly fed induction machine, cycloconverter.

Bcemyn. [Tomysicnicms, wo 8udobysacmucs 3 impsanoi mypoinu i n00acmuvCsl 8 e1eKmMpUiHy Mepedrcy, Mae Oymu MaKcuManibHolo i
nOCMIliHOIO, a 6CS CUCMEeMA NOGUHHA MAM XOPOWUll KOMRpOMIc Mixc egexmuenicmio ma eapmicmio. [LJo6 nom'axwumu ye
3a60aHHA, ACUHXPOHHA MAWIUHA 3 NOOGIUHUM JICUBNEHHAM, Oydce YIKABUM pIuleHHAM ceped 0azambox I[Hwux, AKi Oyau
3anponoHo6ani, € YUKIOKOHGepmep, al2OpUmm GIiOCMedNdCeHHs MOYKU MAKCUMANbHOI NOMYICHOCMI MAa cucmemd HAKONUYeHHS
enepeii maxoeuxa. Hoeusna. Hoeusna 3anpononosanoi pobomu nonszac y 6UKOPUCMAHHI ACUHXPOHHOI MAWUHU 3 NOOSILIHUM
JICUBTEHHAM MA MPUIMAYILCHO20 YUKIOKOHEEpmepa 0I5l 3HUJICEHHs 8apmMOCmi ma inmezpayii Maxoeuxogoi cucmemu HaKONUYeHHs
eHepeii Midc GIMpoceHepamopom ma eieKmpuyHoo Mepedxcero O0lid NIOMPUMKU CMALOCII NOMYMHCHOCMI, WO BIONPABIAEMbCA 8
mepedicy, 8paxogyiouu Hecmabinbhicmv  6impy. 3anpononoséana pobOmMa SUKOPUCOBYE ANCOPUMM  BIOCMEICEHHs. TOUKU
MAKCUMATLHOT ROMYAUCHOCI OJ1 3aXONIEHH ONMUMAIbHOT NOMYIUCHOCMI, OOCMYNHOL Ha 6impy, wob niosuwumu epexmusHicmo
cucmemu. Pesynomamu. /lemanvre 00cniodcents 3anponoHo8anoi cucmemu npedcmasieio 3 OOKIAOHUMU PIGHAHHAMU OUHAMIYHO2O
MOOeNIo8aAnH s, d Pe3yIbmamu NpogeoeH020 MOOeNI08AHHA NOKA3YIOMb NPOOYKMUGHICIb Ma  ehekmugHicms  3anponoHo8anol
pobomu. bion. 21, puc. 15.

Kniouogi cnoea: BigcTeskeHHs] TOUYKM MaKCHMAJIbHOI MOTY/KHOCTI, CHCTeMa HAKONWYEHHsI eHeprii MaxoBHKa, aCHHXPOHHA
MAaIllMHA 3 NOABIHHUM KMBJICHHSIM, HUKJIOKOHBepTep.

Introduction. Wind energy is the fastest growing
energy among the new power generation sources in the
world [1]. The most important machine used in wind
turbine generators for wind energy conversion system is
the doubly fed induction machine (DFIM).

The DFIM is an induction machine with wound
rotor. It can function like motor or generator. The
principal advantage of this machine is that the converter
on the rotor side uses 20-30 % of the rated power [2].

Among the converters which make directly the
conversion of power without any intermediary of a
continuous bus, is the cycloconverter. This converter
contains thyristors which make the system less expensive.
Cycloconverter is habitually used in large power
applications like rolling mills [3, 4], electric traction [5],
static Scherbius drives [6] and more. The three pulses
cycloconverter is our choice to control the DFIM in both
systems (wind generator and flywheel energy storage
system (FESS)).

The purpose of thiswaork is to extract the maximum
power available in the wind and to provide it to the
electrical network as a constant as possible with good
compromise between cost and efficiency.

In works [7, 8] a flywheel with an asynchronous
machine have been integrated between the wind generator
and the grid and controlled via an AC-DC-AC converter.
In aticle [9] the author used a flywhed and a
synchronous machine as a storage system and controlled
by an AC-DC-AC converter. So, in order to achieve this
purpose we used, a DFIM and a three pulses

cycloconverter to reduce the cost and to support more
current, a FESS between the wind generator and the
network to maintain the constancy and to prove the
quality of the power sent to the network following the
instability of the wind, and a maximum power point
tracking algorithm to capture the optimal power available
in the wind to increase the efficiency of the whole system.

Figure 1 shows the configuration of the proposed
and studied system.

£ £
Wind Generator | Electrical petwork
| |

Flywheel energy
storage system

Fig. 1. Studied model

Modeling of the turbine. The mechanical power of
the wind turbine Py iswritten as [10-12]:

R :%-p-R-Cp(l,ﬂ)-V?’, @

wherep, R, C,, 4, f and V are respectively the air density,
turbine radius, power coefficient, tip speed ratio, pitch
angle and the speed of the wind.
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C, is the wind turbine aerodynamic efficiency. It
dependson A and S, where A is written as:

z:QQ/'R, @

where Q, is the speed of the turbine.
The power coefficient is defined as[13]:

_(035-000167(4—2))-si| —ZA+0D )
Cp(4,8)=(0.35-000167(8-2)) 3{1434_0.3. (/3—2)) 3
-000184(1-3)-(8-2)
Figure 2 shows the curve of C, obtained via (3). The
optimal value of C, (Cyme =0.35) isfor A =7.1and f = 2°.

0,40
G,
0,35

L p=2°
0,30

025 |-
020 -
015 |-
0.10 -
0,05 |-

0,00 A PR LAY
0 2 4 6 8 10 12 14

Fig. 2. C, of the wind turbine

The expression of the mechanical equation is
described asfollows:
dQ pec

dt
where J, f are the equivalent inertia and friction
coefficient, respectively; Qme IS the generator's
mechanical speed; Te, and T, are the electromagnetic
torque and the torque of the turbine referred to the
generator, respectively.

Optimal power control. The optimal power
characteristics of the wind turbine are strongly nonlinear.
For each wind speed (Fig. 3), the system must find the
maximum power of what is equivalent to search for the
optimal rotor speed (mechanical speed).

u

J =Tm—Tem— T Qrec 4

FMzens gy
&
i
|

b

T

J =2 1y 1 L= [ hes LS
Fi 1z Spoa st el
Fig. 3. Power-speed characteristics for different wind speeds

If the rotor speed does not reach its optimal value,
the power of the turbine will not be able to reach the
optimal power any more. It is possible to regulate the
torque of the generator (electromagnetic torque) so as to
control the rotor speed so that this one varies with the
change of the wind speed (Fig. 4).

Fra
| 1 % I'." -
— A )
A EPPPTIPYE LA D wW- |15,
1] : | ;""'- "r“' | |
k |
I.J'

MPPT
Crantmal

Fig. 4. Optimal power control

From Fig. 4 we can write the reference power as
follows:
Pref :Tem_ref “Qpec - ®)
According to the maximum power point tracking
(MPPT) control strategy, the reference power has been
generated and delivered to the generator control system,
which compares the reference power with the measured
output power from the generator to produce the control
signals for the power converter. Through the control of
the converter, the electrical power of the generator will be
equa to its reference, at which the maximum power
operation will be achieved.
Modeling of the cycloconverter. The three phase
cycloconverter is constituted of 18 thyristors. Each phase

ahc iscongtituted of two converters.
The delay angles of those
R converters are modulated so as
Dt to supply an AC output voltage
| |_gs%. || a the required magnitude and
hA— = | frequency.
| m Figure 5 illustrates the
T, e | model of three phase-three
HT phase cycloconverter.  The
P function of the switches (Fig. 5)
gt is described as:
| s 1 S¢. isclosed,
S B Tro S =10 b (6)
L= S, isopen
—==—11 where Ke{P, N}, ie{a, b, c},
g andje{A, B, C}.
L The voltages equation at
i =11l the output of the three phase
C=—1 %, .. cycloconverter can be written in
! [ function of [T] asfollows[14]:
ll"_:-_.'_ VA Va
Fig. 5. Three-phase vg |=[THw | @
cycloconverter Ve Ve
SPaA + SNaA SPbA + SNbA SPCA + SNC.A
[T]: S t SN ! \SRe SN | SPg TSN (®)
S #Su,c) (S +Suc) (She + )
where v,, Vp, and v, are the input voltages; va, Vg and vc are
the output voltages.

The voltages at the output of the cycloconverter are
commanded using cosine-wave crossing control to
produce the firing pulses of the switches. So we will have
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three reference waves and three timing waves and a lot of
intersection points. We will have 18 control circuits for
this cycloconverter one for each switch [14].

Modeling of the DFIM. The electrical expressions
of the DFIM are written as[15, 16]:

ddsyq _ -
Vaig = Rs - lsig + dtq+es'¢sqd§ ©
d¢rdq_' .
Vidg =R “lrag +—— F 6 - brqas
¢sdq:Ls'|sdq+M'll'qd; 10
$rdq=Lr lrdg+ M -,

where R; and R; are the stator and rotor phase resistances;
65 and 6. are the stator and rotor field angles; L, L, and M
are the cyclic stator, rotor and mutual inductances,
respectively.

The expressions of the active and reactive powers at
the output of the DFIM are given as:

{P:PS+F};
Q:Q5+Qri

where P, Qs, P, and Q, are the stator (rotor) active and
reactive powers, respectively.
The eguation of the electromagnetic torqueis:

(11)

Tem = P-(beat - 1sg g1t ): (12)
where p is the pole pairs number.
Control of the DFIM. For controlling

independently the active and reactive powers of the
DFIM, the stator flux vector will be aligned with d-axis
b (Psa = ¢s and ¢ = 0) [17-19] and the expressions of
the stator voltages are given by:

VSd = 0;
(13)
{Vsq =V;.
Therotor flux equations can be written as:
M
=oc-L, -l +— :
$a=0-Lr-lrg L P (14)
$rq=0-Lr-liq
with
2
=1- , 15
o=l-1 T (15)

where ¢ is the leakage coefficient.
We can write the voltages at the rotor according to
the rotor currents as follows:

dl
Vrd:R"Ird+O"Lr'Trtd_s'a’s'o—'l-r'qu;

dqu M-V (16)
V..=R -l,.+0L —+S-@w.-c-L -|.4+5S- ,
rq=Rlrgto- Lt ot wg-0-Ly Iy L

where sisthe machine dip.
The simplified formula of the electromagnetic
torqueis given asfollows:
M
Tem=—P— 17)
I‘S
The expressions of the DFIM powers at the stator
are written as follows:

'¢sd'|rq-

M
Py = Ve lrq;
S
2 (18)
Q.= Vs V. .M.| d
S a)s'l-s S Ls rd:

We can simplify the expressions of the output
powers of the DFIM as follows:

P:(s—l)-vs-LM-qu;

V.2 ° " (19)
Q=—"—+(s-2)Vg-—I 4.

Wg - Lg Ls

The DFIM and the flywheel are the main parts of the
flywheel energy storage system. This system stores
energy in kinetic form and provides it in electrical form;
in other words, the FESS stores energy in kinetic form in
the flywheel during motor mode and it provides energy in
electrical form during generator mode.

The kinetic energy stocked in the flywheel is defined
asfollows[9]:

E=%.JF .02 (20)

or

E:jPM-dt, (21)
where Jr is the flywhed inertia; Qf is flywhee
mechanical speed; Py, isthe electrical power.

The reference active power provided to the
network/FESS from the wind generator is determined by
(5) (Fig. 4), and it's written as follows:

(22)

The expression of the reference active power
(electrical power of the FESS) is determined from the
difference between the desired power provided to the
network and the power generated through the wind
generator:

I:)G_ref :Tem_ref Qe -

(23)

The suggested system contains two control blocks:
wind generator control block (Fig. 6) and FESS control
block (Fig. 7). The first block is devoted to controlling the
power provided from the wind generator to the
network/FESS; when the power provided to the network
from the wind generator is more than the required power
at the network, the rest of this power is transferred to the
FESS and stocked in the flywheel. The second block is
devoted to controlling the power exchanged between the
FESS and the network; the FESS stores the power from
the wind generator and provides it to the network if the
required power of the network is not enough.

The powers expressions delivered to the network
arewritten as:

Py _ref T I:’n_ref - PG_ref .

(24
Qn=Qc+Qwm-
The detailed control schemes of the DFIM in both
wind generator and FESS are illustrated respectively in
Fig. 6,7.

{Pn:PG+PM;
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Fig. 7. Wind FESS control block

Simulation results. The model introduced in Fig. 1
was simulated under MATLAB/Simulink and its
parameters are given as follows:

e wind generator [20]: number of blades = 3; gear
box G = 70; blade radius R=40 m; S, = 3 MVA; Ug =
= U, =690 V; f =50 Hz; Ry = 2.97 mQ; R = 3.82 mQ;
Ls = 12.241 mH; L, = 12.177 mH; M = 12.12 mH; J =
=116 kgm?% p=2.

e DFIM (used in the FESS) [21]: S, =1.5 MVA;
Rs = 0,012 Q; R = 0,021 Q; Ls = 13,7037 mH; L, =
= 13,6751 mH; M = 135 mH; f = 0,0024; p = 2;
Je ~ 3515 kg m?.

The network requires a constant power of —1.5 MW
(the negative value indicates that the network receive
power).

The flywheel inertia value was calculated for a
speed range between 120 rad/s and 200 rad/s during 3 s
and the rated power is 1.5 MW.

Figures 8,a,b demonstrate the operation of the
energy storage system.

The initial value of the rotor speed must be
corresponding to the initial value of the wind speed.

The generator speed (Fig. 10) follows its reference
and varies according to the wind speed variations (Fig. 9).
Thisfigure checks the MPPT control.

The active powers of the wind generator and the
FESS (Fig. 11,a,b) follow their references correctly. The
active power provided to the network givenin Fig. 12,ais
constant at —1.5 MW and the reactive power (Fig. 12,b) is
zero for ensuring unity power factor.

Figure 13 shows the zoom of the voltage and current
in the rotor side (FESS) and confirms the control of the
cycloconverter.

The speed of the flywheel (Fig. 14) increases when
the energy is stored and decreases when the energy is
provided (Fig. 15).
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Fig. 8. Active power (a) and mechanical speed (b) of the FESS
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Fig. 10. Generator speed (wind generator)
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Conclusion.

In this article, the wind generator attached with a
flywheel energy storage system was studied for different
wind speed. The storage system based on doubly fed
induction machine and three pulses cycloconverter has
been controlled through a reference power as a function
of a power generator and a desired network power.
Simulation results show, firstly, that the extraction of the
maximum power using maximum power point tracking
control algorithm was well done. Secondly, they show
that the flywheel energy storage system has been capable
to store and provide energy, to ensure that the power sent
to the electrical network remains constant. Finaly, they
demonstrate that the wind power fluctuations can be
mostly compensated via the storage system. So, the
performance and the efficiency of the suggested work
have been verified.
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An improved sliding mode control for reduction of harmonic currentsin grid system
connected with awind turbine equipped by a doubly-fed induction generator

Introduction. The implementation of renewable energy resources into the electrical grid has increased significantly in recent years.
Wind power is one of the existing resources. Presently, power electronics has become an indispensable tool in wind power plants.
Problem. However the associated control usually has an impact on increasing the harmonic distortion, especially on the output
voltage. Goal. This paper proposes a new sliding mode control strategy, applied on a rotor-side of a doubly-fed induction generator.
The main goal is to meet the electrical power requirements, while responding to the power quality issues. Methodology. The wind
energy conversion system must be able to not only track the maximum power point of the wind energy, but also to mitigate the
harmonic currents caused by the non-linear loads. To achieve this goal, the power converters are driven by the proposed sliding
mode control strategy. The corresponding two gains of the diding surface are well selected using a particle swarm optimization
algorithm. The particle swarm optimization algorithm solves a constrained optimization problem whose fitness function is a prior
formulated as the sum of two mean square error criterions. The first criterion presents the tracking dynamic of the reference active
power while the second one presents the tracking dynamic of the reference reactive power. The novelty lies in the implementation of
the particle swarm optimization algorithm in conventional sliding mode control strategy, in which the proposed-improved sliding
mode control strategy is developed. The wind energy conversion system control uses the principal of the vector oriented control to
decouple the control of the active power from that of the reactive power. Results. The improved sliding mode control strategy is
applied to control separately theses powers in the presence of non-linear loads. The energy assessment of this strategy is analysed
using the wind energy conversion system model based on SmPower software. Originality. The obtained simulation results confirm
the superiority of the proposed-improved sliding mode control strategy in terms of reference tracking dynamics and suppression of
harmonic currents. References 23, tables 2, figures 11.

Key words: doubly-fed induction generator; wind energy conversion system; bidirectional converter; particle swarm
optimization; sliding mode control.

Bcemyn. Bukopucmanns 6i0H08II08AHUX 0dfcepell eHepaii 8 eleKMpPUYHill Mepexci OCMAHHIMU POKAMU 3HA4HO 3poco. Enepeis eéimpy
— 00uH i3 icHytouux pecypcig. Huni cunosa erexmponixa cmana He3amiHHuM iHcmpymenmom eimpanux erekmpocmanyii. Ipoonema.
Ilpome, 6ionogione ynpagninus 3a36udaii Mae 6NaU8 Ha 30inbUeHHs 2APMOHIIIHUX CHOMBOPEHb, 0COOUB0 Y 8UXIOHIl nanpy3i. Mema.
Y yiti cmammi npononyemucs noéa cmpamezisi ynpasiinHs KOBIHUM PENCUMOM, WO 3ACTNOCO8YEMbCS HA OOYI POMOPA ACUHXPOHHO2O
eenepamopa 3 noosiliHum oscusnenusam. OcHogna mema — 3A0060IbHUMU BUMO2U OO0 eNeKMpoeHepaii, Supiuyouu 6ionoeioHi
npobaemu 3 sakicmio enekmpoenepeii. Memoodonozia. Cucmema nepemeopenis enepzii 6impy noGUHHA MamMu MOJICTUBICMb He MiNbKU
siocmedicysamu MoyKy MAKCUMATbHOI NOMYJICHOCMI 8impy, ane i NOM'AKULY8AMU 2APMOHIUHI CMPYMU, SUKIUKAHI HEATHIHUMU
HasanmasceHuamu. s 00cseHeHHs yicl Memu Culo8i nepemeoprosayi KepyiomvCs 3anponoHO8AHOI0 CMpAmezicio YRpaeiinHs
KOB3HUM pencumom. Bionosioni 0sa koegiyicnmu nocunenus nosepxmi Ko83anHs 006pe 6UOUPAmMvbCs 3 BUKOPUCIAHHAM AN2OPUIMMY
onmumizayii poro yacmuHox. Ancopumm onmumizayii pow 4ACMUHOK SUpiuye 3a0ayy onmumizayii 3 oOMednceHHAMU, DYHKYIA
npudamuocmi aKkoi 3a30aneziob copmynbo8aHa AK cyma 080X Kpumepiig cepeonvoksadpamuunoi noxuodxu. Ilepwuii kpumepiil
penpe3enmye OUHAMIKY GIOCMEJICeHHs eMmAlOHHOI aKmueHOi nomyscHocmi, a Opyeutl — OUHAMIKY 6IOCMEJNCeHHs emAalOHHOT
peaxmusnoi nomyocnocmi. Hoeuzna nonseae 6 peanizayii aneopummy onmumizayii poio 4acmuHoK y mpaouyituii cmpameeii
VAPAGNIHHA KOB3HUM DedNCUMOM, 6 AKill po3pobiena 3anponono8ana NOKpAwjeHa cmpameis YNpAaeiinHA KOBIHUM PedCUMOM.
Vnpasninua cucmemoro nepemsopenns emepeii 6impy GUKOPUCHOBYE NPUHYUN GEKIMOPHO-OPICHIMOBAHO20 YNPAGIIHHA, W00
BIOOKpeMUmMU YAPAGIIHHA AKMUSHOIO NOMYIICHICIIO GI0 YNPAGHIHHA peakmugHolo nomyoicnicmio. Pesynemamu. Yoocxouanena
cmpamezis. ynpaeninHa KOG3HUM DENCUMOM 3ACHOCOBYEMbCA Ol PO3OINbHO20 YNPAGIIHHA YUMU NOMYAICHOCHAMU 34 HAAGHOCHI
HeniHiliHuX Haganmadxcenv. Enepeemuuna oyinka yici cmpameeii ananizayemocsa 3a 0ONOMO2010 MOOeNi cucmemu nepemeopeHus
eHepeii 6impy Ha o0cHogi npocpamuozo 3abesnevennss SMPOwer. Opuzinanvnicms. Ompumani pe3yiomamu  MOOeNO8AHH S
NniOMEepPOCYOmMsb nepesazy 3anponoH08aHoi YOOCKOHANEHOT cmpamezii YnpaeiiHHsA KOG3HUM DelCUMOM 3 MOYKU 30PY emAaniOHHOT
OUHAMIKU CIediceHHs ma NPUoywents 2apmoniinux cmpymis. bioin. 23, tabmn. 2, puc. 11.

Kniouogi  cnosa: acMHXpOHHWI TreHepaTop i3 NOABIiHMM JKHUBJICHHSIM; CHCTeMa IIepeTBOPeHHsl eHeprii BiTpy;
JBOHANIPaBJICHUI NIePeTBOPIOBAY; ONITHMIi3allisl POI0 YACTHHOK; KePYBAHHS KOB3HHUM Pe:KMMOM.

Abbreviations

APF Active Power Filter PRC Proportional Resonance Control
BTB Back-To-Back PSO Particle Swarm Optimization
DFIG Doubly-Fed Induction Generator PWM Pulse-Width Modulation

DPC Direct Power Control RSC Rotor-Side Converter

DTC Direct Torque Control SMC Sliding Mode Control

GSC Grid-Side Converter THD Total Harmonic Distortion

HSF High Selectivity Filter VCS Vector Control Scheme

MPP Maximum Power Point VOC Vector Oriented Control

MSE Mean Square Error WECS |Wind Energy Conversion System
NLL Non-Linear Loads WPP Wind Power Plants

PMSG |Permanent Magnet Synchronous Generator WT Wind Turbine

Introduction. The incorporation of renewable energy is one of the existing resources whose potential
energy resources into the electrical grid has increased demand has increased due to domestic and industrial
significantly in recent years. Among of them, the wind
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necessities. This growth is mainly due to the advanced
technology used in the design of WECS, reducing the cost
of producing electrica energy and enabling it to be
competitive with other traditional sources such as fossil
fuels, petroleum, natural gas, and so on. A lot of research
has focused on DFIG systems in their structures. These
have several advantages, including speed control, current
harmonic reduction and four-quadrant active and reactive
power control. As its rotor speed can be operated at any
wind speed, the DFIG system is therefore able to deliver
high mechanical power and, in economic terms, it
becomes more attractive than other existing conversion
systems, thanks to its conversion rate, which is generally
around 30% of the nominal power, allowing thus to
generate the electrical energy at alower cost [1].
Currently, power electronics has become an
indispensable tool in WPPs to ensure such required
specifications such as steady state stability, high energy
efficiency, regardless of changing wind conditions. In
fact, these tools are often providing many important
functionalities to WTs, including the control of several
electrical quantities such as stator termina voltage and
frequency, active and reactive power and so on.
Nevertheless, the associated control effort usually has an
impact on increasing the harmonic distortion, especially
on the output voltage of existing converters. As a result,
the occurrence of inadequate harmonics has unfortunately
become the main issue for the mgjority of wind energy
designers as well as the company managers [2]. The
attenuation of the effect of such harmonics on the DFIG
system can be performed through proper regulation of the
existing converters in the control loop. Similarly, the
power quality problem can also be posed of serious
challenges where its remedy has been discussed by
severa researchers|[1, 2]. On these grounds, many control
strategies have been proposed to overcome these
drawbacks. Among them, a control strategy was
published in [3] where the WECS is designed to operate
partialy as an active filter. Also, another control strategy
that can be employed to simultaneously generate active
and reactive power where an extra active filter is
incorporated into a DFIG wind system having a variable
speed [1]. Similarly, a modulation technique was
proposed in [4] for shunt active filter operation, in which
the existing harmonics in the WECS output current are
well mitigated. The corresponding feedback control
system incorporates a PMSG as well asan AC/DC current
converter. Also, a PWM control strategy including a five-
leg converter was proposed in [5] where the given
performances are compared by those provided by the
conventional six-leg topology. The main shortcoming,
compared to the six-leg BTB converter, lies in the
restriction of increasing the DC link voltage for the same
operating point. In parallel, a PRC strategy was devel oped
in [6] for a stationary reference frame to mitigate, as
much as possible, the existing harmonics in the rotor
current and in torque pulsations. In the same direction, a
VCS was suggested in [7, 8] for rotor-side control of a
stand-alone generator based on a wound rotor induction
machine. The main aim of the proposed control scheme is
to keep a constant terminal voltage with stationary
frequency at the generator output. In the same way, the

full harmonic component compensation technique of the
grid current was adopted in [9]. The corresponding RSC
control structure is modified, in which a filtering task is
incorporated. Also, an efficiency assessment of the
electrical part of the WECS was reported in [10] where
the two BTB-PWM inverters, which are supplied with
voltage and connected between the stator and rotor, are
used to improve the bidirectional power flow.
Accordingly, the second inverter, which is disposed on
the grid side, serves as an active power filtering to remove
the harmonics, generated by the nonlinear load, while
providing the required active and reactive power to the
DFIG rotor.

Different alternative control strategies have been
developed for wind power generation in the electrical
grid. Among them, the VOC and the two direct control
strategies such as the DTC and the DPC are becoming the
most widely used in real world applications [11].
Furthermore, some other nonlinear control strategies have
been proposed in the literature where the best known is
the SMC, which has proven to be the most attractive
during the last decades. This is due to its inherent
properties to overcome complex challenges that are
caused by the presence of unmolded dynamics, the
neglect of high frequency dynamics, the presence of
model uncertainties, the variation of model parameters,
the presence of load disturbances, and the persistence of
the effect of sensor noise. To this purpose, it is important
to emphasize that the SMC-based synthesis of a robust
controller, taking into account all the previous obstacles,
is crucial for the active and reactive power control of the
DFIG equipped with a wind turbine [12]. Nevertheless,
this control strategy has the capacity to provide good
reference tracking dynamics, high robustness in the
presence of the preceding factors, and a good tradeoff
between the two preceding targets. However, it aso
presents various misfunctions when strict specifications
are considered. Among them, the undesired phenomenon
known as «chattering» occurs during the operation of the
WECS near its operating point. The drawback that results
from this phenomenon is often associated with improper
selection of dliding surface gains where trial and error
selection is typicaly performed, leading thus to control
inaccuracy, dramatic performance degradation and high
thermal loss in power devices. To overcome this problem,
the PSO agorithm is introduced in the conventional-
SMC-based synthesis where their gains are properly
optimized. This can be done by solving the constrained
optimization problem whose fitness function is perfectly
minimized. The manner of the incorporation of the PSO
algorithm in conventional SMC strategy constitutes
therefore the main contribution of this paper.

Goal. In this paper, the actual behavior of WECS is
primarily modelled near its operating point. Then, the
VOC principal is used for decoupling the active power
control from the reactive power one. Finaly, the
improved-SMC-based synthesis is applied to ensure the
proper reference tracking dynamics where the suppression
of harmonic currentsis considered.

System description. The WECS is mainly
composed by a DFIG equipped with a wind turbine. Its
stator is connected to the grid while the BTB PMW
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converter is connected between the DFIG rotor and the
grid. The grid-side converter GSC is used to provide bi-
directional power flow that is generated from the rotor-
side converter RSC, stabilizing thus the DC link voltage
and achieving unity power factor. Figure 1 shows the
block diagram of a grid-connected DFIG wind turbine.

: P, i
| e =9 Q. o N
=71 box \ - ﬂ@'("v )

I('

‘RSC (APF) GSC
-

Converter

NLL

Fig. 1. Block diagram of the grid connected DFIG wind turbine
in the presence of NLL

In general, the NLL often unfortunately injects
harmonic current into the grid where the desired
controller for active and reactive power regulations must
be operated as an active filter, in which the existing
harmonic currents and voltages are well absorbed. Also,
from Fig. 1, the node law imposes that:

lg=1L~ln; (1)

Ih=1lg—1¢. 2

The stator current | of the DFIG is assumed to have
a non-sinusoidal waveform close to that of the NLL
current .. The converter is designed to supply a pure
sinusoidal current |.. Then, the harmonic current I, thus
represents the current that the APF (rotor converter) must
generate. Therefore, and in accordance with (1), the grid
current Iy will be clear of unwanted harmonic
components. To be in agreement with these assumptions,
the suggested WECS must generate the same harmonic
components as the non-linear current but with opposite
phases. This may be performed by investigating the
correct control circuit of the rotor converter. Keep in mind
that this control circuit may also be used to achieve
decoupled control of active and reactive power. The NLL
currents must be measured. Following that, the measured
load currents (I a, I1p, 1) @re converted using the abc to
o—f3 (stationary reference frame) transformation. The
NLL current is equal to the sum of the fundamental
frequency and various harmonics, as shown below:

ILa= Lo +lLan: ®3)

lLﬁzlLﬂf+|Lﬁ|1' (4)
where (I s, lig) and (ILgs, 1Lx) ae the NLL current's
harmonic and fundamental constituents.

Based on (3), (4) and by deducting the load current
from its fundamental component, the harmonic components
of the NLL current can be expressed. The approach
depicted in Fig. 2 can be utilized to distinguish the
harmonic of NLL. In this figure, the Park transformation is
applied to convert the a—f current components to d—q
(synchronous) reference frame. The HSF is used to extract
the fundamental component from o—f components. The
HSF isaband passfilter asin Fig. 2[8].

It should be noted that the design of the controller
design based on the SMC strategy for tracking both

reference active and reference reactive powers requires
prior modeling of all parts involved in the actual WECS
behavior, such as wind-turbine part, the rotor-side and
stator-side of the converter.

i +l I

La@> e Iap + Iign Iag 2% Inan af feth

1

' o> Igr+ Iign HSF Igr — _ lign Ipgn
——Q—> |

I 0> ap +T dq

Fig. 2. Harmonic isolation of the whole load harmonic current

Modeling of actual WECS behavior. Modeling of
wind turbine. A wind turbine collects the wind through
its blades and transmits it to the rotor hub. The kinetic
energy of the wind is accordingly converted into
mechanical power, generating thus a mechanical torque.
Also, the rotor shaft generates an electrica energy and
transmits it to the grid. Since the wind energy is found in
the form of kinetic energy where its amplitude depends on
the air density and the wind speed [12, 13]. The power of
the wind P, being found in the form of kinetic energy
when it crosses at the speed V,, air density p and the
surface area S. It can be expressed by:

V=5 SV (5)

The wind turbine can usually only recuperate a part
of the preceding power P,, resulting thus the power P, that
is expressed by:

_1 2 \/3
Pt_E'p'”'R 'Vv'va (6)

where R is the radius of the wind turbine; C, is the
corresponding power coefficient, which is given as a
function of the wind speed, the rotation speed and the
pitch angle.

Also, C, is often given as a function of the tip speed
ratio A, which is defined by:

\'
where €, isthe angular speed of the rotor.
Furthermore, the wind power P, and the power
extracted by the wind turbine P, are expressed in terms of
the power coefficient C,. Hence, one can obtain:

pt:%.cp(,l”[)’)op«S-VS, 8

where the coefficient Cy(4,4) has a theoretical limit,
called BETZ limit. It is defined by:
705
C i
Cp(x,ﬂ):q-(f—cs-ﬂ—c4)e A +Ceh. (9)
1

The numerica values of the parameters C, are
experimentally given by:
C,=0.5176; C,=116; C3=0.4;

(10)
C,4="5; C5=21; C4=0.0068,
while the parameter 4; is expressed by:
1_ 1 0.035 (11)

% (A+008-8) g3+1
It is worth noting here that the power conversion
coefficient C, is expressed as a function of the tip speed
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ratio A and the pitch angle S of the rotor blades. Their
evolution, depending on A for different values of g, is
illustrated in Fig. 3[14].

”;-'Icp(/lv@

i

Fig. 3. Evolution of C, asafunction of A for different Svalues

From Fig. 3 it seems that the power conversion
coefficient C, reaches its maximum when the pitch angle
B is zero and the tip speed ratio 4 becomes optimal.
Therefore, the corresponding curve is shown in Fig. 4.

wal
Cp
[T

‘CpmaXy ﬂ«opt

[T

‘ | A

0 5 " [ I

Fig. 4. Extraction of the curve defining the maximum power
conversion coefficient Cpmax

Also, the rotor torque T, can be computed from the
received power P, and the speed of rotation Q; of the
turbine. Therefore, the simplified equation that defines the
rotor torque is given by:

3 \/2
=L, (12)

where C; indicates the torque coefficient, which depends
heavily on the power conversion coefficient C, according
to the following equation:

Cp(1)=2-C(2). (13)

Using the adequate model that resulting from
momentum theory requires a priori knowledge of both
expressions C(4) and Ci(4). Indeed, these two last ones
depend essentially on the geometrical characteristics of
the blades. Therefore, they are adapted to particular
characteristics such as the site where the WECS is
located, the desired nominal power, the control type such
as pitch or stall, and the WECS operation in variable or
fixed speed.

Modeling of DFIG. The DFIG design model is
determined by applying the conventional modeling in the
Park reference frame. Therefore, the corresponding
voltage and flux equations are expressed by [12, 15]:

Ve = Rs'isd"'dWSd

_ws.waq;
dt (14)
e i vy .
Veq=Rs-igg* + s Y
. dy
Vid= R -ig + dtrd—wr~v/rq;
(15)
_ ; dyrq )
Vig= Re gt =5+ o Wi
t
Wed = Ly +ird + Ll (16)
t//rq:I—r'irq"'l-m'isq;
= Lg-igg + Lin-iras
Y« s lsd m 'rd (17)

Ysq= Ls isg* L irq-
Also, the electromagnetic torque is expressed by:
3 . .
Tam=§'(‘//sd"sq—l//sq"sd) (18)
and both active and reactive powers are expressed by:

Py= (Ve iy + Vg i) (19)

Qszg'(vsd'isq_vsq'isd)a (20)
where V and i are the voltage and current, respectively;
R and L are the resistance and inductance, respectively;
w and o are the flux and angular speed of the DFIG,
respectively; P and Q are the active and reactive powers,
respectively.

Also, from (14)-(20), the indexes d and q represent
respectively, the electrical components, which are located
in the d—axis and the g—axis, while the indexesr, sand m
represent respectively the values of the rotor, the stator
and the magnetization.

Design controllers for DFIG wind turbine. Design
controller for GSC. The proposed control for this
converter is the VOC strategy, which employs a rotational
reference frame (d—q) oriented to the space vector of the
grid voltage (Fig. 5). Thanks to this kind of strategy, it is
possible to achieve the two main targets of the converter on
the grid side, i.e., the control of the DC bus voltage as well
as the power transmission performed by the converter using
the controlled reactive power transmission.

Viuse—>]

Vibus @—>|

Vag g—>

Vbg @—> atan2

Veg@—>

Fig. 5. Control loop performed in the grid-side converter
(g subscript demonstrates grid-side components)

Accordingly, the difference between the reference

DC voltage Vgus and the measured DC voltage Vi

becomes the input of the Vi regulator. Indeed, the igq
regulator is used to remove the discrepancy that is
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occurred between the reference current i:,g and the

current iqq. It allows to regulate the active power Py of the
grid. Similar, the iy regulator is used to control the
reactive power Qg of the grid, in which the difference

i;g —lgg isremoved [16].

For better performance in the dynamic responses,
there is additionally one coupling component in each
equation that is best incorporated in the control as a feed-
forward term, as illustrated in Fig. 5 (at the output of the
current controllers) [16]:

&t = ws Lt -igg - (22)

Design controller for RSC The rotor-side converter is
designed to control the DFIG output power to grid. It isaso
used to control the power factor across the DFIG [1]. The
stator active and reactive powers serve as the control inputs
of the RSC. As mentioned previoudly, the am is to operate

the DFIG as an APF. The SMC strategy is used for the RSC
where the block diagram of RSC isshown in Fig. 6.

L [} Iy

. _E;._..Qig_.- nqalmiri _l-_.u L
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i | tw-wwl -‘;ﬂj

Fig. 6. Control loop performed in the rotor-side converter

Assuming that a reference frame is rotating
synchronoudly with the stator flux and we suppose that the
network is stable, the stator flux ey is becoming constant
and equal to ys On the other hand, the stator flux yx,
becomes zero, i.e., yw = s W = 0. Also, for the generators
utilized in the wind turbine the stator resistance R; may be
ignored, resulting in Vg = 0 and Vg = Vs = @5 Y

Conventional SMC strategy The SMC strategy isa
very powerful nonlinear tool that has been widely
employed by researchers, especidly in the last decades
[15, 17]. It consists in moving the system behavior along
a predetermined dliding surface, where a numeric control
signal is applied [12]. Moreover, the state trajectory of the
closed-loop system must be oriented towards the dliding
surface §(x) = 0 and maintained constantly around this
surface using the switching logic function U". In general,
the basic SMC law is commonly expressed by [18, 19]:

Us=US+U", (23)
where U is the equivalent control law that is applied
when the existing states of the system are located in the
dip plane.

The control lav U" is alternated between —k and +k
wherek > 0. It is defined by:

U "= k-sgn[S(x)]. (24)
Also, the sigmoid function occurred in (24) is
defined by:

(25

-1 if S(x)<0;

son[S(x] {1 it S(x)>0.

According to the SMC principal, the control law U"

has often stabilized the WECS behavior, in which the

given power conversion becomes maximal and the

corresponding speed ratio reaches its optimal point Aqp.

This closed-loop stability requires often to satisfy the
Lyapunov condition that is expressed by:

S(x)-S(x)< 0, (26)

where S(x)= % denotes the derivative of the diding

surface, which is expressed as afunction of the variable to be
controlled (x). Thislast will be considered as either the active
power or the reactive power that is delivered by the WECS.
The god isfirst to decouple the control of the active
power Pg from that of the reactive power Q.. Then, the
desired controller based on the conventional SMC
strategy should keep good track of both reference powers

Ps and Q;, in which a proper suppression of all
harmonics occurring in the duty currents should be taken
into account. These requirements need detailing some
equations such as the rotor currents and their derivatives
as well as the dliding surfaces and their derivatives.
Furthermore, the relationships between reference stator
powers and the reference rotor currents are given by:

B = igh; 27)

lg=—S—————Qs—Ign- (29)

Noted here, that the reference reactive power Q; is

set to zero and the reference active power P; can be

expressed is related to the synchronous speed ws, and the
electromagnetic torque T, can be expressed by:
P = Qg Tem (29)
Moreover, the derivative of rotor currents, in d—axis
and g—axis, are expressed by:
d

1
—d-_= [ -R-lig—9wsLy-olg- ngwsLs

J(30>
d Lo

dirg _

& Lrl (rd R-latg-os Lo Irq)
where g and o are respectively the slip and dispersion
coefficient.

In general, the active power becomes directly
proportional to the rotor current in g—-axis, while the
reactive power becomes proportional to the rotor current
in d-axis. Accordingly, the control surface of each power

is expressed by:
S(P)I I:q -1 rq ; (31)

S(Q): lrg —lra - (32

Knowing that the appropriate reference tracking
dynamics necessitates that all sliding surfaces as well as
their derivatives must be equal to zero, i.e, SP) = 0,

SQ) =0, $(P)=0 and $(Q)=0. These require that the
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plot of Pg (with respect to Q) is exponentialy converged
to the one of the corresponding reference powers Ps*

(with respect to Q;). Therefore, al previous diding
surfaces necessarily become attractive and invariant,
where the key to the success of the SMC strategy strongly
depends on respecting the attractivity relationship of
Lyapunov [17], given by (26).

Control law used for active power control This
part focuses on finding the two parts of the control law

2 (equivalent control vector) and V7 rq (switching part
of the control) that constituting the rotor voltage Vg,
given in g—axis. Accordingly, the derivative of the sliding
surface S(P) is computed using (30)-(32), which yields
also (33) asfollow:

(P)=

S Bl —lgh—
m’ Vs (33)
1

L -V,
L o '[qu “Rilg=9-os-L-o-ly —Q'T_SSJ-
From (33) the control law V4 is determined and then
decomposed into the two control laws Vig! and Vg,

where qu—V +V” The resulting rotor voltages in
g-axisare given by:

Vig= sbo P;_I.th"'Pr’Irq+g‘ws‘|-r"7’|rd+
Lm-Vs
L (34)
rg ¥ oy solsiP)
Lg
—Le-Lco ek -
eq —
qu _Lsm—_\;s'Ps_quh"'Rr'qu"'
Ty (35)
+g.wS.Lr.g.|rd+g.M;
Ls
Vr?} =L ~0'-V1~Sgn[S(P)]. (36)

Control law used for reactive power control
Similarly, the derivative of the sliding surface S(Q) is

first computed and the control law V.4 is then extracted as
follows:

S(Q)= ( Vs —i'Qg - 'lth]—

Lm-ws  Lm-Vs (37)
1
_Lr.o_(vrd_Rr'|rd+g'ws'|-r"7'|rq>
V. .
V.4=1L, - S —1 + oq—
rd ro{'—m'ws L V th} R lra (39)
_g'ws'Lr'U'Irq+Lr'U'VZ'Sgn[S(Q)]-
According to (38), the two control laws Vr?jq and
V| are expressed by:
V. L T
val=1 o) ————S QI g |+
rd r (Lm'ws Lm'Vs Qs thJ (39)
+Rlg—g-ws Ly -0l
V=L -0-vp-son[S(Q)]. (40)

The block diagram that explains the SMC
implementation for active and reactive power controls of
the DIFG equipped with awind turbineisgiven in Fig. 6.

From (38), (40), it is obvious that the desired
reference tracking dynamic requires the proper interaction
of all states of the system toward the switching surfaces,
i.e, SP) = 0 and §Q) = 0. This still leads to the
occurrence of the chattering problem due to the existing

of the sigmoid function in both control laws Vr'(‘1 and

Vig » in which the control law V/ can either have the

gain —v; or +v;. In the other hand, the control law Vr[}

can either have the gain —v, or +v,. To overcome this
challenge, the implementation of the PSO algorithm to
optimize the two gains appearing in the two preceding
control laws becoming an indispensable key in the design
phase of the controllers. This enables to highlight the
improved version of the SMC strategy whose details are
discussed in the next part.

Improved SMC strategy In this study, the main
contribution lies in the selection of the two optimal gains

v; and v, involved in the two control laws Vi and Vg

respectively. The corresponding bounded optimization
problem includes the fitness function J(X), expressed as
the MSE criterion. It consists of the sum of the two
squared errors e and &, produced by the simultaneous

tracking of the two reference powers PS* and Q;.
Accordingly, the optimization problem can be expressed by:

{NTZ[ef ]} @)

where both tracking errors e, and e, are defined by
a(X)= R(X)-F and e (X)= Qs(X)-Qs
respectively, X = (X1,X,)' denotes the design vector to

be optimized where their components are constrained by
-V =Xq =+vy; and —v, <X, <+v, , N and T denote the
total number of samples and the sampling time.

The PSO algorithm is implemented in a classical
SMC dtrategy to avoid the fast switching of the two gains
v; and v, from their positive to their negative values. In
fact, there is a multitude of unknown gains found between
the two positive and negative bounds for each gain of the
dliding surface. The objective is therefore mainly to focus
on finding the optimal gains during the tracking process
of the two reference powers. These optimal gains lead to
finding two feasible optimal commands, in which the
chattering problem of the SMC strategy is well solved.
The optimization process by the PSO agorithm is carried
out as follows: The PSO agorithm uses a swarm made up
of particles npeN to know in search of the sub-optimal
solution X" eN** which minimizes the objective function,
called JX)eR. The position and velocity of particle
vectors i are given respectively by

Xi = (Xig, XizwoXig)  ad  Vi=MyNip.Nig) -

They are determined by
expressions [20-22]:

min
Xinin<X<Xmax

min=

J(X)= min

ml n<X<xm6x

the following iterative
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1+1 | | best| I

\/i+ _—CO'\/i +C_|_'rlyi'(xi —Xi)+
I best] I).

+Co -1 '(XSNarm =X ):

Xi|+1: Xil +Vi|+lv

(42)

where| isthe number of iterations previously provided by
the user; ¢y, €1 and ¢, are respectively the inertia factor,
the cognitive (individual) and socia (group) learning

relationships, rll,i and réli are random numbers evenly

distributed over the interval [0, 1], X and x5

are respectively the best position obtained previously by
the particle and the best position obtained in the whole of
the swarm at the current iteration I. In summary, the PSO
algorithm can consist of the following steps [21-23]:

e Step 1: initialize the n, particles with positions chosen
at random and which should previoudy be contained in the
lower and upper bound vector X, and Xax;

e Step 2. evaluate the fitness function for each
position;

e Step 3: determine the initial solutions Xibeq'o and

best0 .
Xswarm

e Step 4: check the stop condition. If it is satisfied, the
algorithm then converges to the desired optima gains

opt opt
Vi

and v, . Otherwise, go to the next step;

e Step 5: assign the new values obtained to all
particles (updates);
e Step 6: go back to step 2.
It should be noted that the PSO agorithm is

achieved by obtaining the two optimal gains V"' and

voP' . They are multiplied by the constant value Lo and
then used for computing the two optimal commands

V”Opt and VnOpt Knowing that the two equivalent
rq rd - g €q

commands such as Vr'aq and Vr%q are a priori computed

using (35), (39), respectively. The resulting four
preceding optimal commands are used to compute the two

opt

optimal rotor voltages V' and V)

(34), (38), respectively.

Simulation results and discussion. The previous
system (Fig. 1) was modelled and simulated using
SimPower System Demo, MATLAB/Simulink. The
proposed control strategy is applied to a WECS equipped
with a 2MW DFIG. The system parameters are presented
in the Appendix 1. The optima values obtained are
V; = 1550.05211 and V, = 525.0299 as shown in the
fitness plots (Fig. 7) provided by the algorithm during the
extraction process for 20 execution of the code.

Figure 8 is the simulation results for active and
reactive power response in case of sliding mode control.
In this case study, simulation results show clearly the
improvement of active and reactive power demand
obtained by applying sliding mode control in term of time
response and good reference tracking accuracy.

using

o x ¢+’ Functiona value

7 N Iteration
0 ' LI oLl LY

Fig. 7. The obtained fitness curve through PSO

, =1 Active Power, W

7 Reactive Power, W

o 5 10 20 0 5 10 20

Fig. 8. Active and reactive powers

The most significant harmonic components which will
spread in the grid side with a THD as depicted in Fig. 9.
After implementing the active filtering technique on the rotor
current control loop, the waveform became greatly improved
with better harmonic spectrum as displayed in Fig. 10.
Referring to the results obtained, THD values are put in the
table below (Table 1). The grid side inverter gives an active
and reactive power needed by therotor of DFIG.

Table1
THD of the grid current
THD without filtering, % | THD é&fter filtering, %

26.22 2.45

Grid current wave form before filterin Fundamental (50 Hz) = 16.59, THD = 26.22 %

100

:

@
8

@

8

Grid current, A
&

8 o

5 8

s

Mag (% of Fundamental)

g

t,
14.12 14.14 14.16 14.18 142

f,Hz
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o [1.
o

Fig. 9. Grid current wave form and his harmonic spectrum
before filtering

Grid current wave form after filtering

A Fundamen}al (50 H;) =1114, THD =245%

2 g 8

Grid current, A

S

Mag (% of Fundamental)

) f, Hz
TS NI re- i 0 - 4 - - -

Fig. 10. Grid current wave form and his harmonic spectrum
after filtering

The reference harmonic compensating currents is shown
in Fig. 10. Concerning Vg regulation, the obtained result is
satiffying. In fact, as illustrated in Fig. 11, after a trandent
sate, Vi follows perfectly itsreference (Vg = 1190 V).
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Fig. 11. DC-bus voltage wave form

Conclusions.

In this article, a study concerning a wind turbine based
on a doubly-fed induction generator connected to the grid has
been elaborated. The goa's were to implement a rotor current
control loop that would diminate harmonic currents
generated from a coupled nonlinear load using an active
filtering concept, while adso permitting independent
regulation of power flow from and to the generator. For this
reason, rotor converter was used as an active power filter. The
response was conclusive given the improvements (an amost
snusoida shape) obtained in the network current. Wherewe

have found that the tota harmonic digtortion decrease from
26.22 % (beforefiltering) to 2.45 % (after filtering).

In addition, the other goal was to regulate the
common DC bus voltage between the rotor converter and
the grid converter. In this study, we discovered that the
simulation results show clearly the improvement of active
and reactive power demand obtained by applying sliding
mode control in term of time response and good reference
tracking accuracy.

In summary, the following characteristics of the
proposed wind energy conversion system are highlighted
in the following points:

1. Possibility to recover the maximum quantity of
power from the input wind speed.

2. Using an active power filter to reduce the harmonic
currents.

Finally, in order to complete the suggested
investigation, the power factor must be corrected.
Additionally, the system should be implemented on area
machine in order to explore the impact of the saturation
effect on the performance of the generator. These
considerations will be investigated in future work.

Conflict of interest. The authors declare that they
have no conflicts of interest.

Appendix 1
System parameters [16]
Parameter Value Parameter Value
Turbine|Radius, m 42 | DFIG|Speed range, rpm 900-2000
Nominal wind speed, m/s 12.5 Pole pairs 2
Optimum tip speed ratio Ay 7.2 Magnetizing inductance L,,, mH 25
Maximum power coefficient Comax 0.44 Rotor leakage inductance L;, uH 87
Air density p, kg/m® 1.1225 Stator leakage inductance Lg, pH 87
Inertia J, kg-m? 127 Rotor resistance R,, mQ 26
Friction D, N-m-g/rad 0.001 Stator resistance R, mQ 29
DFIG |Nominal stator active power, MW 2 Grid |Grid inductance Lg, mH 0.4
Nominal torque, N-m 12732 Grid resistance Ry, mQ 0.02
Stator voltage, V 690 Grid frequency f, Hz 50
Nominal speed, rpm 1500 Grid voltage V,, V 690

REFERENCES
1. Nosratabadi S.M., Gholipour E. Power system harmonic
reduction and voltage control using DFIG converters as an
active filter. Turkish Journal of Electrical Engineering &
Computer Sciences, 2016, vol. 24, pp. 3105-3122. doi:
https:.//doi.org/10.3906/elk-1406-35.
2. DhuaD., Yang G., Zhang Z., Kocewiak L.H., Timofejevs A.
Harmonic Active Filtering and Impedance-based Stability
Analysis in Offshore Wind Power Plants. Proceedings of 16th
Wind Integration Workshop, 2017, pp. 1-8.
3. Mishra A., Tripathi P.M., Chatterjee K. A review of
harmonic elimination techniques in grid connected doubly fed
induction generator based wind energy system. Renewable and
Sustainable Energy Reviews, 2018, vol. 89, pp. 1-15. doi:
https://doi.org/10.1016/j.rser.2018.02.039.
4. Hoseinpour A., Masoud Barakati S, Ghazi R. Harmonic
reduction in wind turbine generators using a Shunt Active Filter
based on the proposed modulation technique. International Journal
of Electrical Power & Energy Systems, 2012, vol. 43, no. 1, pp.
1401-1412. doi: https.//doi.org/10.1016/].ijepes.2012.06.052.
5. Gongaves P.F.C., Cruz SM.A., Mendes A.M.S. Fault-
Tolerant Predictive Control of a Doubly-Fed Induction
Generator with Minimal Hardware Requirements. IECON 2018
- 44th Annual Conference of the IEEE Industrial Electronics
Society, 2018, Pp. 3357-3362, doi:
https://doi.org/10.1109/| ECON.2018.8592825.

6. Hossini Mousavi SN. Barati H. Direct power control
simultaneoudly in the rotor sSide converter and grid side converter of
DFIG for wind turbines with elimination of network current
harmonics. Journal of Novel Researches on Electrical Power, 2019,
val. 8, no. 3, pp: 37-51. Available at: http://jepsiaud.ac.ir/article-1-
229-en.pdf (Accessed 20 May 2021).

7. XuW.,, YuK., LiuY., Gao J.,, HuaW. Improved Harmonics
Elimination for Standalone Brushless Doubly-Fed Induction
Generator with Nonlinear Loads. 2018 XIIl International
Conference on Electrical Machines (ICEM), 2018, pp. 243-249.
doi: https://doi.org/10.1109/I CELMACH.2018.8506764.

8. Gaillard A., Poure P., Saadate S, Machmoum M. Variable
speed DFIG wind energy system for power generation and
harmonic current mitigation. Renewable Energy, 2009, vol. 34, no.
6, pp. 1545-1553. doi: https.//doi.org/10.1016/j.renene.2008.11.002.
9. Kesraoui M., Chaib A., Meziane A., Boulezaz A. Using a
DFIG based wind turbine for grid current harmonics filtering.
Energy Conversion and Management, 2014, vol. 78, pp. 968-
975. doi: https://doi.org/10.1016/j.enconman.2013.07.090.

10. Mahieddine H., Zarour L., Lamri L., Lokmane N.A.
Developing a grid-connected DFIG strategy for the integration of
wind power with harmonic current mitigation. International Journal
of Electrical and Computer Engineering (IJECE), 2019, val. 9, no.
5, pp. 3905. doi: https://doi.org/10.11591/ijece.v9i5.pp3905-3915.
11. Kadri A., Marzougui H., Bacha F. Implementation of direct
power control based on stator flux estimation using low-pass

54

Enexkmpomexnixa i Enexmpomexanixa, 2022, Ne 2



filter estimator for doubly fed induction generator—wind energy
conversion system. Proceedings of the Institution of Mechanical
Engineers, Part I: Journal of Systems and Control Engineering,
2019, wvol. 233, no. 7, pp. 764-778. doi:
https.//doi.org/10.1177/0959651818818895.

12. Rouabhi R., Abdessemed R., Chouder A., Djerioui A. Power
Quality Enhancement of Grid Connected Doubly-Fed Induction
Generator Using Sliding Mode Control. International Review of
Electrical Engineering (IREE), 2015, vol. 10, no. 2, pp. 266. doi:
https.//doi.org/10.15866/iree.v10i2.5347.

13. Kahla S, Bechouat M., Amieur T., Sedreoui M., Babes B.,
Hamouda N. Maximum power extraction framework using robust
fractional-order feedback linearization control and GM-CPSO for
PM SG-based WECS. Wind Engineering, 2021, vol. 45, no. 4, pp.
1040-1054. doi: https://doi.org/10.1177/0309524X 20948263.

14. Hamouda N., Bendla H., Hemsas K., Babes B., Petzoldt J,
Ellinger T., Hamouda C. Type-2 fuzzy logic predictive control of a
grid connected wind power systems with integrated active power
filter capabilities. Journal of Power Electronics, 2017, val. 17, no. 6,
pp. 1587-1599. doi: https://doi.org/10.6113/JPE.2017.17.6.1587.

15. Bdtran B., Benbouzid M., Ahmed-Ali T., Mangel H. DFIG-
based wind turbine robugt control using high-order diding modes
and a high gain observer. International Review on Modelling and
Smulations, 2011, vol. 4, no. 3, pp. 1148-1155. Available at:
https.//hal .archives-ouvertes fr/hal-00630436v2/document
(Accessed 20 May 2021).

16. Abad G., L6pez J., Rodriguez M.A., Marroyo L., lwanski G.
Doubly Fed Induction Machine: Modeling and Control for Wind
Energy Generation. John Wiley & Sons, 2011. 625 p. doi:
https://doi.org/10.1002/9781118104965.

17. Abdellah A., Abdelhafid A., Mostafa R. Combining
dliding mode and linear quadratic regulator to control the
inverted pendulum. International Review of Automatic
Control, 2013, vol. 6, no. 1, pp. 69-76. Available at:
https://www.praiseworthyprize.org/jsm/index.php?journal=irea
co& page=article& op=view& path%5B%5D=11286 (Accessed
20 May 2021).

18. Sadeghi R., Madani SM., Ataei M., Agha Kashkooli M.R.,
Ademi S. Super-Twisting Sliding Mode Direct Power Control of
a Brushless Doubly Fed Induction Generator. |EEE
Transactions on Industrial Electronics, 2018, vol. 65, no. 11,
pp. 9147-9156. doi: https://doi.org/10.1109/T1E.2018.2818672.
19. Radhwane S., Abdelkader M., Salim D., Aissa K. A fuzzy
dliding mode robust control for a field oriented dual star
induction machine fed by photovoltaic power supply with
MPPT algorithm. Mediterranean Journal of Measurement and

Control, 2016, vol. 12, no. 4, pp. 654-663. Available at:
https.//www.researchgate.net/publication/309674107_A_fuzzy
sliding_mode robust_control_for_a field oriented dual_star_in
duction_machine fed by_photovoltaic power_supply with M
PPT_algorithm (Accessed 20 May 2021).

20. Zahedi H., Arab Markadeh G., Taghipour S. Red-time
implementation of sliding mode control for cascaded doubly fed
induction generator in both islanded and grid connected modes.
Journal of Electrical and Computer Engineering Innovations
(JECEI), 2020, vol. 8, no. 2, pp. 28529. doi
https://doi.org/10.22061/jecei.2020.7361.384.

21. Bechouat M., Younsi A., Sedraoui M., Soufi Y., Yousfi L.,
Tabet |., Touafek K. Parameters identification of a photovoltaic
module in a thermal system using meta-heuristic optimization
methods. International Journal of Energy and Environmental
Engineering, 2017, vol. 8, no. 4, pp. 331-341. doi:
https://doi.org/10.1007/s40095-017-0252-6.

22. Bechouat M., Soufi Y., Sedraoui M., Kahla S. Energy storage
based on maximum power point tracking in photovoltaic systems:
A comparison between GAs and PSO approaches. International
Journal of Hydrogen Energy, 2015, vol. 40, no. 39, pp. 13737-
13748. doi: https://doi.org/10.1016/j.ijhydene.2015.05.008.

23. Soufi Y., Bechouat M., Kahla S. Fuzzy-PSO controller design
for maximum power point tracking in photovoltaic system.
International Journal of Hydrogen Energy, 2017, vol. 42, no. 13,
pp. 8680-8688. doi: https//doi.org/10.1016/j.ijhydene.2016.07.212.

Received 12.01.2022
Accepted 14.02.2022
Published 20.04.2022

Skander Bouraghda®, PhD, Assistant Professor,
Karim Sebaa®, Professor,

Mohcen Bechaoua?®®, PhD, Associate Professor,
Moussa Sedraoui®, Professor,

! Laboratory of Advanced Electronic Systems (LSEA),
University of Medea, Algeria,

e-mail: skander21440@yahoo.fr (Corresponding Author),
karim.sebaa@gmail.com

2 Automatic & Electromechanic Department,
University of Ghardaia, Algeria,

e-mail: mohcene.oui @gmail.com

3The Telecommunications L aboratory,

8 Mai 1945 — Guelma University, Alegria,

e-mail: sedraoui.moussa@univ-guelma.dz

Enexkmpomexnixa i Enexmpomexanixa, 2022, Ne 2

55



ubDC 621.31 https.//doi.org/10.20998/2074-272X.2022.2.09

S. Ghanem, G. Fandi, J. Kyncl, Z. Mller

A novel schemefor control by active and reactive power utilized in gearless variable speed
wind turbine system with PM SG connected to thegrid

Introduction. As a result of increasing fossil fuel price and state-of-the-art technology, more and more residential and commercial
consumers of electricity have been installing wind turbines. The motivation being to cut energy bills and carbon dioxide emissions.
Purpose. The main goal of thiswork is developing a control scheme for a variable speed wind turbine generator in order to produce
utmost power from varying wind types, and variable wind speed. Novelty. This research paper presents an IGBT power converter
control scheme for active power in relation to wind speed and reactive power by adjusting Q-reference (Qy¢) value in a gearless
variable speed wind turbine with permanent magnet synchronous generator. Methods. An effective modelling and control of the wind
turbine with the suggested power converter is executed by utilizing MATLAB/Simulink software. The control scheme consists of both
the wind turbine control and the power converter control. Smulation results are utilized in the analysis and deliberation of the
ability of the control scheme, which reveals that the wind turbine generator has the capability to actively sustain an electric power
grid network, owing to its ability to independently control active and reactive power according to applied reference values at
variable wind speed. Practical value. This research can be utilized for assessing the control methodology, the dynamic capabilities
and influence of a gearless variable-speed wind energy conversion system on electric power grids. A case study has been presented
with a (3-10 MW = 30 MW) wind farm scheme. References 67, tables 2, figures 19.

Key words: wind turbine, wind farm, gearless wind turbine, variable-speed wind turbine, IGBT power converter, multi-pole
permanent magnet synchronous gener ator, full-scale power converter.

Bcemyn. Buacniook spocmanis yin Ha 6UKONHE NAIUBO MA BUKOPUCTNAHHA HAUCYHACHIUUX MeXHON02l, dedani binbute no6ymosux
Ma KOMEPYIIHUX CRONCUBAUI6 elleKmpoeHepeil 6cmanosmoioms eimpsani mypoinu. Momusayis nonseac ¢ momy, wob ckopomumu
PAxXyHKU 3a eleKmpoenepilo ma uKuou @yziexuciozo 2asy. Mema. Ocnognoio memoio yiei pobomu € po3pobka cxemu ynpasuinus
BIMPAHUM 2eHePAMOPOM 3i 3MIHHOIO WBUOKICIO Ol OMPUMAHHA MAKCUMATILHOL NOMYAHCHOCMI 8i0 PI3SHUX MUnie impy ma 3MiHHOL
weuoxocmi ¢impy. Hoeuzna. Y oamiii docnionuywkiti pobomi npedcmaegnena cxema ynpasninusa cunosum |GBT nepemeoprosauem
01 AKMUBHOI NOMYIUCHOCTI 8 3ANeINCHOCHI 8i0 WBUOKOCII 8iMpPYy MA PeakmugHoi NOMYAICHOCMI WAXOM Pe2yTIO8aHHs 3HAYESHH S
Q-emanona (Qrg) y 6e3pedyxmopniti 6impogiti mypoini 3 pe2yib08aHOI0 WEUOKICTIIO MA CUHXPOHHUM 2EHEPAmMOpPOM I3 NOCMIUHUMU
maznimamu. Memoou. Egexmusne molenosanns ma KepysanHs 6impogolo mypoOiHOI0 3 3anponoHOSAHUM Nepemeoplosaiem
nOMYACHOCMI 30IUCHIOEMbCA 3 BUKOpUCMAanHAM npozpamiozo 3abesnevenns MATLAB/Smulink. Cxema ynpasninns ckradacmocs 3
YNPAasNinHA GiMpAHOI0 MYpOIHOIO | 3 YNPABNIHHA CUNOBUM Nnepemeoplosayem. Pesyibmamu Mooentosants 6UKOpUCMoByIOmsbCs Os
aumanizy ma 062060peHHs MOJICIUBOCHEN CXeMU YNPAGNIHHA, WO NOKA3YE, WO 2eHepamop Gimpogoi mypoOinu 30amuuil aKmueHo
niompumysamu enekmpoeHepemuiny Mepedicy 3a80AKU CE0ill 30amHOCMi He3aNedCHO KOHMPONIOSAmU aKmMuGHy ma peaxmusHy
NOMYNHCHICMb 8IONOBIOHO 00 3ACMOCO8YBAHUX eMANOHHUX 3HAYeHb Npu 3MIHHIU weuokocmi eimpy. Ilpakmuuna yinnicms. Lle
00CNiOCEHHA Modce Oymu SUKOpUCMAHe 018 OYIHKU MemoO0oa02li YNpAGAIHHA, OUHAMIYHUX MOMCIUBOCTEU mda 6NAUEY
be3pedyKmopHoi cucmemu nepemeopeHHs eHepeii eimpy 3i 3MIHHOW0 WEUOKICMIO Ha enekmpuyHi mepedci. Hasedeno memamuune
docniodcenns 3i cxemoro gimpsinoi enexkmpocmanyii (3-10 MBm = 30 MBm). Bibn. 67, tabun. 2, puc. 19.

Kniouoei cnosa: BiTpsiHa TypOiHa, BiTpsiHA eJleKTpPOCTaHLisA, Oe3pelyKTOpHA BiTpsHa TypOiHa, BiTpsina TypOina 3
peryjiboBaHow mBHAKicTIO, cujoBuii |GBT mneperBopoBay, 6araTomnojiOCHU CHHXPOHHUI TreHepaTop 3 MNOCTIHHMUMU
MATrHiTaMH, IOBHOMACIUTAOHNI CHJIOBHIi IePEeTBOPIOBAY.

Introduction. Presently, there has been progressive
advancement in modern renewable wind power plant
technology. Specifically, the gearless wind power plant
with permanent magnet synchronous generator is utilizing
full-scale power converter. Electric power production
from renewable energy sources, such as wind, is
growingly drawing attraction due to environmental issues,
long-term economic advantages and scarcity of
conventional energy sources in the near future. The main
cost-efficient and practicable disadvantage of wind power
isits intermittent characteristics. Wind power requires not
only that wind is flowing, al the same it also rely on cut-
in and cut-out wind speed that is the wind speeds at which
production starts and is brought to a stop in order to keep
away from harm. The production of power from the wind
on a large-scale, has become an accepted business. It
holds substantial prospect for the future, hoping that wind
power will become the most accepted choice and form of
renewable energy source. Wind energy technology
application has come of age, with numerous nations
preparing and establishing extensive wind energy farms,
with enormous amount of wind turbines. The strength of

wind power technology isthat it is clean and inexpensive.
As aresult of increasing fossil fuel price and state-of-the-
art technology, more and more residential and commercial
consumers of electricity have been installing wind
turbines, the motivation being to cut energy bills and
carbon dioxide emissions, and are even vending extra
electricity back to the grid network [1-11].

The permanent magnet synchronous generators
(PMSGs) are widely utilized in wind turbines owing to
their excellent operation and power quality characteristics
in the variable speed wind energy transformation systems,
its turbine control systems are more complex when
weighed with constant speed wind power converter
systems. The fixed speed wind turbine implementations
are not normally chosen due to their low capabilities and
their power quality is not at a required level [12-18].
PMSGs are among the finest solutions for wind power
plants. Low-speed multi-pole permanent magnet
synchronous generators are free from maintenance and
can be utilized in diverse climatic environment. A
traditional megawatt-scale wind turbine generator
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composes of alow-speed wind turbine rotor, gearbox, and
high-speed electric generator. The utilization of gearbox
givesriseto several technological issuesin awind turbine
generator, as it requires frequent maintenance, it
multiplies the weight and total cost of the wind turbine
generator, it produces noise, and aso multiplies power
losses. These issues can be solved by utilizing a
substitute, a direct-drive low-speed permanent magnet
synchronous generator [18-20]. But a more appropriate
solution and way out is to utilize a gearless wind turbine
generator.

A multi-pole synchronous generator attached to a
power converter can function at low speeds, so that a gear
can be excluded. A gearless structure symbolizes a
proficient and durable explanation, which can be
immensely advantageous mainly for offshore utilizations.
Besides, owing to the permanent magnet excitation of the
generator the direct current excitation structure can be
removed thereby further reducing once more the weight,
losses, costs and maintenance demands [20, 21]. The
ability of a PMSG wind turbine is consequently evaluated
to be higher than alternative ideas [22, 23]. Nevertheless,
the drawbacks of the permanent magnet excitation are the
excessive costs of permanent magnet constituents and a
fixed excitation, which can’'t be adjusted in accordance
with the functional consideration [2].

The dependability of the variable speed wind turbine
can be ameliorated notably by utilizing a direct drive
PMSG. The PMSG has been given considerable attention

in wind power implementation reason being its property
of self-excitation, which permits functioning at a high-
power factor and high capability [24]. The utilization of
permanent magnet in the rotor of the PMSG causes it non-
essentially to provide magnetizing current using the stator
for constant air-gap flux; the stator current requires just to
be torque generating.

Therefore, for the same output, the PMSG will
function at a higher power factor due to the absence of
magnetizing current. To produce utmost power from
varying wind, variable speed functioning of the wind
turbine generator is obligatory. This needs a highly-
developed control scheme for the generator [25]. A
control scheme for the generator side converter with
utmost output of a PMSG wind turbine needs to be put in
place. The generator side switch mode rectifier is
controlled to obtain utmost energy from the wind. This
necessitate only one active switching device (IGBT),
which is utilized to control the generator torque in order
to obtain utmost energy from the wind turbine generator.
A full scale IGBT back-to-back voltage source converter,
as indicated in Fig. 1 by which the generator is linked to
the electric power grid, permits full controllability of the
system. As a result of strengthened electric power grid
codes, wind turbine generators with full scae power
converter will be more utilized in the near future. Since
power converter of such wind energy system decouples
the generator system from the electric power grid, fault-
ride through and grid support can be easily attained [2].
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Fig 1. Modeling scheme and control concept of the variable-speed wind plant with multi-pole permanent magnet synchronous
generator

The goal of the paper is the development of control
scheme for avariable speed wind turbine generator.

An effective model of the whole wind power
generator system is performed using Matlab/Simulink
software environment. The scheme includes models of the
aerodynamic and mechanical sections of the wind turbine
generator as well as its electric power and control
systems. The PMSG wind turbine generator control
methodology is accomplished by harmonized regulation
of the power converters and the wind turbine generator
control systems. The generator-side and the grid-side has
identical power converter control systems, there is aso
the gearless drive converter and aerodynamics pitch angle
control mechanism. The wind turbine generator rating of
this research article is 10 MW. A case study of a
310 MW = 30 MW wind farm is thereafter presented.

Arrangement of the proposed wind turbine
system and mathematical model of the PMSG. The
normal schematic arrangement of a variable-speed wind

turbine established on a PMSG and full-scale power
converter is shown in Fig. 1. It is made up of two main
parts. First is the wind turbine generators mechanical part,
that is the gearless drive converter and the aerodynamics
pitch angle control. Second is the wind turbine generators
electrica part that is the multi-pole PMSG full-scale
frequency converter and its control mechanism [26]. As
can be seen in Fig. 1 the aerodynamic rotor of the wind
power arrangement is precisely matched with a gearless
generator. The synchronous generator is linked to the
electric power grid by means of a full-scale frequency
converter scheme, which is utilized to control the speed of
the generator and power flow to the grid side of the wind
turbine generator arrangement. The permanent magnets
are installed on the generator rotor, making provision for
fixed excitation of the generator. The power gotten from
the generator is fed via the stator windings into the full-
scale frequency converter, which changes the varied
generator frequency to constant grid frequency. The full-

Enexkmpomexnixa i Enexmpomexanixa, 2022, Ne 2

57



scale frequency converter structure is made up of a back-
to-back voltage source converter, that is the generator-
side converter and the grid-side converter joined by
means of a DC-link, which is then controlled by IGBT
switches. Figure 1 is the proposed variable-speed wind
turbine generator under consideration, a PMSG is
installed to the electricity grid with the aid of a back-to-
back arrangement of converters. The first converter,
which is the generator-side converter, is joined to the
stator windings of the PMSG. While the second converter,
which is the grid side converter is linked to the electricity
grid at the point of common coupling with the aid of AC
filter. The DC terminals of the two converters are joined
together by means of DC shunt capacitor. The power
strategy of the converters contains a three-leg voltage
source inverter. Nevertheless, diverse control strategies
hinged on the systems control function can be applied to
the inverter switches [26-33]. Wind turbines can either be
Fixed Speed Wind Turbines with Induction Generator
(FSWT-IG) or Variable Speed Wind Turbines with
Permanent Magnet Synchronous Generator (VSWT-
PMSG). The former has the benefits of mechanical
managesbility, small specific mass, resilient structure, and
economical. Nevertheless, its limitations include
restricted capacity for power quality control and terminal
voltage variation during steady state circumstance, owing
to the unmanageable reactive power utilization. The latter
isafavourable and appealing variety of wind turbine idea,
in which the PMSG can be straightly operated by a wind
turbine and attached to the electric power grid network by
means of AC/DC/AC power converter. The benefits of
the VSWT-PMSG are as follows:

e it neither has gearbox nor brushes, consequently it
has higher riability;

e it has no extra power provision for excitation.

The power converter alows extremely pliable
control of active and reactive power in instances of
typical and disrupted grid circumstances [2, 17, 21, 34,
35]. PMSGs occupy asignificant part in direct drive wind
energy production systems for changing mechanical
power into electrical power. The dynamic configuration
of the PMSG is obtained from the two-phase synchronous
reference frame, in which the g-axis is 90° leading of the
d-axis in conformance with the orientation of rotation.
The harmonization connecting the (d-g) revolving
reference structure and the abc-three phase structure is
sustained by utilizing a phase locked loop. A detailed
mathematical modelling of the PMSG is a necessary
condition for the design of the machine control algorithms
and the examination of the steady-state and dynamic
features of the wind power transformation scheme. Direct
drive wind turbine generators, distinguished as highly
effective or efficient and requires low maintenance
procedures, provides favorable possibilities for future
implementations [7, 36-38], particularly offshore
applications. In order to do away with the gearbox the
generator is constructed for low speed performance
maximally between 15-20 rpm. This characteristic has
made synchronous generators the only choice for low
speed wind turbine utilizations. Synchronous generators
magnetic field is provided with rotor excitation, but in the

instance of the PMSG the direct current excitation scheme
can be removed, which necessitate minimizing losses and
exclusion of dlip rings and consequently the maintenance
requirements of the system [2, 39, 40]. To redize
independent control strategy of the active and reactive
power, the d-axis and g-axis equivalent circuits is utilized
in the drive converter arrangements [41].

The phasor diagram of the PMSG model is shown in
Fig. 2. While the mathematical model of the PMSG in
both natural (abc) three-phase stationary reference frame
and (d, g) synchronously rotating reference frame is
developed as follows writing the stator voltage equation
(in time domain):

US=R3°is+LS'dCIi—tS+e. (1)

If (a, B) isthe stator coordinate system, we can write
(1) in these coordinates:
dslwh) o

us(a8)=Rs-ig(a,)+Ls- p

Then the voltage and current equations in the rotor
coordinate system become:

Us(dg)=Ugq +jUq; ®

Is(da)=1q4+]lq, 4

where Rs is the stator resistance; Ls is the stator
inductance; Us is the stator voltage; e is the excited
voltage; iq is the instantaneous real power current; iy is the
instantaneous reactive power current, is is the whole
current and y is angular velocity.

Fig. 2. The phasor diagram of the PM SG model

The equations of the synchronous generator are:
d¥y

28=Uqg-Ri-lg -0 - ¥g; ®)
d¥
Tzuq_Rl‘lq_QL‘\Pdv (6)

where ¥4 and ¥, are the components of the magnetic
field; Q, isthe electrical angular velocity.
So the eguations of the magnetic field are;

Yog=%pm—Lg-lq; (7

FPa=Lg g (8
where ¥, is the synaptic magnetic field with the rotor.
So the equation of the torqueis:

I R PO N

where My, is the torgue of the machine.
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We have the mechanical velocity:
don,
— =My =My ).
o (M w)
So we can calculate the velocity without using

measurements by using the following equation:
1
Qm :j'j<M M~ My et

where My, is the load torque; J is the whole torque inertia.

These principles is used in the mathematical
modeling of the PMSG rotor as shown in Fig. 3, which
illustrates the schematic diagram of the PMSG rotor
utilized in this research work.

(10)

(11)

- o B - Ty
2o - e + =Wl -
EL [
L] Py
= e ] ETY ] - =

Fig. 3. Schematic diagram of the PM SG rotor

The proposed IGBT power converter control
configuration. The power converter control arrangement is
split into two controllers: a control scheme for the generator
side converter and another control scheme for the grid side
converter. The grid side converter should be an active
inverter, since it changes DC link voltage to AC grid
voltage with fixed frequency of an electric power system,
the generator side converter can non-mandatory be made up
of passive dements, e.g. adiode rectifier, or active elements
such as IGBTs or GTOs. In whatever way, the most
advantageous utilization and controllability of a PMSG can
be redized if an active inverter is aso utilized on the
generator side, take for instance the IGBT voltage source
converter as suggested in Fig. 1. Neverthdess, IGBT
converters are costly and must be guarded or protected from
over-currents and over-voltages. IGBTs are composite of
bipolar-metal-oxide semiconductor, which possesses the
merits of low on-state resistance, voltage regulation of the
gate and broad unharmed working locdity. IGBTs are as
well one of the utmost essential congtituents as wel as
broadly utilized power piece of equipment in power
electronicsin spans above 1 kV and 1 kW, the most utilized
power equipment for commercial implementations are
IGBTs. Various control schemes can be implemented with
the power converter, including of: unity power factor
control; maximum torque control; and the constant stator
voltage control of the generator. The standard three phase
bridge converter with three legs has been utilized in this
research work, each has two switches, that is IGBT with
antiparallel diode, operating under pulse width modulation
(PWM) with a frequency of about 10 kHz. The rectifier and
inverter consist of the same elements and works with the
same principle, they are traditionally known as Voltage
Sourced Converters (VSC) [2, 28-29, 42-47].

The PMSG frequency rectifier and electric power
grid frequency inverter. The organization of the control
plan of the frequency inverter for the grid side is displayed
below in Fig. 1 the same frequency converter is utilized for
the control plan of the generator side. The grid side
converter is an active inverter, while the generator side
converter is made up of passive diode rectifier, the rectifier
and inverter consist of the same elements and works with
the same principle. The control signal employed with the
IGBTs gate switching is three phase sinusoidal voltage
which originated from the d-q axis signa. The grid side
inverter controls the DC link capacitor voltage at the set
vaue, so that the active power can be interchanged
effectively from the PMSG to the electric power grid. It
also controls the reactive power output to the electric power
grid in order to control the grid side voltage. In this control
scheme, the d-axis of reference frame is oriented along the
grid voltage. [36, 48].

Mathematical model of the gearless drive power
converter. The drive converter arrangement of a gearless
wind turbine generator comprises mainly of the turbine
and generator. The major sources of inertia of this system
lie in the turbine and generator. The Eigen-frequency of
the drive-converter is quite low and within the bandwidth
that is usually taken into consideration in power system
dynamics simulations, it ranges from 0.1-10 Hz. A wind
turbine generator transforms wind power into electrical
power. Its functioning attribute is extraordinarily non-
identical to that of traditional electrical power sources.
The output power of a wind turbine generator can be
different over a broad extent between zero and the
adjudged ability value, in an unsystematic but continual
manner. In multi-pole generators, the same electrical
angle indicates a much smaller mechanical angle than in
generators with small number of poles. The pitch angle
controls the generator speed, meaning that the input in the
controller is the error signal connecting the reference
generator speed and the measured generator speed. The
pitch angle controller places a limit on the rotor speed
when the nominal generator power has been attained, by
restricting the mechanical power produced from the wind
and consequently reinstating the balance connecting
electrical and mechanical power [8, 49-52].

The aim of the driving converter utilized in the
proposed wind turbine generator scheme is to determine
the moment and the time of contact for each switch. The
technique of driving is PWM, which utilizes digital
signals to control power applications, as well as being
sufficiently uncomplicated to change back to analogue
with the least possible hardware. Figure 4 gives an idea
on how to drive this converter [28, 29]. From Fig. 4 the
equations given below in (12)—(14) are generated:

s =Va(t) = 0.5- AF -sin(wt); (12)

IctrZ:\Q(t):O.SAF~sin(wt+%j; (13)

lars =Va(t)=05- AF -sin(a)t—z—;j . (14

where I, lar2, @d I3 are the outputs of the control
circuit, and AF is the amplitude function.
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Fig. 4. Generated control currents function structure

PM SG and electric power grid converter control
circuits. The constant stator voltage control mechanismis
appraised to be of utmost advantage in gearless wind
turbine applications, this control structure is applied in the
simulation model of the proposed scheme. The DC-link
voltage is kept constant to ensure that the generated active
power is fed viathe DC-link to the electricity grid, all this
is done to make sure that no energy is dissipated in the
DC-link [2]. Figure 5 illustrates the control circuit of the
synchronous generator. It controls the currents of the
synchronous generator in the rotor coordinate order and
the input quantities which are stator currents (1.4, 1.2, I.3)
changed into the stator coordinate system (o, ). These
currents (l,, lg) are rotated from the stator coordinate
system to the rotor coordinate system (d, g) by utilizing
the vector negative adapter (VD-) technique [28, 46], the
electric angle is gotten from the model of the synchronous
generator. This then makes the stator currents in the rotor
to be in the coordinate system (lg, 1q) and both the
constant and fixed currents are stabilized, which brings
about a good assumption for the control mechanism. I is
utilized to control the reactive power and I, is utilized to
control the synchronous generator torque [45]. Also (I4,
|y are compared with reference values (lqe, 1qrer) @nd the
product of the deviation is sent to the Pl controller. The
output is a continues disengagement process to get driving
vectors in the rotor coordinate system (Vgc, Vaer). These
are then transformed to the stator coordinate system
(Ve Vpar) [46] and afterwards it is changed to vectors
(Vert, Varzs Vars) in the three-phase system. This process
as explained above provides switch-off and switch-on for
rectifier IGBT switches.
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If the DC-link voltage remains constant by utilizing
the generator-side converter control, the active power of
the generator is conveyed through the DC-link to the grid-
side converter. Consequently, the active power produced
by the wind turbine can be controlled using the grid side
converter. Owing to the converter mechanism used, the
reactive power operational point of the generator side and
the grid side converter are fully decoupled. This means
that the reactive power, which is finally supplied to the
electricity grid network, can be independently controlled
by the grid side converter. Hence, the same control
mechanism is utilized on both the generator and the grid
network. The control circuit of the grid network is vividly
shown in Fig. 6 [2, 28, 46].

Simulation results of the wind turbine design. To
ensure a thorough evaluation of the functioning of the
control mechanism for the variable speed wind turbine
idea with PMSG, performed in the Matlab/Simulink
software environment, a set of simulations with wind
speed having the characteristics of no turbulence, no
tower shadow etc. is performed. The wind turbine rating
used is 10 MW. The nominal power of the wind turbine
generator is 10/0.9 = 11.11 MVA. And the reactive power
is regulated through the input parameter of Q¢ (that isthe
phase angle between the stator voltage and current of the
PMSG) and it is generated in proportion to the nominal
power. Three wind speed values have been observed,
these are wind speed at points 5 m/s, 10 m/s, and
15 m/s, and Q. values from 0-1 p.u., from Fig. 7 and
Fig. 8, it is observed that as the value of Q¢ increases
from 0-1 p.u. there is a corresponding increase in the
reactive power values i.e. from 0-11.11 MVAr. The
active power at wind speed points 5 m/s, 10 m/s, and
15 m/s dlso increases too in value i.e. 5 m/s = 0.64 MW,
10 m/s = 556 MW, 15 m/s = 10 MW respectively. The
obtained results for the wind speed and Q¢ is shown in
Fig. 7, which depicts the graphica illustration of
measured reactive and active power values and Fig. 8,
showing comparison between measured values of active
and reactive power. Hence, the results in Fig. 7,a shows
that as Q¢ increases, there is a corresponding increase
only in the reactive power values observed. And in the
same vein Fig. 7,b shows that as wind speed is increased,
there is a corresponding increase only in the active power
values observed. Therefore, it can be inferred from
simulation results that Q,¢ has effect only on the observed
reactive power values and the turbine wind speed has
effect only on the values of active power. For ssimplicity,
the 3D and 2D explanation of the results is further
illustrated in Fig. 8,a,b respectively.
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Fig. 5. The control circuit of the synchronous generator
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Fig. 6. The control circuit of the grid network
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Fig. 8. Comparison between measured values of active and reactive power: a— 3D view; b—2D view

Figures 9,ab show the output values of reactive
power and active power supplied to the network at
operational point of 15 m/s and Q¢ vaue of 0.1 p.u. it is
observed that the time to reach steady stateis T = 0.25 s.
Also Fig. 10,a,b show the output values of reactive power
supplied to the network at the operationa point of 10 m/s
and 15 m/s respectively and the observed time to reach
steady state for Q¢ values of 0.1 p.u. and 0.2 p.u.,

% 10® Wind Speed =15 (m/s), Qref=0.1 (p.u.)
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athough there were sudden changes in current, thetimeto
reach stable control of the systemisvery small T=0.25s.
All these show the validity of the system and to further
affirm that the proposed system is functional. The
symmetrical and sinusoidal voltage wave form of the
system is shown in Fig. 11, which further buttress the
validity of the system.
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Fig. 9. The output values of reactive (a) and active (b) power supplied to the grid network at the operationa point of 15 m/s
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Fig. 10. The output values of reactive power supplied to the grid network at operational point of 10 m/s (a) and 15 m/s (b)
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Fig. 11. Symmetrical and sinusoidal voltage wave form of the system

Novelty of simulation scheme. The novelty of this
simulation scheme is the use of the Insulated Gate Bipolar
Transistor (IGBT) switching device and the Type-4 wind
turbine generator. IGBT, Integrated Gate Commutated
Thyristor (IGCT) and MOS-Controlled Thyristor (MCT)
are the three new designs of power devices. IGBT is the
most widespread utilized power electronic equipment at
present. An IGBT is fundamentally a hybrid MOS-gated
turn ON/OFF bipolar transistor that combines the
characteristics of the Metal Oxide Semiconductor Field
Effect Transistors (MOSFET), Bipolar Junction
Transistor (BJT) and thyristor. The latest advancement in
switching devices is playing a very significant part in the
evolution of higher power electronics converters for wind
power turbines with increased reliability and efficiency.
The principal selections are mainly IGBT modules, IGBT
press pack, and IGCT press pack. The press-pack
technology brings about an increase in reliability, still to
be scientifically demonstrated but known from industrial
practice, higher power density, that is easier stacking for
series connection, and better cooling ability at the price of
a higher cost in contrast to power modules. Press-pack
IGCT is known to support the advancement of MV power
converters and are already state of the art technology in
high-power electric drives such as utilized in oil and gas
applications, but not yet universally adopted in the wind
turbine industry owing to cost issues [53-64]. The Type-4
wind turbine as shown in Fig. 12 presents a great deal of
flexibility in its design and operation as the output of the
rotating machine is sent to the electricity grid via a full-
scale back-to-back frequency converter.

=

Fig. 12. A typical configuration of a Type-4 wind turbine
generator
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The wind turbine is permitted to rotate at its optimal
aerodynamic speed, which results in a wild alternating
current output from the machine. Furthermore, the
gearbox might be completely remove or gotten rid of such
that the machine spins at a slow wind turbine speed and
produces an electrical frequency that is well below that of
the electricity grid. This is no issue for a Type-4 wind
turbine, as the inverters changes the power, and offer the
potentiality of reactive power provision to the electricity
grid, much like the Static Synchronous Compensator
(STATCOM). The rotating machines of the Type-4 wind
turbine built as wound rotor synchronous machines, is
comparable to traditional generators found in
hydroelectric power plants with control of the field
current and high pole numbers, as permanent magnet
synchronous machines or as squirrel cage induction
machines. Nonetheless, the Type-4 turbine is able to
control both real and reactive power flow, irrespective of
what kind of machineis utilized [65-67].

Case study. Here, the wind farm rating used is
(310 MW = 30 MW) 30 MW, three of the 10 MW wind
turbine generators designed is utilized in this case study.
The reactive power is regulated through the input
parameter of Q¢ and it is generated in proportion to the
nominal power. Three wind speed values are observed at,
i.e. points 5 m/s, 10 m/s and 15 m/s respectively. Qi
values is from 0 — 1 p.u., as the value of Q. increases
from 0 — 1 p.u., there is a corresponding increase in the
reactive power values i.e. from 0 — 33.33 MVAr. The
active power at wind speed points 5 m/s, 10 m/s, and
15 m/s also increases too in value i.e. 5 m/sis 1.92 MW,
10 m/s is 16.68 MW, and 15 m/s is 30 MW. The MV
wind farm comprises of a medium-voltage, passive
rectification, AC/DC converters, and MV interconnection
and distribution system, as illustrated in Fig. 13. While
the single line diagram of the wind farm scheme showing
its vector componentsis shown in Fig. 14.
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Fig. 14. Single line diagram of the wind farm scheme showing its vector components

The wind energy compensation strategy is connected
to the electric power substation as shown in Fig. 14
considering its vector components:

I = |55+ IW, (15)
where | gisthe total substation line current; |y, is the wind
farm line current.

The power losses on the line are given by:

AP=3.12 Ry . (16)
And the difference in voltage (voltage drop) of each
phaseis given by:
AV=1 - Z,. (17)
From Fig. 14 and (16) the following power equation
is deduced:

AP | n=3: (' an- RlLLn)v (18)
where Ig, is the line current supplied to n™ number of
power lines from the substation; Ry ., is the resistance of
n™ number of lines; AP, is the active power losses of n™
number of lines; n = 1,2,3,...,n (n isthe number of lines).

Similarly, from Fig. 14 and (17):

AV = lan - Zin, (19)
where AVy 1, is the difference in voltage drop on ni"
number of lines; Z,., is longitudinal impedance of n™
number of lines.

From (18), (19) the matrix eguations for power
losses and difference in voltage drop of the substation
linesare givenin (20), (21) respectively:

AP 1=3: (' q1- RlLLl)

2
AR 2=3\lg2" R1|_|_2)

2
AR 3=3: (' 3 RlLL3) , (20)
2
AR 1nh=3: (' Sn- RlLLn)
AV =lss1- 2111
AVio=lss2 2112
(21)

AV 3=lss3Z113

AViin=ls:n-Ziin

To measure the reactive power Qg generated from the
wind farm, and the active power P generated from the
wind farm, the Q¢ is increased in percentage steps of 5,
step 1 is when the wind farm is switched OFF, while for
steps 2 to 5 the wind farm is switched ON as depicted in
Table 2. Also the values of Q. is varied from step 2 to
step 5 in order to produce reactive power from the wind
farm according to the usage of reactive power by the load.
The measured reactive power Qg generated by the wind
farm increases, while the measured active power Pg is
constant for step 2 to 5 as tabulated in Table 1. The wind
farm has supplied reactive power in order to influence the
voltage profile of the distribution grid. While the flow of
active power is very much essential for the distribution
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line to operate. Table 2 shows the measured values of
reactive power Qy, active power P, and apparent power S
for one load of step 1 to 5. For step 1, the wind farm is
switched OFF, while the wind farm is switched ON for
steps 2 to 5. It is seen that the reactive load of the wind
farm for one load, increases progressively from step 1 to
5, the active load of the wind farm for one load is
constant, and the apparent power for one load of the wind
farm also increases in steps of 5i.e. from step 1 to 5. The
percentage rate of increase of generation and using of
reactive power is graphically represented in Fig. 15. The
rate increase of reactive power generation from wind
farm, rate increase of apparent power for one load and the
rate increase of reactive power for one load experiences a
progressive rise as we move from step 1 to step 5. Thus,
from Table 2, and Fig. 15, It will be the same steps for
other loads that is L1 = L2 = L3. It can be deduce that
reactive power is used to maintain voltage level so that
active power can flow to do useful work in an electric
power distribution system. Suppose the proposed wind

energy distribution system is a weak network with alarge
reactive load. If we suddenly disconnect the load, we will
encounter a peak in the voltage. The systems active power
will be utilized to do beneficial task. It is observed that
apparent power which is a combination of reactive and
active power without reference to phase angle
progressively rises, meaning that the wind farm has
infused reactive power in order to control and manage the
voltage profile of our proposed network. The sending
active power at the beginning of lines (Py), the receiving
active power at the end of lines (P;), the voltage level at
the beginning of the lines (Ug), and the voltage level at the
end of lines (U,) where measured in order to determine;
Firstly, the power losses (AP) of the lines and secondly,
the voltage drop (AV) on the lines. The measured values
of sending and receiving active power, and sending and
receiving voltage of lines 1, 2, and 3 for the various steps
of the wind farm and loads is shown in Table 2. Also, the
sending and receiving active power of the lines is
displayed in Fig. 16,a,b.
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Fig. 16. Sending (a) and receiving (b) active power of Ilnes

For step 1 to 5 observed, the sending and receiving
active power decreases for line 1, 2, and 3 respectively.
The diagrams in Fig. 16 show that for each step observed
active power losses decreases. While the voltage
difference increases from line 1 to line 3 respectively, al
theseisdepicted in Table 1, 2 and Fig. 15.

Therefore, we can say that power losses have been
reduced on the electric power distribution system as aresult
of reactive power compensation near the loads by the wind
fam. Considering only the resistive losses in the
distribution circuit, and remembering that power losses is
directly in proportion to the square of the immensity of the
current flow on the ling, it is simple to notice that the power
losses in one line will rise remarkably more than the
decrease of power losses in other different power
distribution lines. This demonstrates that a straightforward
method to reduce the tota losses is to sustain a stable rise
in voltage. Here, Fig. 17 depicts that power losses on the
lines increases as we move from step 1 to 5, insinuating
that the power produced in substation passes from one

end to another from complex systems to the end users. It
is a fact that the unit of electric power entered by
substation usually does not match with the units allocated
to the end users. Several percentages of the components
are lost in the wind farm electric power distribution
system. Figure 18 depicts the percentage voltage on the
ref. 66 kV line substation within the range of + or — 10 %,
at the ends of lines 1, 2, and 3, that is voltage receiving
ends of lines 1, 2, and 3. It is discovered that there is %
decrease of voltage ref. 66 kV for line 1 and 2 as we move
from step 5 to step 1, but line 3 experiences not too
significant change, but only a slight increase as we move
from step 5 to step 1. Meaning that the distribution
voltage is regulated owing to the wind farm distribution
systems ability to supply close to steady voltage over a
broad choice of load situations. The diagram in Fig. 19
illustrates the percentage change in voltage and power
losses on the lines, and increase of reactive load, and
reactive power generation of wind farm. It shows that the
listed parametersini.e. % change in voltage, power losses
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on lines, increase of reactive power and reactive power
generation of the wind farm gradualy increases from

negative to positive values, from step 1 to 5 of the lines

o
n
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observed. Meaning that the wind farm connected
distribution power system is able to produce and control
reactive power according to the usage of reactive loads.
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Tablel
Measured values of Q,, active and reactive power of the wind farm
Step| Qrer, P-U. | Rateincrease, % Q¢ | Reactive power Qs , MVAr | Active power Pg, MW | Wind farm mode | Speed, m/s

1 0 0% 0 0 OFF 0

2 0.207 20.7 % 6.941 30 ON 15

3 0.387 38.7% 12.96 30 ON 15

4 | 0567 56 % 19.2 30 ON 15

5 0.747 74.7% 23.81 30 ON 15

Table2
Measured values of reactive, active and apparent power of one load
S Rateincrease, % | Reactiveload Q. Activeload P, | Apparentload S, |Rateincrease, % | Windfarm Qrefs

& Q MVAr MW MVA s mode p.u.

1 0% 6 20 20.88 0% OFF 0
2 33 % 8 20 21.54 3.161 % ON 0.207
3 66 % 10 20 22.36 7.089 % ON 0.387
4 100 % 12 20 23.324 11.704 % ON 0.567
5 133 % 14 20 24.413 16.92 % ON 0.747

Conclusions.

The theme of this research paper centres on the
design and analysis of the whole control arrangement of a
variable speed wind turbine with multi-pole PMSG.
Owing to the gearless structure and the permanent magnet

excitation of the synchronous generator, it symbolizes an
utmost effective and inexpensive or economical
maintenance way out, which will be extremely
advantageous in offshore wind turbine applications. A
complete effectual simulation model is established in the
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MATLAB/Simulink software environment. The control of
the wind turbine is realized by utilizing the power
converter control in harmonization with the pitch control
plan. The converter control is an assurance for the
variable speed operation to obtain the most favourable
power performance. When wind speed is elevated than
the rated speed, the pitch angle control operation alters the
blade incidence so that the output power of the generator
is within the permitted limits. MATLAB/Simulink
simulations reveal that the control technique triumphantly
controls the variable speed PMSG wind turbine within the
limit of standard functional circumstances. The control
scheme enables the independent control of active and
reactive power according to applied reference values at
variable speed. Hence, the proposed gearless wind power
plants utilizing the synchronous generator with permanent
magnets allows the production of power at variable
speeds attaining stability during various wind speed
operational points investigated. The rotor coordinate
system of the generator dlows the control of the
synchronous generator magnetic flow and torque
separately. The results of this research are an indication of
a robust control circuit functionality and stability of the
whole activity of the proposed scheme. It can
consequently be deduced, that the gearless variable-speed
wind turbine PMSG can function in the same way as the
traditional wind power plants. The results obtained from
the (3-10 MW = 30 MW) wind farm scheme case study
agree with other studies carried out worldwide regarding
active and reactive power control in MV distribution
network connected to wind farm with IGBT power
electronics converters as the schemes simulation results
reveadls an enhanced voltage profile and reduction in
power |0sses.
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I mprovement of voltage stability for grid connected solar photovoltaic systems
using static synchronous compensator with recurrent neural network

Purpose. This article proposes a new control strategy for static synchronous compensator in utility grid system. The proposed
photovoltaic fed static synchronous compensator is utilized along with recurrent neural network based reference voltage generation
is presented in grid system network. The novelty of the proposed work consists in presenting a Landsman converter enhanced
photovoltaic fed static synchronous compensator with recurrent neural network algorithm, to generate voltage and maintain the
voltage-gain ratio. Methods. The proposed algorithm which provides sophisticated and cost-effective solution for utilization of
adaptive neuro-fuzzy inference system as maximum power point tracking assures controlled output and supports the extraction of
complete power from the photovoltaic panel. Grid is interconnected with solar power, voltage phase angle mismatch, harmonic and
voltage instability may occur in the distribution grid. The proposed control technique strategy is validated using MATLAB/S mulink
software and hardware model to analysis the working performances. Results. The results obtained show that the power quality issue,
the proposed system to overcome through elimination of harmonics, reference current generation is necessary, which is
accomplished by recurrent neural network. By recurrent neural network, the reference signal is generated more accurately and
accordingly the pulses are generated for controlling the inverter. Originality. Compensation of power quality issues, grid stability
and harmonic reduction in distribution network by using photovoltaic fed static synchronous compensator is utilized along with
recurrent neural network controller. Practical value. The work concerns the comparative study and the application of static
synchronous compensator with recurrent neural network controller to achieve a good performance control system of the distribution
network system. This article presents a comparative study between the conventional static synchronous compensator, static
synchronous compensator with recurrent neural network and hardware implementation with different load. The strategy based on the
use of a static synchronous compensator with recurrent neural network algorithm for the control of the continuous voltage stability
and harmonic for the distribution network-linear as well as non-linear loads in efficient manner. The study is validated by the
simulation results based on MATLAB/Smulink software and hardware model. References 29, tables 2, figures 25.

Key words: static synchronous compensator, photovoltaic fed, adaptive neur o-fuzzy inference system, recurrent neural network.

Mema. Y cmammi npononyemocs Hosa cmpameeis YnpaguiHHA CMAMUYHUM CUHXPOHHUM KOMNEHCAMOPOM 6 eHepeocUcheMmi.
3anpononosanuii cmamuiHuLl CUHXPOHHULL KOMNEHCAMOP 3 HCUBTIEHHAM 610 (POMOENEKMPULHUX eNeMEHMIE BUKOPUCOBYEMbCA PA3OM 3
2eHepamopoM ONOPHOI Hanpyeu HA OCHOBI HeUPOHHOI peKypeHmHOI mepedci, npeocmasneHum 8 mepedxci enepeocucmemu. Hoeuzna
3anpoONOHOBAHOI PoOOMU NONA2AE Yy NOOAHHI CMAMUYHOZ0 CUHXPOHHO20 KOMNEHCAMOpA 3 NOKPAWEHUM HOmMOoeneKmputHuM
nepemeopiosauem JIGHOCMAHQ 3 AneOPUMMOM PeKyPeHMHOI HelupOHHOI Mepedici Ol eeHepayii Hanpyeu ma niompumku Koeqiyicnma
nocunennsi 3a nanpyzoro. Memoou. 3anpononosanuil ancopumm, AKull 3abesneuye egexmusne ma eKOHOMIuHe piuieHHs Ons
BUKOPUCIAHHA AOANMUBHOI HelPO-HeHimKol cucmemu N0IYHO20 BUBCOEHHS SIK GIOCMENCEHHS] MOYKU MAKCUMATLHOI NOMYICHOCII,
3a6e3neuye KOHMPONbOBAHUL GUXIO MA RNIOMPUMYE BUTYHEHHS NOGHOI nomydcHocmi 3 gomoeanseaniunoi nameni. Mepedica
830EMON0E A3AHA 13 COHAUHOI EHePRi€ln, Y PONOOINbHILL MEPEXCI MOXNCYMb SUHUKAMU HesIONo8iOHIiCMb (ha308020 Kyma Hanpyeu,
2apMOHIKU ma HecmabinbHiCMb Hanpyeu. 3anpononosana cmpamezis Memooy YnpaeiinHs Nepesipacmucs 3 UKOPUCMAHHAM Mooenell
npozpamnozo 3abeznevennss MATLAB/SmuUlink ma anapamnozo 3abesneuenns ona ananizy pobouux xapakmepucmux. Pezynomamu.
Ompumani pesyromamu nOKasyiomy, wo npoonema AKOCmi eleKmpoeHepeii, Ky 3anponoHoeanad cucmema 001ae 3a 00NOMO20I0 YCYHEHHs
2apMoHiKk,nompedye eenepayii emaioHHO20 CIMPYMY, WO 30IUCHIOEMbCS PeKyPEeHMHOI0 HEUPOHHOI Mepediceio. 3a 00NOMO2010 peKypeHmHOT
HelpoHHOI Mepedici Oinbul MOYHO GOPMYEMbCA eMANOHHUN CUSHANL © GIONOGIOHO 2eHePYIOMbCs IMNYIbCU Ol KEePYB8AHHSL THEEPMOPOM.
Opuzinansnicms. Komnencayis npobnem 3 aKicmio eneKmpoenepeii, cmabiibHiCmio Mepedici ma 3HUNCEHHAM 2aAPMOHIK Y PO3NOOLIbHIl
Mepedici 3a 00NOMO2010 CHAMUYHO20 CUHXPOHHO20 KOMHEHCAmopa 3 (OmoeneKmputHuM JHCUBTEHHAM BUKOPUCTNOBYEMbC PA30OM i3
KOHMpONepom peKypeHmuoi Heuponnoi mepedxci. Ilpakmuuna wyinnicms. Poboma cmocyemvcs NOpiGHANBHO20 OOCTIONCEHHA Ma
3acmoCcy8aHHa CMamuiHO20 CUHXPOHHO20 KOMNEHCamopa 3 PeKypeHmHUM HelpoMepedicesum KOHMPONepoM Ol OOCASHEHHS XOpOuloi
NPOOYKMUSHOCIE CUCIEMU YRPAGTIIHHS CUCIEMOI0 PO3NOOLIbHOL Mepexci. Y yitl cmammi npedCcmagieno NopigHsibHe OOCTIONCEeHHS.
MPAOUYIiHO20 CMAMUYHO20 CUHXPOHHO20 KOMNEHCamopd, CMAMuYHO20 CUHXPOHHO2O0 KOMNEHCAMOpA 3 PeKYPEHMHOIO HelpOHHOIO
Mepedicelo ma anapamuolo peanizayielo 3 pisnum Haganmadicennsim. Cmpameeis, wo IpYHMYEMbCA HA BUKOPUCHAHHI CIAMUYHOO
CUHXPOHHO20 KOMNEHCAMOPA 3 PeKyPeHMHUM AN2OPUMMOM HelPOHHOT Mepedici Ol e(heKmugHo20 KOHmpomo cmabinbHocmi ROCMIliHOT
Hanpyeu ma 2apMOHIK ONA JUHILUHUX A HeHIUHUX HABAHMAJCEHb pPO3NOOLTbHOI Mepedci. []ocrioxcenHs niomeeporcyemvpcs
De3VIbMamami. MOOCO8AHHSL 3 YPAXY8aHHAM npozpamio-anapamioi modeni MATLAB/S mulink.. Bi6i. 29, ta6u. 2, puc. 25.

Kniouogi cnosa: eTaTHYHHN CHHXPOHHHUI KoOMIeHCATOp, (poToeleKTPUYHe KUBJICHHS, aJaNTHBHA Heiipo-HediTka cHcTeMa
BHBE/JCHHSl, PEKYPEHTHA HeiipOHHA Mepeska.

Abbreviations

ANFIS Adaptive Neuro-Fuzzy Inference System Pl Proportional-Integral

ANN Artificial Neural Network P-O Perturb-Observe

DVR Dynamic Voltage Restorer PV Photovoltaic

FACTS Flexible AC Transmission System RNN Recurrent Neural Network

FFT Fast Fourier Transform SEPIC Single Ended Primary Inductance Converter
FIS Fuzzy Inference System SRF Synchronous Reference Frame

IC Incremental Conductance STATCOM Static Synchronous Compensator

LSTM Long Short-Term Memory THD Total Harmonic Distortions

MPPT Maximum Power Point Tracking VSl Voltage Source Inverter

PCC Point of Common Coupling

Introduction. Nowadays, power quality is quality problems greatly affect the distribution side which
considered as a major issue in industrial sectors because  results in malfunctioning and failure of sensitive loads
of increasing sensitive loads [1, 2]. In general, the power
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[3]. Mgjority of power quality issues are caused by non-
linear loads and harmonic imbalances [4]. Voltage
sag/swell, harmonic distortions, spikes and surges and
transient disruptions are the most serious power quality
issues that severely affect the power distribution system
[5, 6]. Thus in modern power systems, stability
enhancement and reactive power compensation are the
important actualities; DVR, a FACTS device is widely
employed in achieving so. It solves the voltage sag
problem in a unique way, however, it only compensates
for a specific proportion of sag, and so the power quality
problem is not totally eliminated [7-9].

Therefore, one of the excellent FACTS device called
STATCOM is utilized in this work which assists in
improvising the sag/ swell control, dynamic voltage
control, real and reactive power control etc., providing
better power quality and voltage stability [10-12]. Due to
advanced technologies including incorporation of large-
scale renewable distributed generation, enhanced
communication as well as control methods, and increased
storage capacity, generation of power and distribution
networks are facing significant variations. Owing to the
static  structure, minimal size, and low cost for
maintenance, solar PV dependent energy generation
systems are widely used by various renewable resources
for the generation of power [13]. Since solar PV energy is
intermittent, the PV systems are combined with storage
systems for energy as well as other sources for renewable
energy to ensure trustworthy functioning. This is attained
by the parallel connection of DC-DC converters with PV
panel [14]. A DC-DC converter is necessary amidst the
inverter and the PV panel for avoiding large number of
PV panels connected in series manner. This converter is
aso essentia in power generation of PV system for
providing electrical isolation [15].

Regarding DC-DC converters, boost converters are
used in increasing the PV pand voltage and their
incorporation reduces the input ripple current obtained
from the solar panel, increasing the panel’s reliability and
extraction power [16]. Despite these benefits, boost
converters have a discontinuous input and output,
necessitating a greater number of switching devices. This
influences the circuit dynamics by causing fluctuations in
the gain of the circuit [17]. To overcome this limitation, a
buck-boost converter has been developed, which has a
wide input and output voltage range with increased
performance. It achieves an additional input feature that
increases the dc input voltage range, greatly improving
the PV pand’s versatility but possesses centralized
operation [18]. Zeta converter is aso utilized in PV
systems which generate minima ripple current and
improved voltage gain but the gain of voltage is sensible
with the inductance leakage [19]. CUK converters
employed by the PV panel exhibited minimal switching
losses together with better voltage regulation and greater
efficiency providing versatile operation. However, due to
the resulting sharp speed up/down voltage, these
converters lagged, impacting the precise utilization [20].
Furthermore, CUK converter utilization is restricted to the
medium-low power range, as high-power operation
necessitates large input and output inductors, and the
converter is harmed when linked to a utility grid due to

grid voltage fluctuations [21, 22]. Moreover, SEPIC
converters are utilized in PV systems to generate an
output which is non-inverting and is considered as easy to
drive due to the referenced switch towards ground node.
However, these converters are not finer in terms of cost
and efficiency [23]. In order to tackle these issues,
Landsman converter is exploited which offers noiseless
operation with improved efficiency.

To extract the full quantity of solar power, the DC-DC
converter is used in conjunction with aMPPT controller. Itis
a significant component included in PV systems to improve
the efficiency of extracting renewable energy. Numerous
schemes for MPPT control are proposed and in most of them,
PV voltage is sdlected as the variable for control because of
its enhanced characterigtics for gability [24]. P-O is a
commonly used MPPT dgorithm because of its smplicity
and cog-effectiveness. The perturbation’s phase sze is
estimated by the tradeoff amidst MPPT precision and MPPT
rate which is little tedious The use of IC ingtead of
P-O, which isfree of oscillations while tracking the maximum
power point, yields more precise performance. Despite these
benefits, this approach is limited by environmentd conditions
[25]. These flaws are overcome by employing closed loop
contral agorithms that baance the DC-link voltages, resulting
in minima digtortions and efficiently preserving the grid
system'’s power qudity [26]. Closed loop agorithms produce
optimad results when deding with externa disruptions,
dlowing grids to operate in red time but result in high
emisson cods due to less emisson dlowance [27]. To
overcome these issues, ANFIS is exploited in this gpproach
which combines the benefits of complementary ANN and
fuzzy logic agorithms, resulting in better fuzzy controller
accuracy and ashorter development time.

Furthermore, the converter's output DC voltage is
transformed to AC voltage, which is accomplished by a 3¢
VSl that is grid connected. The synchronization of grid is
regarded as a dgnificant chalenge due to issues such as
voltage distortions induced by local nonlinear loads and grid
disturbances. The basic ements of the common coupling
voltage point are evaluated with the consideration of power
quality variations for achieving improved synchronization of
grid [28, 29]. These grid synchronization frameworks
improve control efficiency and interpolate improved grid
quality power, resulting in precise outcomes. The control
architectures considered are complex hybrid systems that
combine classical and modern techniques, such as artificia
intelligence and statistical models.

The goal of this paper is the synthesis of a recurrent
neural network based reference current generation control
structure and the identification of the latest trends. The
main findings are summarized in the development of
increasingly robust controllers for operation with
improved efficiency, power quality, stability, safety, and
economics. A Landsman converter is exploited which acts
as aripple filter and boosts the oscillating PV voltage. An
MPPT controller adopting ANFIS is utilized for providing
better accuracy. RNN based reference current generation
is utilized for effective harmonic eimination. A 3¢ VSI
for inverting the input DC voltage along with LC filter
and AC grid isalso employed in STATCOM applications.

Proposed control system. The schematic diagram
for the proposed approach is given in Fig. 1, in which the
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voltage stability of the power system is enhanced by the
implementation of STATCOM. PV power is applied to
the STATCOM aong a Landsman converter. The point of
functioning of PV array is at the maximum power point
while the converter power is grid synchronized. For the
controlling of Landsman converter, an MPPT controller is
connected which tracks the maximum power by
evaluating the current as well as voltage obtained from
the PV array. It regulates the reference voltage or duty
cycle for matching the power to instant power point. The
MPPT controller exploits ANFIS and is non-linear and
varies in accordance with time. It performs the evaluation
of signals and its optimal selection thus mitigating the
steady-state error.

2L AL T

L "
&= H~ -~

Fig. 1. Schematic diagram of the proposed approach

RNN based reference current generation is utilized
in this work, by which the harmonics are eliminated for
any change in load and source voltage. Thus, the pulses
for controlling the VSI are generated by using hysteresis
current controller, thereby providing reactive power
compensation and harmonic elimination.

Modeling of PV system. A solar cell is essentially a
semiconductor diode that is exposed to irradiance. This
solar irradiance comprises of photons having various
levels of energy of which few are absorbed in p-n
junction. The photons with minimum energy level when
compared to the solar cell’s band gap are unusable. The
photons with maximum energy when compared to band
gap are utilized in the range similar to band gap. The
equivalent circuits generally utilized for the PV cell
modeling consists of a single diode offering better
tradeoff between simplicity and accuracy and the
corresponding diagram is shown in Fig. 2.

IOUI RS

o—D-
>

|vd‘} Ish

A SZ R, Vout
D

\Y,

Fig. 2. Equivalent circuit of PV cell

The photo current I, is based on the solar radiation
R and temperature T and is given by

on = 1 ph(Tres (Lt ko - (T —Tres ); (1)

Iph(Tr ):%'Isc(Tr )= (2)

where |on(Tre) is the photo current corresponding to
nominal temperature T« ; R iS the radiation which is
nominal obtained by PV's constructor; kg is the constant
whichisgiven as
_ |sc(T)_ |sc(Tref)
ko=——"—"", (©)
T—Tre

where |« is the current across short circuit.

In PV system, the temperature of environment is a
nominal one and from (1), (2) for T = T,, the photo current
o depends on solar radiation and is given as

Iphzlph(Tref ):%‘Isc(Tr ) 4

Equation (5) denotes diode equation in which Vo
and |, are the current as well as voltage outputs, | is
the saturation current of the diode VD, V;, is the thermal
voltage of the diode, Rs istheresistancein series

lg =gt {exp[—vom +V|£”t i RSJ—l} . (5)

The current across parallel resistanceis given as

g = Vout +|:\I:1Ut R . (6)

The V-I characteristic equation is given as

Vout + lout - Rs
lout = ph — ar| €XP ~2M——OUL "5 | 7]
out = ! ph sat{ p[ Vi

_(Vout +lout - RSJ
Ry .

Thus, the modeling of PV system is performed and
from (7), the output voltage and the input voltage are
evaluated.

Modeling of Landsman converter. Landsman
converter is a DC-DC converter which is used to enhance
the voltage attained from the PV system providing a
noiseless operation. The converter is designed to function
in continuous conduction mode irrespective of irradiance
level variations. The connection diagram of the proposed
Landsman converter isgivenin Fig. 3.
>
La l_\g_' VD

|/| +
_| R
Va Lb Cb p— Vo

Fig. 3. Landsman converter

()

+|

The input voltage is given by V, and the output
voltage is given by V,. The switch is represented as VS
and the output resistance is denoted as R. The current
across the inductors L,, L, and the voltage across C, are
continuous in nature. It has the ability to boost the output
and functions in boost mode when the value of duty ratio
is greater than 50 %.

Operating mode 1 — switch ON. In operating mode 1,
the switch isin ON condition and the voltage of capacitor
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C, termed as V., reverse biases the diode. The current
across Ly, termed as I, flows along the switch. Since Vc,
is greater than the resultant voltage Vo, and C, discharges
along the switch, transmitting energy to the inductor L,
and the output. Hence, Vc, decreases and |, increases and
the input supplies energy to the input inductor L.

Operating mode 2 — switch OFF. In operating
mode 2, the switch is in OFF condition and the forward
biasing of diode results in a configuration of circuit as
given in Fig. 3. The current across inductor Ly termed as
I.p flows along the diode VD. The inductor Ly transmits
its energy retained to output across the diode.
Consequently, C, is charged across the diode with the
energy from both the input as well as L, and hence, Vc,
increases while |, decreases.

The ripple in the input current I, is calculated by
considering the flow of al the ripple component of L,
across C,. Ag represents the additiona flux and the pesk-
to-peak ripple current is given by:

Al g = A¢/ La - (8)

At switch off condition, the current across C, is
given as.

AVca
(1_ D)'ts ’
where D isthe duty ratio; ts isthe switching period.
The voltage ripple content of Vc, is given as.

Ca ’ (9)

lca=lLa=

I
AV, =§-(1— D)-ts. (10)
a
Substitute (10) in (8):
a “"‘“a 11)
1 1, -D) ‘
8-L,-C, f2,
where fg, = 1/tsis the switching frequency.
Equation (11) is normalized as:
Al 1 (1-D)
= > (12)
la 8LaCq 18,
So, we have:
D
where | isthe current at the output side.
Substitute (13) in (11)
Dl
Ly =2—0. (14)
8- fay Ca-AlLg

Modelling of MPPT controller. In «neuro-fuzzy»
method different learning concepts from the neural
network literature are applied to a FIS. Figure 4 shows the
model of ANFIS and it possesses the merits of both
neural network as well as fuzzy logic controllers.
Comparing with existing techniques of MPPT, the ANFIS
adopted MPPT controller offers improved accuracy for
tracking with high convergence speed.

The three major components present in the ANFIS
are a rule based one dealing with choosing fuzzy rules,
a database concept representing the membership functions
of fuzzy rules and a decision engine for depicting the
output adopting inference procedure. Expert awareness

Fig. 4. Proposed ANFIS model

encompasses fuzzy logic principles, while neural network
schemes are developed with the data base. Furthermore, the
neuro-fuzzy approach appears to be appropriate if the
system’s data as well as information sources are available.
In this approach, ANFIS based MPPT controller is utilized
in PV system for tracking optimal power with minimal
oscillation and the optimized fuzzy rules are attained by the
embedding of the behavior of the complete system.

The outputs are obtained as the linear combination of
the corresponding inputs and the fuzzy rules are given below:

1. Whena= Xl, b= Y]_ then Fl = i1a+j1a+ kl,

2.Whena= X5, b= Y, then F,= i2a+jza+ kz,

Layer 1 comprises adaptive nodes capable of
generating membership gradings of linguistic labels
depending on assumed signals utilizing a proper
parameterized membership function given as:

Oyp = x, (a)= (15)

where Oy, represents the p™ node output of initial layer;
a is the node input p; X is the linguistic label obtained
from X = (X1, X5, Y1, Yo) which represents the fuzzy set
and {X,, Yp Zj} represents the premise parameter set
utilized for adjusting the membership function’s shape.

Layer 2 comprises nodes which are fixed and
designated as I1, further represented as the firing strength
of every rule. The fuzzy AND of al inputsis taken as the
output of every node:

Ozp =Wp =ﬂxp(a)'ﬂvp(b), p=12,.. (16)

Layer 3 results are firing strengths which are

normalized and the p™ node output is given by the ratio of

the firing strength of p" rule to the total of al rules of
firing strengths:

Wy = b

O =W =Wy,

Layer 4 outputs are calculated by the adaptive nodes
depending on parameters utilizing:

Ogp =Wy -Fp =Wy -{ip-a+ jp-b+kp), (18)

17

where W, is the firing strength from the third layer and

(ip, Yo, ko) are the nodes consequent parameter set.
Layer 5 estimates the overall output of ANFIS from
the total of the inputs of nodes:

p pr-Fp
Osp :ZWp'Fp ==
i=1 pr

i=1

(19)
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The current, power of the PV system and the duty
cycle ratio of the converter are obtained as outputs by
ANFIS controller. The input labels permit the ANFIS for
generating the converter command which is further fed to
the converter for ensuring power adaptation.

RNN based reference current generation. The
increased usage of non-linear loads leads to distortions in
current and voltage; however, there are several methods
to mitigate harmonics. The injection of opposite
harmonics in the PCC is one of the effective methods. For
this, accurate reference current generation is necessary
and this is accomplished in this work by RNN. The
illustration of RNN is given in Fig. 5 and the process of
harmonics extraction isin Fig. 6.

HICOEN e

. . .

-

L L L

k1]

P

Fig. 6. Reference current generation

The structure of RNN resembles Elman network, in
which the hidden layer’'s output at (k-1), is taken as the
additional input for every sample step k. As the feedback
is included from the prior step, an additiona memory is
included so that the neural network has the ahility to grasp
the dynamic behavior of the system. Back-propagation
training is utilized for updating the weights.

By RNN, the harmonic components iy, is extracted
from the load current i, and the expression relating the
harmonic component and load current is given as:

ih =L — Ibases (20)
where the fundamental component is denoted as iyas, the
reference current i;d is generated exactly by RNN

thereby eliminating the harmonics.

RNN consists of numerous successive recurrent
layers, and these layers are sequentialy modeled in order
to map the sequence with other sequences. RNN has a

strong capability in order to capture the contextual data
from the sequence. RNN can operate the sequences with
arbitrary length. RNN is the extension of feed forward
neural network with the presence of loops in hidden
layers. RNN takes the input with the sequence of samples
and identifies the time relationship between the samples.
The LSTM solves the classification issues by adding the
network parameters with the hidden node and releases the
state based on the input values. RNN achieves better
performance than LSTM by activating the states based on
network events. The regular RNN node consists of a
single bias and weight. The RNN is evaluated using the
gated recurrent unit and LSTM. The one-to-one network
configuration is formed using the network parameters,
where the time step of each input data generates the
output with the specific time step.
Forget gate layer;

e Input gate layer;

o Output gate layer;

o State gate layer.

The input and the forget gate controls the previous
hidden state and the present input state that contributes to
the cells state. However, the input, output, and the forget
gate activation is scaled using the sigmoid function, and
the output of the hidden state is filtered using the
hyperbolic function. The optimization of network
parameters using the stochastic gradient is achieved based
on the sequence of input data. However, the
hyperparameters are the structure of the network (size and
layers), sequence length, batch size, momentum, and
learning rate, respectively. The hyperparameters are set
through the stochastic or manual search.

The input of the RNN is the sequence of vectors as

{yi, V2, ..., Y} the sequence of hidden states as
{z1, 2, ..., zZ4} and the output unit as {vi, V5, ..., W}
respectively.

The recurrent layer consists of the recurrent function
d, which takes the input vector yx and the hidden unit of
the previous state zx as the input and generates the hidden
state as:

x=d(yx, 2x-1)=tanh(P- yx+ Q- zx-1).  (21)
Moreover, the output units are calcul ated as:
vx = soft max(R- zx) , (22)

where P, Q, R are the weight matrices; and the activation
function tanh indicates the hyperbolic tangent function.

RNN uses the highly complicated function in order
to learn and control the information flow in the recurrent
layer for capturing the long term dependencies.

Results and discussions. The analysis of PV fed
STATCOM assgting harmonics eimination, providing
voltage stability is validated through MATLAB environment
in this work. The output voltage of the PV system has been
enhanced by exploiting the Landsman converter, through
which the performance of the system is improved. The DC-
link voltage stability is regulated through the ANFI S adopted
MPPT controller offering high accuracy with increased
speed of convergence. The specifications of PV module and
Landsman converter areillustrated in Table 1.

The proposed work is implemented in MATLAB
depicted in Fig. 7 and the obtained results are given
below.
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Tablel
Specifications PV module and Landsman converter

Parameter name Value
Cdlsinamodule 36
Modulesin series 17
Modulesin parallel 4
Open circuit voltage Vo, V 21
Short circuit current Iy, A 7.1
Converter duty ratio D 0.5
Capacitance C,, uF 4.7
Capacitance C,, uF 1000
Inductance L,, mH 0.9
Inductance L,, mH 5.4
Capacitance C;, uF 650
Resistance R;, Q 0.03
Inductance L, mH 0.7
Resistance R;, Q 0.01

[t | L1 | ) =

=] g 0l e
- : . .E:._u-i" L |
S0, =

Fig. 7.Control block of RNN

Figure 8 indicates the waveform for solar irradiation.
Its increase leads to the increase of output current as well
as voltage. This results in maximum power output in this
mode of operation.

Figure 9 indicates the waveform for temperature.
The increase in operating temperature results in the
marginal increase of output current, but leads to decrease
in output voltage and hence results in the decrease of net
output power.

_"Ir_radiatioq,W/mz ) ) ) T,°C

+10° s | i 3 : t-10°, s|

Fig. 8. Waveform for solar Fig. 9. Waveform for
irradiation temperature
Figures 10, 11 denote the waveforms for output
voltage and output current in PV panel respectively. The
output voltage obtained is a constant DC voltage with
varying time.

Figures 12, 13 denote the output voltage waveform as
well as output current waveform for a switched boost
Landsman converter. The adopted ANFIS based MPPT
extracts maximum power from the PV panedl and is fed to
the converter which further minimizestheripples.

1, A

Vv,V |

iy P —— - 1 H |

| mr—
t10° s :|- i 1 __t10s|

Fig. 12. Output voltage Fig. 13. Output current
waveform for switched boost  waveform for switched boost
Landsman converter Landsman converter

Figure 14 denotes the AC output voltage waveform
for VSI with varying magnitude and frequency. The
comparison of reference signal is performed with a carrier
waveform of increased frequency for controlling the
inverter’s AC output voltage.

Figure 15 indicates the output voltage waveform for
grid which is sinusoidal in nature with constant voltage
and frequency.

WW P;j () oeenoy
ki | ‘ -'Li.:fﬁ’s"r'v}'fff'*'ﬂ'f

H 105, :IIII.'l .Lu.u L | -\..":. !
[ ] T t10% st
Fig. 15. Output voltage
waveform for grid

Figure 16 indicates the output current waveform for
grid which is sinusoidal in shape during its operation
maintaining constant voltage and frequency. The grid
current THD (Fig. 17) has been observed as 3.5 %, which
satisfies the |EEE standard.

LA

. Fig. 14. Output voltage
waveform for VS|

e

# t10° s

Fig. 16. Output current waveform for grid
Fundamental (50 Hz) = 10.45, THD = 3.5 %
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F|g 10. Output voltage waveform Flg 11. Output current o= = - wef, Hz tos
for PV panel waveform for PV panel Fig. 17. Grid current THD
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The performance of the converter is anayzed in
terms of its efficiency and voltage gain ratio. In both the
aspects the proposed Landsman converter provides better
results as shown in Fig. 18, with a maximum efficiency of
92 % and gain of 10.

gl P o ] B ol 3 ] S

-|ﬁ =

e
B v o

Fig. 18. Comparison of efficiency and voltage-gain for
Landsman converter

The tracking efficiency of the proposed MPPT
algorithm is reveded to be more effective when anaogized
with conventiona agorithms like P-O, IC and fuzzy. The
tracking efficiency (Fig. 19) of P-O agorithm, IC, fuzzy and
ANFIS are observed as 81 %, 84 %, 89 % and 92 %
respectively.

Tesicresy CHfl cl ao™il o il s WFPT A i mrns
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Fig. 19. Comparison of trackl ng eff|C| ency
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DC-link voltage control plays akey role in determining
the overall performance of the system, by which the voltage
dability is ensured. Better settling time and THD is
accomplished by using the proposed RNN based reference
current generation whereas the Pl controller and SRF theory
ddiversreatively low values depicted in Table 2.

Table 2
Comparison of settling time and THD
Pl SRF | RNN
Settlingtime, s10° | 3.2 | 27 | 1.75
THD 47%|42%|35%

Experimental setup. The PV array integrated utility
grid using high gain converters hardware setup shown in
Fig. 20. The operation of the STATCOM under two
different cases.

Method 1. In this method the outer loop and inner
loop of the grid used is Pl voltage regulator and Pl current
controller.

Method 2. In the method the outer voltage loop used
in Pl voltage regulator and inner current loop used as
RNN current controller. The above different methods to
assure the controller performance at different system
parameters, the local loads on grid side and solar
irradiance has been changed as follows:

15 imk afior basting
Tl

Fig. 20. Hardware setup for grid connected solar PV systems
using STATCOM

1. Without any break 10 kW inductive load is applied
and 0.8 swith 5 kW one more inductive load is applied.

2. Duration of 0.4 sto 0.6 s solar irradiance is changed
from 1000 W/m? to 600 W/m>.

In hardware circuit, displays the voltage and current
before the boost converter of PV terminal. The current is
changed with respect to change in irradiance of the solar
PV panel. The PV array voltage level is changed by using
high gain.

The proposed RNN controller shows better
harmonic reduction than existing Pl current controller.
Moreover, the voltage stability of the system maintain
with solar PV interconnected with distribution grid even
under dynamic changes.

The load current of solar interconnected PV system
isshownin Fig. 21.

For various operating condition the single stage grid
connected system was studied and the off mode grid with
solar PV system for disconnected source voltage depicted
inFig. 22.

The isolation condition of 1000 W/m? is 400 V PV
model power for reactive power by the inverter output
shown in Fig. 23.

In this case the isolation level on the PV panel was
varied as shown in the Fig. 24.

The FFT analysis of output voltage for the grid
interconnected THD is depicted in Fig. 25 and the
reduced THD is 4.24 %.

-l k Il.-ll

| 1 2 —rated current
1

\ //1 A

Fig. 21. Load current

1- Ioadcurrent l"
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Fig. 24. PV module power P,N, act|ve power Pgq supplied by
inverter, DC link voltage Vg, current at the PCC |,
for switching ON of local load

The observation.

1. The proposed model, active power, reactive power
injected for different isolation level, the inverter DC link
voltage and current fed to the grid.

2. The THD leve of the current isfound to be below 5 %.

3. The reactive power is maintained at zero level in
order to ensure the unity power factor operation.

4. Reactive power injected by the system voltage
regulation at the termind of the inverter the can be adjusted.

5. The system for a strong interconnection grid system,
the performance of the controller is much better and faster as
compared to that for aweak interconnected grid system.

While implementing the practical consequences,
there will be aripple current significant rise whenever the
inverter feeds non-linear load, and its majority of concern
is magnetizing current. The hardware prototype sampling
time, harmonics will be dightly higher than its simulation
results. It can be suppressed by either increasing the
number of levels of inverter or designing afilter.

Conclusions.

In this paper, an efficient way of regulating voltage
stability and mitigating harmonics is addressed by using a
photovoltaic fed static synchronous compensator with
recurrent neural network. Static synchronous compensator
is basically shunt connected, which provides reactive
power compensation and voltage stability. DC-DC
converters has been incorporated with photovoltaic systems
and Landsman converter has been utilized in this work

P m , i

OH S ey CME i e i ap e ChioAkds  TrBeldE
Fig. 23. PV module power Py, reactive power Qqiq supplied by
inverter, DC link voltage Vg, current at the PCC |
for variable isolation
Fundamental frequency (50 Hz) =121.1, THD =4.2%

0 200 400 800
Fig. 25. The performance of FFT analysis of output voltage for THD

200 f, Hz 100

dong with adaptive neuro-fuzzy inference system
maximum power point tracking for tracking the maximum
power from the photovoltaic, along with DC-link voltage
regulation. The chosen converter provides better efficiency
and voltage-gain ratio when compared with other
converters. Recurrent neural network assists in the
generation of reference signal, so that the harmonics that
occur in the system are effectively mitigated. The
validation of the proposed work is carried out through
simulation in MATLAB and also tested with hardware
model. It has been observed that the tota harmonic
distortionsis minimized to 5 % which suits | EEE standard.
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KOeinei

BACBKOBCBHKHMH IOPI MUKOJIANOBHUY

(mo 70-piuust 3 AHS HAPOKEHHS)

Bunosuunocss 70 pokie  FOpito MukonaiioBuuy
BacbKkOBCbKOMY, JOKTOpPY TEXHIYHHMX HayK, mpodecopy
kadenpu enekrpomexaHikd HarioHaJIbHOrO TEXHIYHOTO
yHiBepcuteTy YkKpainn <«KuWiBCHKMH  TONITEXHIYHHN

Jobpe Bimomi HaykoBi pe3ynbTatd, ski IOpiii
MuxkosnaiioBuu oTpuMaB y criBrpani 3 koneramu B 1E]J]
HAHY mo npobnemi CTBOPEHHSI MOTYXHUX IMITYJIbCHUX
€JIEKTPOMEXaHIYHUX MEePETBOPIOBAYIB €HEPTii TEXHOJIOTI-

iHcTUTYT iMeHi [rops CikopchbKOro».

IOpiii MukonaiioBud HapoIuBCs
31 Gepesns 1952 poky B M. Kuesi. Moro
O6arbki OyJM BHIIYCKHMKaMH I€pLIOl
IPYIU CTYIEHTIB, siki micist pyroi cBi-
TOBOI BifHM HaBuanucs Ha Kadenpi erne-
KTpuuHuX MariuH 1 amapatie KIII. Ha-
Jani #oro 0AaThKO TPUBAIMH Yac MPAIko-
BaB Ha Iiii kadenapi MOLEHTOM. 3TiTHO
ciMeHMM TpaauuisiM, BacbkoBChKHI
FO.M. takox HaB4aBcs Ha Kadeapi enek-
tpomexaHniku KIII, sky 3akiH4uB 3 Bifn-
3HaK0i0 v 1975 pomi. ITicns 3akiHueHHS
KIII BiH TpuBanuii yac mpaioBaB B [H-
ctutyTi enekrpoauHamikd HAH Vkpainu. Ilix HaykoBum
KEPIBHUIITBOM  BWJIATHOTO  BYEHOTrO-EJIEKTPOMEXaHiKa
wreH-kop. HAHY IloctrikoBa [.M. y 1980 pomi 3axucTtus
KaHAMIATChKY nucepTtaiito. 3 1997 poky mpartoe B «Ku-
1BCHKOMY TIOJNiTeXHIYHOMY iHCTUTYTI iMeHi Irops Cikop-
CBHKOTO», JIe 3aXHCTHB JTOKTOPChKY maucepTariito (2001 p.)
Ta OTpUMaB 3BaHHs mpodecopa (2005 p.).

Ipodecop Bacerobcbkmii FO.M. — Bimomuit (axi-
Bellb B cdepi AOCTIHKEHHS (i3UIHUX MPOIECIB B CICKT-
PUYHHMX MAaIlMHAX METOJAaMH MAaTeMaTHYHOTO MOJIEII0-
BaHHs. Po3po0iieHi iM MeTOoH, MOJIbOBI, KOJIO-TIOJILOBI Ta
MyJIbTU]I3HYHI MaTeMaTHuHi Mojesli e(EeKTHBHO BUKO-
PHUCTOBYIOTBCSI IIPU CTBOPEHHI Ta IOCIIJDKEHHSIX HOBHX
€JIEKTPUYHHUX MAIIMH PI3HOTO THITY 1 IIPU3HAYCHHS.

BacekoBcrkuit FO.M. OpaB OesmocepenHio ydacTb
B OOIPYHTYBaHHI TEXHIYHMX pillleHb 1 PO3pOOLI MepIIuxX
y CBITI aCHHXpPOHI30BaHUX TypOOT€HEPaTopiB, POOOTH
Haj skumu nounHanucs B IEJ] HAHY pasom 3 daxiBus-
mu AT «EnekrpoBaxman» mil HAyKOBUM KEpPiBHHIITBOM
uneH-kop. HAHY ©M. IloctHikoBa. Pe3ynpraTom mux
pO3po0OK CTamo BIPOBAPKEHHS B EKCILUTyaTallil0 TBOX
tTypOorenepaTopiB notyxHictio 200 MBt Ha Bypurrus-
cekiii TEC. [TomanpmmM mpoaoBKEHHSM BOTO HAIPSAMY
JOCITIIDKEHb CTajlo OOIPYHTYBaHHSI CTPYKTYPH, KOHCTpY-
KIii Ta mapaMeTpiB CHHXPOHHO-aCHHXPOHHHUX TypOore-
HeparopiB, MI0 MalOTh PO3IIMPEHi (YHKI[IOHAIbHI MOX-
muBOCTi. PesymbTaTH IHMX JOCTIIKEHb Yy3arajlbHEHI B
MoHorpadii «CHHXPOHHO-aCHHXPOHHI TypOOreHeparo-
pu», ska ormyOJlikoBaHa B CIIIBaBTOPCTBI 3 YIICH-KOP.
HAHY O.I. Tutko.

ITpu Ge3nocepenniii yuacti BacbkoBcskoro F0.M. Ta
fioro acmipanTiB pa3om 3 ¢axiBigiMu BO «CMIiNISHCHKHIA
SJIEKTPOMEXaHIYHNI 3aBOJ» OyJIM po3po0JIeHi 1 3amyIieHi
B CepiiiHe BUPOOHHUIITBO TATOBI 4aCTOTHO-KEPOBAHI aCHH-
xponHi enekrponsurynn tuny CTA — 1200 notyxHicTio
1,2 MBrT, mo mnpu3HaveHi Ajs HPUBOAY JIOKOMOTHBIB
enekTponotsrie. [lofanpiua ekcrutyatalis UUX JABUTYHIB
3acBiumiaa iX BHMCOKY HaAIMHICTB 1 XOpOIIi TEXHIKO-
€KOHOMIYHI NMOKa3HUKH. Y maHui yac npodecop Back-
koBcbkuii FO.M. pa3zoM 3i cBOIMH YYHSMH NPOBOJHTH
PO3pOOKH eHeproeeKTUBHUX TSATOBUX €JIEKTPOJBUTYHIB
3 BUKOPHUCTAHHIM HOBITHIX MOCTIHHMX MarHiTis, pu3Ha-
YEeHUX, 30KpeMa, JJIsl BUKOPHCTaHHS B EJIEKTPOMOOLIISX.

YHOIO 1 CIELiaJbHOTO HpPU3HAYEHHS.
Po3poliieni 3 i#oro yuacTio OCHOBH
Teopil IIMX NMepeTBOPIOBAYIB JO3BOJIMIH
OOTPYHTYBATH iX ONTUMaJIbHI KOHCTPY-
KTHBHI BapiaHTH, BU3HAYUTH iX mapa-
METPH 1 pexXUMH poOOTH, IO CTBOPHIIO
YMOBH JUISl TOJAJIBLIIOTO BIPOBAPKEHHS
IMITYJIbCHUX €JIEKTPOMEXaHIUHHX ITIepe-
TBOPIOBAYIB.

Bacbkoscbkuil FO.M. ogaum 3 ne-
pmmx B YKpaiHi 3alioyaTKyBaB ITUPOKE
BUKOPHCTaHHS TEOpii eNeKTPOMarHit-
HOTO TIOJII Ta YHCENbHUX METOJIB
PO3B’s13aHHS MOJIBOBHX 3aj]iau IPH PO3-
poOKkax Ta HOCHIKEHHAX CINEKTPUYHUX MAIIWH Pi3HOTO
THUITY, PO3POOUB METOJMKH 1 AJITOPUTMHU Oe3nocepeHbO-
TO BH3HAYCHHS MapaMETPiB 1 XapaKTEPUCTHUK EIEKTPHU-
HUX MallldH 33 pPe3yJIbTaTaMU PO3PaXYHKIB PO3MOILTY
€JIEKTPOMATHITHOT'O TIOJIS B iX aKTUBHIH 30HI.

Cepen IHIIMX BaXIIMBHUX Pe3yJIbTaTiB IOBIIsIpa CIIil
BUIUIATH JOCIHIIPKEHHSI CIIEKTPOMArHITHHX IIPOIIECiB
1 XapaKTepUCTHK CHHXPOHHHMX MallMH 3 MNOCTIHHUMU
MarHiTaM#, po3po0Ky CHCTEM peKymeparllii eHeprii Mmexa-
HIYHHAX KOJIMBaHb INACi TPaHCIIOPTHHX 3ac00iB, yaocKo-
HaJICHHS )Jean)epan cucTeM pOTOplB rizporeHeparopis,
pO3poOKy MeToziB Ta 3acobiB marHOCTyBaHHﬂ YIKO-
JUKEHb €JEeKTPUYHMX MAIIWH, 5Ki, 30KpeMa, 3HaWIIIH
BiZioOpaxkeHHs1 B MoHorpadii «HaykoBi 0OCHOBH, METO/H 1
3aco0M MIarHOCTHKY ACHHXPOHHHUX JBUTYHIB» (OmyOIiko-
BaHa B CriBaBTOPCTBI 3 wieH-kop. HAHY O.1. Turko).

Pesynbratn mpoBenennx IOpiem MukonaiioBuuem
HAYKOBHX JIOCIII/PKEHb Ta PO3pO00K BioOpaXkeHi B OLIbII
HiK 200 ony01iKOBaHMX HAayKOBHUX MpallsiX 1 MaTeHTax Ha
BHUHAXO[IH.

Sx mpodecop kadenpu enexrpomexanikn FOpiit
MuxkosaiioBMY NPOBOJMUTH BENMKY BHUKJIAJALBKy 1 HaBYa-
JIbHO-METOTHIHY p060Ty, 3aIy4arouM B HaBYAIBHHH
TpOIIeC 3i CTyIeHTaMHU HOBITHI HayKOBi pe3ynbratu. Moro
HaBuaJIbHI 1MociOHKKN 3 rpudom MOH VYkpainu «Mare-
MaTH4YHE MOZCIIOBAHHS €JICKTPOMEXaHIYHHUX IIEPETBOPIO-
BauiB eHeprii», «[lonboBHi aHaNi3 EJNEeKTPUYHHX Ma-
mmH», «MareMaTidHe MOJENTIOBAHHS EJIEKTPHYHUX Ma-
IIMH 3 TOCTIHHMMHU MarHiTaMu» LIIMPOKO BHKOPHCTOBY-
IOTBCSI CTyJICHTaMHU-EJICKTPOMEXaHIKaMH Ta acIipaHTaMHu
MPYU BUBYCHHI HABYAIBHUX TUCHHUIUTIH, BAKOHAHHI BHITY-
CKHHUX aTecTaliiHuX poOiT, IpoBeIeHHI HAYKOBUX TOCIIi-
oKeHb. BacskoBebkuil FO.M. € uineHoM IBOX clieriaii3o-
BAHUX BUCHUX PAIL MO MPHCY/DKEHHIO yUEHUX CTyIICHIB, €
YJICHOM peﬂaKL{lHHI/IX KOHCFII/I pAAy HayKOBO- TeXHl‘-IHI/lX
BUJIaHb, 30KpeMa XypHaly «EjexTpoTexHika i eneKkTpo-
MEXaHiKa».

Hpy3i, koxern i yuni mupo Bitatots IOpis Mukomna-
HoBHYa 3 IOBIICEM, OAXKAIOTh HOMY OOPOTO 3I0pPOB’s Ta
MOANBIINX YCHIXiB B HAYKOBIH Ta BUKJIATAabKii poOOTI.

Penakuis xxypHany «EnekTpoTexHika i enekTpome-
XaHiKka», NMPUEIHYIOUNCh A0 HUX No0akaHb, BHUCIOB-
JIIO€ HAJli0 Ha MOJAJbIy IUTIHY TBOPYY CIIBIpAIO 3
IOBUISIPOM.
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KY3HEIIOB bOPUC IBAHOBHUY

(mo 70-pivusi 3 AHS HAPOIKEHHS)

22 6epesnst 2022 p. BumnoBHsieTbesi 70 POKIB 3 JHA
HapOJKEHHS! BIJIOMOTO BYEHOTO B rajly3i JIEKPOTEXHIKH 1
CHCTEM aBTOMAaTHYHOTO KEpYBaHHS, JOKTOpa TEXHIYHUX
HayK, npodecopa, aypeara Jlep>kaBHoi mpemii YKpainu B
rajy3i Hayku 1 TEXHIKH, 3aBigyrodoro yaboparopieto [H-
CTHTYTy IpoOiieM MammHOOyAayBaHHS iM. A.M. Ilimrop-
Horo HAH VYkpainu Ky3nenosa bopuca [BanoBuua.

B 1975 pomni Kyszuenos B.I. 3akin-
yuB XapKiBChKIH MOJIITEXHIYHUN 1HCTH-
TYT 3a CIEIiaJbHICTIO «ABTOMATH30BaHI
CHCTEMH YIPaBJIiHHI» 1 OTpUMaB KBaJli-
¢ikariro «[H)KEHEP-CUCTEMOTEXHIK».
IIpamtoBaB y Bcecorw3HoMy HayKoOBO-
JOCIIITHOMY 1HCTHTYTI OpraHizauii npari
B YOpHii mertanyprii, a 3 1976 poky — B
YKpaiHCbKOMY 3a0YHOMY TOJITEXHid-
HoMy iHcTHTYTI (3apa3 — VYkpaiHCbKa
IEKeHepHO-TIeIaroTiuHa  akajemis). B
mepiox 1976-79 pokiB — acmipaHT, cTap-
LIMH HAYKOBHH CIIBPOOITHUK, ACHCTEHT,
crapummid Bukiagad, 3 1979 poky —
noueHt, 3 1990 poky — 3aBinyrounii Ka-
¢denporo «CucreM ynpasiiHHS i aBTOMa-
TH3aIlil MPOMHUCIOBUX YCTaHOBOK», a 3 2002 poky — mpo-
PEKTOp IHCTUTYTY 3 HAYKOBOI POOOTH.

3 2004 poxy bopuc IBanoBnu € npodecopom Hario-
HaJIbHOTO TEXHIYHOT'O YHIBEpCHUTETY «XapKiBChKUI MOJi-
texHIYEAN iHCTUTYT». 3 2007 pOKY € 3aBimyrounMm Biami-
JI0M npo0OJieM ynpasiiHHS MarHiTHAM noseMm Y «lHcru-
TYT TEeXHIYHUX mnpobiem MarHerusmy HAH VYxpainm».
3 2022 poky mpaiiroe Ha mocaji 3aBijayruoro jadoparo-
pi€ro Binmisly MarHeTu3My TeXHIUYHHX 00’ €kTiB [HCTHTYTY
npobsieMm MammHOOynyBanHs iM. A.M. Ilizropnoro
HAH VYkpainu.

Kysnenos B.I. — Bizommii BueHHiA B ramy3i BHCOKO-
TOYHOTO YIPABJIiHHS €JIEKTPOMArHiTHUMH Ta eJIEeKTpOMe-
XaHIYHMMH CHCTEMaMH. IM po3po6iIeHi TeopeTHYHi 0CHO-
B CHHTe3y OaraToKaHaJbHHX CHCTEM aBTOMAaTHYHOIO
YIIPaBIIHHS TEXHOJOTTYHUMHU ITpOIlecaMt Ta 00’ €KTaMH i3
CKJIAHUMH KiHEMAaTHYHUMH 3B’ S3KaMH, 32 IOIOMOIOI0
SIKUX 320€3Medy€eThCsl TOUHICTD, SIKY HEMOXIIUBO OZepiKa-
TH B OJHOKAaHAIBHHUX cHcTeMax. BiH mpuiimMaB ydacTh B
po3po0Ili Ta BIPOBA/PKEHHI Y MPOMHUCIIOBICTh 0ararhox
CHCTEM aBTOMATHYHOTO yrpaBiiHHs. [1ix oro kepiBHUII-
TBOM HPOBOAATHCS HAYKOBI JOCHI/UKEHHS 3 PO3pOOKH
HAayKOBUX OCHOB CTBOPEHHsS OararokaHaJbHUX CHCTEM
BHCOKOTOYHOTO YIPaBJIiHHS PI3HOMaHITHUMH 00'eKTa-
MU Ta IpolecamMy, 3 pO3pOOKH HOBHUX METOMIB CHHTE3Y
CJIEKTPOMEXAHIYHUX CHCTEM. 3a I[MM HAMpSIMKOM IIij
kepiBauITBOM I.T.H. npo¢. Kysuenosa b.I. chopmysa-
Jach HayKoBa IiKona «baraTokaHajbHI CHCTEMH yIpaB-
JIHHS TiABHIICHOT TOYHOCTI». 3a IMKI MOHOTpadiil, sKi
MIPUCBSIUEHI PO3pOOILI METO/IIB CHHTE3y OaraToKaHaJIbHUX
CHCTEM YNPAaBIiHHS TEXHOJOTTYHUMH MPOLECAMU Ta Py-
xomMuMHu 00’ extamu, npogecop Kysuenos b.I. onmepxas
JepxaBHy npemiro YKpaiHM y rainy3i HayKH 1 TEXHIKH 3a
2000 pik, Oy HaropomkeHuid BimzHakoro HAH Ykpaiau
« 3a marotoBKy HaykoBoi 3minn» y 2010 pori.

3a nepiog poOOTH y IHCTUTYTI TEXHIYHUX TPOOIIEM
MaruetusmMy HAH VYkpaiuu mig KepiBHHITBOM [.T.H.,
npod. Kysnenosa b.I. po3pobieHi HaykoBi OCHOBH CHH-
T€3y CHUCTEM aKTHBHOI'O €KpaHyBaHHS OlOTpPOITHOTO Mar-
HiTHOrO moyst npomuciioBoi yacrtotu (CAE MII), io re-
HEPYETHCS MOBITPSHUMH JIiHISME €JIeKTponepeaadi B JKu-
TIOBUX OyOMHKAaX Ta TPOMAICHKUX MICTax. 3a IOIIOMO-
roro CAE MII BraeTbest CyTTEBO 3HU3UTH
PIBEHB MAarHITHOTO IIOJIS B 30HAX [ MEIII-
KaloTh Ta nepeOyBaroTh JIOOH, L0 Mae
Ba)KJIMBE 3HAYEHHS JUISl 3aXHUCTY 37I0POB’ s
HaceleHHs YKpaiHu, SKi IPOXXUBAIOTh
noOsu3y JiHiK enexTponepenadi. Pe3yib-
TaTH 11i€1 poOOTH MAIOTh CBITOBHUH PiBEHb.
Bonun npoinum TeopeTHYHE Ta eKCIepH-
MEHTaJIbHEe OOTIPYHTYBaHHS B J1abopaTop-
HHUX Ta TOJILOBUX YMOBax, LIO MigTBEp-
JUKY€E 1X BHCOKY €(DeKTUBHICTb, OIyOIIiKO-
BaHi y 46 cTaTTsX B XypHaJlaX, M0 iHACK-
CYIOTBCS B HayKOBO-METPHUYHHX 0a3ax
Scopus ta Web of Scienses i goxiamganu-
¢ Ha 0araTOYMCENbHUX MIDKHAPOIHUX
KOH(DepeHwisX.

3aranom mnpodecopom KyszueroBum b.I. omybiiko-
BaHo Ounbire 700 HaykoBHX Tpalb, B ToMy uucii 14 mo-
Horpadii, 4 miapy4yHuka Ta 8 HaBYAIBHHUX MTOCIOHUKIB.

[opsin 3 HaykoBOwO AistmbHICTIO mpodecop Kysme-
noB b.I. nmpuninsge Benuky yBary nenaroriuHiii Ta Hayko-
BO-OprafizaniiHiii po6oti. BiH miaroryBaB JBOX JOKTO-
piB TeXHIYHHX HayK Ta 14 KaHIWAATIB TEXHIYHUX HayK,
YUTAE JISKIIi 10 CHCTeMaM aBTOMAaTHYHOTO YIPaBIiHHS B
HTY «XIII». € BiZMIHHMKOM OCBITH YKpaiHH, YICHOM
MDKHApPOIHOI acoriamii i1HXeHepiB—IeAarorie, 4YJICHOM
crnemianizopanux BueHux paj J| 64.050.07 ta /] 64.050.04
B HTY«XIII», akTUBHO IPOLIOIOYUM UIEHOM PENKOJUIE-
rii sypHaiy «EnexTpoTexHika i eJeKTpoMexaHikay.

[podecop Kysuenos B.I. Beme axTuBHMIA croci6
JKUTTS. 3aliMa€ThCsl BEJIOTYPU3MOM, TPCHKHM TYpHU3MOM,
AJIBIIHI3MOM, TIPCBKUMH JIMKAMH, XYJ0XKHBOIO (oTOrpa-
(hiero. baraTo pokiB B BEIOCHIIETHHUX MPOOIrax miaKopro-
BaB BepwmHu Kapnar, Kaskazy, [larecrany, Auralo,
Taap-lllanto Ta Ilamipy. /[IBiui miZKOpHB BepIIMHY
ITik A6y Aumi i6u Cinn (Bizomy B paasHChKi gacH sk «ITik
Jlenina») Bucotor 7134 M, 110 po3TalloBaHa B CHCTEMI
[Mamipy Ha Teputopii ripcbkoro bamaxmrany (Tamxukc-
TaH). barato pasiB MiAKOPIOBaB HAWBHINY BEPILHHY
€pomnu — Ens0pyc, BrucoToro 5642 M.

[podecop Kysneunos B.I. xopucryerbcs Bennkoro
MIOBAroro cepej yKpaiHChKUX 1 3apyODKHHX KOJIET, a Be-
JIMKU TBOPYMIA TMOTEHL{aN i BpaXkaloua Mpare3IaTHiCTh
HE JI03BOJISIE CyMHIBAaTHCS B HOTO HOBHX HAyKOBHX ICSAT-
HEHHSX Ta Pe3yJbTaTax CBITOBOTO PiBHS.

Hpy3i, Konern Ta 4ucieHHI y4Hi OaxkaroTh bopucy
IBaHOBHYY MIIHOrO 3JI0pPOB’sl, JOBTHUX POKIB, TBOPYOT
HACHArd Ta MOAAJBUIMX YCHIXiB B Horo OararorpaHHii
IISIIBHOCTI.

Pepnakuiitna kouserisi xypHany «EnekrpoTexHika i
EJIEKTPOMEXaHIKa» TPUEJHYETBCS O LUX  LIUPHX
nobaxxaHs.
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