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The method of limitation of dynamic loads of nonlinear electromechanical systems under state 
vector robust control 
 
Aim. Development of the method of limitation of dynamic loads of nonlinear electromechanical systems under state vector robust 
control. Methodology. Limitation of dynamic loads of nonlinear electromechanical systems is carried out using the minimum selector 
of choosing the minimum value of the control vector from formed with the help of local controllers and with the vector of maximum 
control values. Calculation of the gain coefficients of nonlinear robust controllers and observers are based on solutions of the 
Hamilton–Jacob–Isaacs equations. Results. The results of computer simulation of transitional processes of main roll drives of the 
rolling mill 950 of the Zaporozhye plant «Dnіprospetsstal» with limitation of dynamic loads are given. Originality. For the first time 
the method of limitation of dynamic loads of nonlinear electromechanical systems under state vector robust control based on 
minimum selector and nonlinear robust control of state variables which is needed limitation is developed. Practical value. Examples 
of transitional processes of main roll drives of the rolling mill 950 of the Zaporozhye plant «Dnіprospetsstal» with limitation of 
dynamic loads are given. References 35, figures 6. 
Key words: nonlinear electromechanical systems, state vector robust control, Hamilton–Jacobi–Isaacs equations, limitation of 
dynamic loads, computer simulation. 
 
Мета. Розробка методу обмеження динамічних навантажень нелінійних електромеханічних систем при векторному 
робастному управлінні. Методологія. Обмеження динамічних навантажень нелінійних електромеханічних систем 
здійснюється за допомогою селектора вибору мінімального значення вектора керування із сформованого за допомогою 
локальних регуляторів та вектора максимальних значень керування. Розрахунок коефіцієнтів підсилення нелінійних 
робастних контролерів і спостерігачів базується на рішеннях рівнянь Гамільтона–Якобі–Айзека. Результати. Наведено 
результати комп’ютерного моделювання перехідних процесів головних приводів валків прокатного стану 950 Запорізького 
заводу «Дніпроспецсталь» із обмеженням динамічних навантажень. Оригінальність. Вперше розроблено метод 
обмеження динамічних навантажень нелінійних електромеханічних систем при робастному управлінні за вектором стану 
на основі селектору мінімуму та нелінійних робастних регуляторів змінних стану, які необхідно обмежуват. Практична 
цінність. Наведено приклади перехідних процесів головних приводів прокатного стану 950 Запорізького заводу 
«Дніпроспецсталь» із обмеженням динамічних навантажень. Бібл. 35, рис. 6. 
Ключові слова: нелінійні електромеханічні системи, робастне керування за вектором стану, рівняння Гамільтона–
Якобі–Айзека, обмеження динамічних навантажень, комп’ютерне моделювання. 
 

Introduction. The use of optimal and modal 
controllers that implement control over the full state vector 
makes it possible to significantly increase the speed of 
electromechanical systems compared to traditional slave 
control systems [1, 2]. Especially effective is the use of 
state control for controlling electromechanical systems with 
the presence of elastic connections in the kinematics chain 
from the drive motor to the working body of the 
electromechanical system [3, 4]. 

Mathematical models of such systems are accepted 
in the form of two, three and more mass electro-
mechanical systems. The control of such multi-mass 
systems becomes much more complicated if there are 
nonlinear elements in the bottom. In most mass 
electromechanical systems, it is necessary to take into 
account the nonlinear dependence of friction on the shafts 
of the drive motor, gearbox and working body. The task 
of control becomes even more complicated for a multi-ton 
electromechanical system with non-linear connections 
between individual motors through the control object. 

To implement high-speed operation in such systems, 
significant torques and speeds are required, and possibly 
even higher derivative changes in the drive motor shafts 
and transmission elements. When working out the setting 
influences, the limitation of dynamic loads in such 
systems is implemented using intensity generators. 

However, in the process of compensating for 
disturbances in the system, it is necessary to limit the 
dynamic loads. Note that the extremely widespread use of 
slave control systems is due precisely to the simplicity of 

limiting dynamic loads by limiting the rate of change and 
current of the drive motor, as well as speed and position 
using slave control loops. 

One example of such multi-motor electromechanical 
systems is rolling mills [5–7]. A characteristic feature of 
the operation of rolling mills is their heavy loading mode: 
dynamic load application during the period of metal 
gripping by rolls, roll slipping, impacts of heavy ingots on 
rolls, impacts in the gaps of the main line, heavy modes of 
non-stationary processes in electric drives with 
acceleration and deceleration acceleration and other 
factors. In difficult operating conditions of mills, cases of 
simultaneous action of the indicated loads in various 
combinations are possible [8, 9]. Then the dynamics of 
transient processes becomes rather complex, and its study 
is hampered by the nonlinearity of systems of differential 
equations describing the motion of the main lines. 
Experience shows that most accidents occur as a result of 
large dynamic vibration loads arising during transient and 
unstable operating modes, as well as in connection with a 
violation of rolling technology (rolled cold metal, 
excessive reduction, etc.). 

Experimental studies of the ingot gripping process 
on the operating equipment have shown that the dynamic 
loads in the main line of the mill differ significantly 
depending on the state of the ingot surface, the shape of 
the front and rear ends of the ingot, gripping conditions, 
etc. In fact, the change in the moment of resistance during 
the capture of the ingot does not occur instantaneously, 
and in a number of works it is proposed to approximate 
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the change in the moment of resistance by an exponential 
curve. In this case, depending on the value of the 
exponential time constant, the excess of the current in the 
optimal controller can be 2–4 maximum permissible 
current values [5–7]. With such an excess, the coordinate 
limiting system is stable and reliably limits the state and 
control variables. 

The purpose of the work is to develop the method of 
limitation of dynamic of loads of nonlinear 
electromechanical systems under state vector robust control. 

Problem statement. Let us consider the limitation 
of loads in nonlinear multi-mass systems with robust 
control over the state vector. First, consider the limitation 
in an electromechanical system with only one single 
motor [10, 11]. 

To limit the state and control variables, consider the 
scheme of such a system. This system uses separate 
controllers for the main control coordinate and the same 
state variables that need to be limited. Using the minimum 
selector, we apply a voltage to the input of the thyristor 
converter, which corresponds to the minimum value of 
the outputs of all regulators. 

Consider the limitation on the vector of output 
coordinates  ky


 system at a given level of maximum 

permissible values maxy


. For this purpose, we construct 

optimal nonlinear controllers that minimize criteria in 
which the integrands     kykx


,  are selected from the 

condition of ensuring the specified requirements for the 
speed of operation of the controllers, with the help of 
which the vector of output variables  ky


 maintained at 

the level of maximum permissible values  kymax


. As a 

result of the solution, the optimal controls are found 
 kui


, ensuring the maintenance of i component  kyi  

vector of output variables  ky


 at the level of maximum 

permissible values  ky imax  vector of maximum 

permissible values of the output coordinates  kymax


. 

The choice of control entering the input of the system is 
carried out using the minimum selector, as shown in Fig. 1. 

Naturally, the circuit shown in Fig. 1 for limiting the 
state and control variables is only an illustration of the 
operation of the algorithm implemented with the help of a 
control computer.  

The control vectors defined in this way  ku


 from the 

conditions for working out the required reference 
influences and compensating for disturbances, as well as 
maintaining the vector maxy


 the maximum permissible 

values of the state variables are fed to the minimum 
selector, with the help of which the control is formed  ku


, 

supplied to the input of the control system. In the course of 
choosing the minimum value of the control components 
from those formed with the help of various controllers, a 
comparison is also made with the maximum control value 

maxu


 and thus, the limitation is carried out not only on the 

vector of state variables, but also on the control. 
Let us now consider the limitation of loads in multi-

channel nonlinear multi-mass systems, with robust control 
by the state vector with many electric drives connected 
through the control object [12–15]. In particular, such a 

problem arises in the joint control of the speeds of 
rotation of the upper and lower rolls with individual drive 
of the rolls and their mutual influence through the rolled 
metal. In addition, such a problem arises with joint 
coordinated control of the speeds of the main drives of 
multi-stand rolling mills with their mutual influence on 
each other through the rolled strip [5–7]. 
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Fig. 1. Scheme of limitation of dynamic of loads of only 

single motor electromechanical systems 
 

Consider the limitation on the vector of output 
coordinates  ty


 multichannel system at a given level of 

maximum permissible values maxy


 [16, 17]. For this 

purpose, we construct optimal nonlinear controllers that 
minimize criteria in which the integrands     tytx


,  are 

selected from the condition of ensuring the specified 
requirements for the speed of operation of the controllers, 
with the help of which the vector of output variables  ty


 

maintained at the level of maximum permissible values 
 tymax


. As a result of the solution, the optimal controls 

are found  tui


, ensuring the maintenance of i component 

 tyi  vector of output variables  ty
  at the level of 

maximum permissible values  ty imax  vector of maximum 

permissible values of the output coordinates  tymax


. The 

choice of control arriving at the input of the system is 
carried out using the minimum selector, as shown in Fig. 2. 

For this purpose, we construct robust optimal 
nonlinear controllers that minimize criteria in which the 
integrands are selected from the condition of ensuring the 
specified requirements for the speed of operation of the 
controllers, with the help of which the vector of output 
variables maintained at the level of maximum permissible 
values. As a result of the solution, the optimal controls are 
found, ensuring the maintenance of component vector of 
output variables at the level of maximum permissible 
values vector of maximum permissible values of the 
output coordinates. The choice of control arriving at the 
input of the system is carried out using the minimum 
selector, as shown in Fig. 2. 
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Fig. 2. Scheme of limitation of dynamic of loads of multymotor 

electromechanical systems 
 

The control vectors defined in this way from the 
conditions of working out the required reference influences 
and compensation of disturbances, as well as limiting the 
vector of the output coordinates of the multichannel system 
at a given level of maximum permissible values are fed to 
the minimum selector, with the help of which the control 
vector is formed, supplied to the input of control channels. 
In addition, in the course of choosing the minimum value 
of the components of the control vector from those formed 
with the help of various controllers, there is also a 
comparison with the vector of maximum control values and 
thus, the limitation is carried out not only on the vector of 
state variables, but also on the control vector. 

Method of computation of separate nonlinear 
robust controllers. Let us first consider the synthesis of 
feedback over the full state vector x, under the assumption 
that all components of the state vector can be measured 
without errors [18–20]. Then the original system takes the 
following form 

      uxgxgxfx u  , (1) 

    uxkxhz uzz  . (2) 

in these expressions: x – state vector, u – control vector 
and  – vector of external uncontrolled influences. 

The control is formed from the state vector using 
some nonlinear transformation u = l(x). Then the closed 
system takes the following form 

     xgxfx ~~
 , (3) 

  xhz z
~

 , (4) 

where 

        xlxgxfxf 
~

, (5) 

    xgxg  ~ , (6) 

          xlxgxkxhxh uzzz 
~

. (7) 

For this initial system (5)–(7), we write the 
Hamilton–Jacobi–Isaacs equation in the following form 
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 (8) 

This approach can be interpreted as a zero-sum 
differential game of two players in which one player 
minimizes the accepted quality criterion for control u, and 
the other player maximizes this criterion with respect to 
the vector of external variables . In this case, the 
minimization strategy for control u 

      xVxgxu T
x

T
uu * , (9) 

and the strategy of maximization along the vector of 
external influences  

      xVxgx T
x

T





2
* 1

 . (10) 

Previously, the issues of synthesis of nonlinear robust 
control (9)–(10) were considered under the assumption that 
the full state vector can be accurately measured. Usually, 
only some variables are available for measurement in the 
system, and they are measured with noise [21, 22]. Let us 
now consider the synthesis of such a robust control, when 
only a part of the state variables is available for 
measurement with noise. We will call such an approach 
control by the full state vector with an estimate of the state 
vector by the measured output. The output equation can be 
represented as the following expression 

      uxkxkxhy yyy    . (11) 

We will estimate the total state vector from the 
measured output vector (11) using a dynamic system – an 
observer, whose equation we write in the following form 

       
    







yy

u

khy

Ggugf




*

*




           (12) 

The synthesis of such an observer (12) consists in 
determining the matrix of the gains of this observer. The 
perturbation is clearly not applied to the output of the 
observer and, in the synthesis of the guaranteed estimate, 
is determined during the synthesis of the observer for the 
worst case (worst – case disturbance), when the 
perturbation itself is a function of the state vector of the 
observer , so the following expression holds 

    . (13) 
Then the original system (1)–(2), closed by the total 

state vector, estimated with the help of such an observer 
(12), together with the equation of the vector of controlled 
coordinates (11), will take the following form 

          xgxgxfx uu  , (14) 

 

         
     
      








xkk
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, (15) 

      uuzz xkxhz  . (16) 
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This approach can be interpreted as a zero-sum 
differential game of two players in which one player 
minimizes the accepted quality criterion (2) for matrix of 
gains G(), and the other player maximizes this criterion 
(2) with respect to the vector of external variables . 

In addition to synthesizing the observer in the form of 
a matrix of gains G() of this observer, it is also necessary 
to synthesize the controller in the form of a matrix of gains 
of this controller u() by the observer state vector . 
Calculation of the gain coefficients of nonlinear robust 
controllers and observers are based on solutions of the 
Hamilton–Jacobi–Isaacs equations [23, 24]. 

Mathematical models of the blooming main drives. 
Let us consider the control system for the individual main 
drives of the upper and lower rolls of a rolling mill, taking 
into account their mutual influences through the rolled metal. 
During the capture of the ingot or normal rolling, slip of the 
rolls relative to the rolled metal is possible. The system takes 
into account the nonlinear nature of the dependence of the 
friction torque in the slip mode on the speed of the roll slip 
relative to the rolled metal. In this case, various combinations 
of operating modes of the upper and lower rolls are possible: 
both rolls are in normal rolling modes: one roll is skidding, 
and the second roll is in normal rolling mode, and finally, 
both rolls are in skidding mode [25–27]. It should be noted 
that even in the normal rolling mode, when both rolls are in 
the rolling mode and there is no slip relative to the rolled 
metal, a deep rolling asymmetry is possible in which a 
significant redistribution of the rolling moments between the 
upper and lower rolls takes place. Cases are known when the 
motor of one roll operates in a motor mode, and the motor of 
the other roll operates in a generator mode. In some cases, 
such asymmetric rolling is organized specifically for 
technological reasons. In this case, of course, the rolls rotate 
at different speeds and a different advance of the rolled metal 
relative to the upper and lower rolls is created. The 
breakdown of the roll in the slip mode occurs when it 
exceeds the critical slip relative to the rolled metal, which 
depends mainly on the state of the rolled metal surface. In 
particular, the presence of scale even in a localized area can 
cause the roll to slip during normal rolling. 

Let us take mathematical models of the channels for a 
short blooming line in the form of a two-mass system, and a 
long blooming line in the form of a three-mass system and 
take into account the presence of a cross-connection between 
the main drives of the rolls in the form of a moment 
proportional to the difference between the rotation speeds of 
the upper and lower rolls. The moment of mutual influence is 

the driving moment for the roll rotating at a lower speed, and 
this moment is braking for the roll rotating at a higher speed. 
Depending on the rolling conditions, the value of this 
moment, which characterizes the mutual influence of the 
rolls on each other through the rolled metal, can be a 
different fraction of the rolling moment, which is the 
moment of resistance for the main blooming drives [28, 29]. 
Transient processes in the short and long lines of the mill 
differ significantly from each other, and as the mutual 
coupling through the rolled ingot increases, the transients 
become significantly more oscillatory [30–35]. 

With a stepwise change in the magnitude of the moment 
of resistance, for the implementation of optimal control, more 
than tenfold forcing of the armature current and voltage of the 
thyristor converter is required. In this case, the limiting 
system goes into a self-oscillating mode of current limiting at 
the maximum positive and negative values. 

The mathematical model of the disturbing effect is 
adopted in the form of an exponential application of the 
load on the roll.  

To implement optimal control of the main variable 
and variables that must be limited in the considered 
electromechanical system, a complete state vector is 
required. In a three-mass system, the moments of 
elasticity are not directly measured Me1(t) and Me2(t), as 
well as the speed of rotation of the reducer R(t) and 
mechanism mech(t), in a two-mass system, the elastic 
moment and the rotation speed of the mechanism are not 
measured. To reconstruct these directly not measurable 
state variables, we construct an optimal observer of 
reduced dimension in comparison with the original 
system, such that the input of this observer will be the 
armature currents IM(t), and the measured outputs of this 
observer will be the rotational speeds of the motors M(t). 

Computer simulation. As an example, in Fig. 3 are 
shown transient processes on references in a nonlinear 
control system with limiting the output value of the motor 
armature circuit current and voltage at the output of the 
thyristor converter of the upper roll of rolling mill 950 of 
the Zaporozhye plant «Dnіprospetsstal» with an 
exponential application of the load on the roll. In the 
figure are shown transient processes of M – motor rate 
speed (a), Me – the moment of elasticity of the shaft (b), 
v – roll rotation speed (c) and I – motor armature current 
(d). In the figure are shown the characteristic sections of 
constant current, held by the current regulator at the level 
of maximum permissible values. 
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Fig. 3. Transient processes on references 
 

As an example, in Fig. 4 are shown the transient 
processes on moment of resistance of the upper roll control 
system (dual-mass control system) with the limitation of 
the output value of the motor armature circuit current and 
the voltage at the output of the thyristor converter of the 
rolling mill 950 of the Zaporozhye plant «Dnіprospetsstal» 
with an exponential application of the load on the roll due 
to the disturbing effect. In the figure, the following 
designations of the system state variables are adopted: 

v – roll rotation speed (a), Me – the moment of elasticity 
of the shaft (b) and I – motor armature current (c). In the 
figure also are shown the characteristic sections of constant 
current held by the current regulators at the level of 
maximum permissible values.  

Despite armature current limitations, the roll speed 
control system returns the speed mismatch to zero in 
steady state. 
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Fig. 4. Transient processes on moment of resistance 
 

In Fig. 5 are shown the transient processes on 
references of the upper roll control system with 
simultaneous limitation of the output voltage value at the 
output of the thyristor converter and the current of the 
armature circuit of the motor of the rolling mill 950 of the 
Zaporozhye plant «Dnіprospetsstal» by the disturbing 
effect are shown. In the figure, the following designations 

of the system state variables are adopted: U – voltage at 
the output of the thyristor converter (a) and I – motor 
armature current (b). In the figure also are shown typical 
sections of constant current and voltage values, which are 
held by current and voltage regulators at the level of 
maximum permissible values. 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
-600

-400

-200

0

200

400

600

800

1000

1200

t, s 

U, V 

      0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
-6000

-4000

-2000

0

2000

4000

6000

8000 

t, s 

I, A 

 
                                                         a                                                                                             b 

Fig. 5. Transient processes on references 
 



 

8 Electrical Engineering & Electromechanics, 2022, no. 2 

In Fig. 6 are shown the transient processes of the M 
motor rotation speed (a) and the I armature current (b) of the 
upper roll control system (dual-mass control system) with 
the restriction of the output value of the armature circuit 
current of the motor of the rolling mill 950 of the 
Zaporozhye plant «Dnіprospetsstal» by the disturbing effect. 
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Fig. 6. Transient processes on moment of resistance 
 

As can be seen from these graphs, using the control 
system, the armature current is limited at the level of 
maximum permissible values when the system is working 
out the disturbing effect when capturing the ingot. 

The mathematical model of the change in the load 
moment in the process of gripping the ingot is assumed to 
be exponential. Analysis of transient processes shows that 
the nature of dynamic loads in the system during ingot 
capture depends significantly on the rate of change of the 
moment of resistance. The more abruptly the moment of 
resistance changes, the greater the dynamic loads occur in 
the main line of the mill. Moreover, in this example under 
consideration, due to the limitation of the armature 
current there is a drawdown in the speed of the rolling 
rolls in steady state. 

Discussion. The nature of transient processes in such a 
system substantially depends on the operation of the system 
of constraints. If the system does not go beyond the limits, 
then the transient processes in it are determined by the 
operation of the optimal controller of the main variables. 
When processing large setpoints or compensating for 
disturbing influences, the nature of transient processes 
depends significantly on the operation of the constraint 

system. In general, when the system reaches the limits, the 
time of transients increases in comparison with transients in 
the system without restrictions. Moreover, this increase in 
the time of transient processes mainly depends on the 
duration of the system operation on the constraints. In 
addition, when the system is operating on constraints, the 
very nature of the system's operation can significantly 
change. Since in such a mode the system practically opens in 
relation to the main controlled coordinates and is on 
limitations, it is natural that there is no damping of 
oscillatory processes in the system and an increase in 
oscillations can begin until loss of stability. 

In the course of modelling the synthesized system, in a 
number of cases, when adjusting the control loops, the 
system switched to a self-oscillating mode at the levels of the 
maximum permissible positive and negative values of the 
state variables. As studies of such a system have shown, it 
can also become unstable, depending on the level and form 
of external influences. The most dangerous is the mode of 
coordinate limitation under the action of the moment of 
resistance. The nature of the restrictions essentially depends 
not so much on the magnitude as on the steepness of the 
change in the moment of resistance. With a stepwise change 
in the magnitude of the moment of resistance, for the 
implementation of optimal control, more than tenfold forcing 
of the armature current and voltage of the thyristor converter 
is required. In this case, the limiting system goes into a self-
oscillating mode of current limiting at the maximum positive 
and negative values. 

During the simulation of the synthesized nonlinear 
optimal control system with the optimal limitation of the 
output value of the motor armature circuit current, the 
voltage at the output of the thyristor converter and the 
moments of elasticity in the shafts of the main roll drives of 
the rolling mill 950 of the Zaporozhye plant 
«Dnіprospetsstal» characteristic sections of constant current 
values were obtained, stresses and moments of elasticity held 
by robust regulators of current, voltage and moments at the 
levels of their maximum permissible values. 

It should be noted that individual autonomous 
controllers can be unstable: for example, a current control 
loop in a small one, when the effect of a change in EMF 
can be neglected leads to an unlimited increase in position 
and speed in a steady state, since in this case there are 
integral relationships between current and speed and 
between speed and position. In some cases, when 
adjusting the control loops, the system goes into self-
oscillating mode at the levels of the maximum permissible 
positive and negative values of the state variables. 

As studies of such a system have shown, it can also 
become unstable, depending on the level and form of 
external influences. The most dangerous is the mode of 
coordinate limitation when the moment of resistance is 
applied. The nature of the restrictions essentially depends 
not so much on the magnitude as on the steepness of the 
change in the moment of resistance. 

Conclusions. 
1. For the first time the method of limitation of dynamic 

loads of nonlinear electromechanical systems under state 
vector robust control is developed. Limitation of control 
and state variables of nonlinear electromechanical systems 
is carried out using the minimum selector of choosing the 
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minimum value of the control vector from formed with the 
help of local controllers and with the vector of maximum 
control values. 

2. To limit the state and control variables the separate 
robust controllers for the main control coordinate and the 
same state variables that need to be limited are used. 
Using the minimum selector, we apply a voltage to the 
input of the thyristor converter, which corresponds to the 
minimum value of the outputs of all separate regulators. 
The separate robust controllers are calculated based on 
solutions of the Hamilton–Jacobi–Isaacs equations. 

3. Examples of transitional processes with limitation of 
dynamic loads of nonlinear electromechanical systems of 
main roll drives of the rolling mill 950 of the Zaporozhye 
plant «Dnіprospetsstal» are given. 

4. It is shown, that when the system reaches the limits, the 
time of transients increases in comparison with transients in 
the system without restrictions. Moreover, this increase in the 
time of transient processes mainly depends on the duration of 
the system operation on the constraints. In addition, when the 
system is operating on constraints, the very nature of the 
system's operation can significantly change. 
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Passivity voltage based control of the boost power converter used in photovoltaic system 
 
Introduction. This paper presents a robust nonlinear control of the DC-DC boost converter feeding by a photovoltaic system based 
on the passivity control. The control law design uses the passivity approach. Novelty. The novelty consists in designing a control law 
for a photovoltaic system using a passivity approach based on energy shaping and associated with damping injection. Purpose. The 
purpose consists to develop a tool for design and optimize a control law of the photovoltaic system in order to improve its efficiency 
under some conditions such as the variations of the temperature, the irradiation and the parameters. Also, the control law design 
should be simple with a lower overshoot and a shorter settling time. Methods. This work uses the port Hamiltonian mathematical 
approach with minimization of the energy dissipation in boost converter of the photovoltaic system to illustrate the modification of 
energy and generate a specify duty cycle applied to the converter. Results. The results with MATLAB/SimPowerToolbox® have 
proven the robustness against parameter variations and effectiveness of the proposed control. Practical value. The experimental 
results, carried out using a dSPACE DS1104 system, are presented to show the feasibility and the robustness of the proposed control 
strategy against parameter variations. References 26, tables 3, figures 18. 
Key words: DC-DC converters, interconnection and damping assignment, passivity based control, port controlled 
Hamiltonian. 
 
Вступ. У статті представлено надійне нелінійне керування живленням перетворювача постійного струму, що підвищує, 
фотоелектричною системою на основі керування пасивністю. У створенні закону управління використовується пасивний 
підхід. Новизна. Новизна полягає у розробці закону управління фотоелектричною системою з використанням пасивного 
підходу, заснованого на формуванні енергії та пов'язаного з упорскуванням демпфування. Мета. Мета полягає в тому, щоб 
розробити інструмент для проектування та оптимізації закону керування фотогальванічною системою для підвищення її 
ефективності за деяких умов, таких як зміни температури, опромінення та параметрів. Крім того, будова закону 
управління має бути простою, з меншим перерегулюванням і коротшим часом встановлення. Методи. У роботі 
використовується математичний підхід Гамільтона до порту з мінімізацією розсіювання енергії у перетворювачі 
фотоелектричної системи, що підвищує, щоб проілюструвати зміну енергії і створити заданий робочий цикл, що 
застосовується до перетворювача. Результати. Результати з використанням MATLAB/SimPowerToolbox® довели 
стійкість до змін параметрів та ефективність запропонованого керування. Практична цінність. Представлені 
експериментальні результати, отримані з використанням системи dSPACE DS1104, щоб показати здійсненність та 
стійкість запропонованої стратегії управління при  зміні параметрів. Бібл. 26, табл. 3, рис. 18. 
Ключові слова: DC-DC перетворювачі, призначення взаємоз'єднань та демпфування, управління на основі 
пасивності, гамільтоніан, керований портом. 
 

Introduction. Control theory has overcome the 
problems of dynamic systems such as uncertain, disturbed 
and time invariant linear models. Therefore, designing 
feedback controllers has become a relatively easy and 
efficient task [1]. 

However, the above described control theory is no 
longer applicable in case of nonlinear models. In the few 
past decades, several nonlinear control and stability 
methodologies are broadly known in the literature. 

The dependence of the linear control on the 
operating point is raised [2, 3], on the other hand, the 
sliding mode control drawback is the high and free 
switching frequency, which generates unconfined 
voltages or currents [4]. The choice of the candidate 
function for the stabilizing control based on the Lyapunov 
criterion of is not obvious for the nonlinear systems it is 
generally heuristic [5]. 

The passivity control has been introduced by Romeo 
Ortega in 1998. It is a controller design procedure 
rendering the system passive and respecting the desired 
storage function. This guarantees the stability of the 
overall system [6-8].  

Globally, the Passivity Based Control (PBC) can be 
classified on two groups, classical passivity control where 
the storage function is defined (typically quadratic), then 
design the controller that renders the storage function non-
increasing. This approach is similar to a Lyapunov method. 
In the second passivity control group, the storage function 
is not defined, but instead selecting the closed-loop desired 
structure, and then characterizes energy functions 
compatible with the desired structure. The outstanding 

examples of this approach are the interconnection and 
damping assignment (IDA) method [9]. 

Generally, the passivity control law can be designed 
according two approaches; the Lagrangian model [8-10] 
or the Hamiltonian approach [11, 12]. The Lagrangian 
form is used for mechanical as well as in electrical 
systems [8]. However, due to the physical characteristics 
of transistors and diodes used in the DC-DC converters, 
the Lagrangian formulation is not suitable [2, 13-15]. 

The goal of the paper is analysis Hamiltonian 
structure using interconnection and damping assignment 
method associated to passivity control (IDA-PBC) 
applied in photovoltaic system. It is a well-established 
technique to simplify the control law and achieve a 
desired equilibrium point with minimum storage energy 
of output voltage. 

Subject of investigations. In this work the output 
voltage from the photovoltaic (PV) system, operate to 
achieve a desired output voltage of the boost converter by 
modifying passivity forms of port Hamiltonian model 
using passivity approach [11, 12]. The design and 
implementation control law of the output voltage is 
presented. With the increase of the energy demand the 
world turned to solar energy which is easy availability, 
free, inexhaustible source and without CO2 gas emissions. 

In PV panels solar cells are the basic components and 
it is made of silicon. A solar cell is generally a p-n junction 
which is made of silicon. It is made up of two different 
layers when a smaller quantity of impurity atoms added to 
it. The PV cell is a basic device of the PV system which 
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converts the irradiations solar to the electrical energy and 
provide energy to the consumer or feed power to the grid. 

Many stages are used in grid connected PV system 
like PV array, DC to DC converter, DC to AC converter. 

The converters used in the PV system are a 
nonlinear; they have a bilinear model such as the DC-DC 
boost converter. 

In this paper a model is developed through 
converting common circuit equation of solar cell in to 
simplified form including the effects of changing solar 
irradiation and changing temperature by maximum power 
point tracking (MPPT) algorithm. 

The originality of this work consists of the design a 
control law for a PV system by interconnection and 
damping assignment. 

Modeling, relationships and assumptions. Figure 1 
shows the structure of the studied system. The converter is 
placed between the PV array and load. It can be controlled 
using microcontroller or digital signal processor (DSP) in 
order to regulate the output voltage [16, 17]. 
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Fig. 1. PV system device with DC-DC boost drive: 1 – PV cell; 
2 – DC-DC boost; 3 – MPPT; 4 – IDA-PBC controller; 5 – load 

 

Two approaches have been developed to model the 
behavior of PV array. The first is based on the equivalent 
circuit and the second is empirically based models [15]. 

In the calculation, the following assumptions were 
made: the one diode equivalent circuit (Fig. 2) is chosen 
due its simplicity [18]. 

The main calculation relation is the equation of the 
PV current Ipv: 

( 1)
pv s pv

T

V R I

pv s pv aV
pv ph d

sh

V R I
I I I e
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    ,       (1) 

where Id is the current in equivalent diode; a is the diode 
constant; VT = kT/q is the thermal voltage; T is the 
temperature; k is the Boltzmann constant; q is the charge 
of electron; Iph indicates the light current wish is 
proportional to the irradiation G but it is affected by the 
temperature. 
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where Ipv,n is the nominal light generated current at (25 C 
– 1000 Wm–2), ΔT = T – Tn is the variation temperature 
and Gn is the nominal irradiation [Wm–2]. 

In order to take into account of the saturation current 
Is is given by: 
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where Isc is the short-circuit current; Voc is the open circuit 
voltage; KV and KI are voltage and current coefficients. 

The rate parameters of the PV panel are reported in 
the Table 1. 

Table 1 
Rate parameters of the PV panel BP SX 100 

Voc (open circuit voltage) 32 V 
Isco (short circuit current) 5 A 
Vpp (max point voltage) 24 V 
Ppp (max point power) 105 W 
Ipp (max point current) 4.38 A 

 

Figure 2 shows the current and power versus voltage 
characteristics of a PV module for G = 1000, 800, 600, 
400 W/m². For each radiation G the curve has a maximum 
power point (MPP). To operate the PV system in MPP 
several techniques have been developed. From Fig. 2 it is 
noticed that the maximum power has an almost linear 
relation to the unit of voltage of the network. 

 
Fig. 2. Current and power versus voltage characteristics 

 

The PV-boost-load system (Fig. 3) using in this 
section consists of an inductance L, a controlled switch 
(IGBT), a diode VD and filtering capacitors C. When the 
switch is on, the boost inductance current increases 
linearly, the diode VD being blocked. When switch is off, 
the energy stored in the inductor passes through the diode 
to the output circuit [19]. 
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Fig. 3. PV system: 1 – PV panel; 2 – input coil; 3 – IGBT; 

4 – diode; 5 – output capacitor; 6 – resistance load 
 

To design the best control law if an appropriate 
model is chosen. We assume that the continuous 
conduction mode, the state space average model is given 
in the following equation [22]:  

22.
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.
11 2

2

eU xx
x LL L u

xx x
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CC RC

                          

,                 (4) 

where x1 = IL, x2 = Uc, Ue is the PV voltage, u acts as a 
control input variable (0 < u ≤ 1). 

The ratio Uc and Ue is given as: 
1 1

1
c

e

U

U u D
 


,                      (5) 
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where D denotes the duty ratio, and Uc voltage is higher 
than the Ue voltage. 

The Pulse Width Modulation (PWM) signals for 
driving the switching devices can be generated by 
comparing the sinusoidal control signal with a triangular 
carrier signal. The control objective is to design a control 
law for the control input u(t) such that the output voltage 
of boost (Uc) attains a desired reference. For the desired 
set point x*=(x1

* x2
d)T we get at equilibrium: 

2
* 2
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1 e

d

e

U

d

x
x

RU

u
x






  

.                                (6) 

The equation (6) can be written in terms of Port 
Controlled Hamiltonian (PCH) approach. 

Background Port Controlled Hamiltonian. The 
first work on the PCH has been developed by Dalsmo and 
van der Schaft in 1992 [20]. It is used to modeling 
physical systems with lumped-parameter and 
independent storage elements. Generally, a nonlinear 
input affine system is described by the following model: 

( ) ( ).
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,                          (7) 

where f(x), g(x) are the Lipschitz functions and x is the states 
variable such as {xRn}, {h(x)C} and {(u, y)Rmxn}. 

A system (7) is passive if the inflow of electrical 
power is always nonnegative and has a property of 
stability with a positive storage function defined as: 

1
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2
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where Q  0 is the diagonal matrix and such that for t1t0 
satisfies the inequality: 

1
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For any nonlinear system described by (7) with a 
storage function H(x) can be modeled as port controlled 
Hamiltonian system, which is in the simplest and explicit 
version of the form (8) [11]: 
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where J(x) = –JT(x)ϵRmxn is the interconnection structure 
matrix, R(x) = RT(x)ϵRmxn0 is the dissipation matrix and 
H(x): Rn → R+ is the energy (Hamiltonian) function such 
as the gradient vector is: 
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. 

From management structure of (8), the acquisition 
port is (uT y) [8]. Using evaluating the rate of change 
energy and version of Kalman-Yakubovich-Popov lemma 
[21-26], we easily see that PCH model is passive because:  
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In previous sections, a suitable model (4) for boost 
converter with PCH description is expressed [11, 23-25]. 

We can write (4) in PCH model as 
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   is the constant vector containing the 

external voltage source.  
We assume that the condition (L<<1/(C)) is satisfied, 

the boost converter described in (4) is passive since: 
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where x1Ue is the input power. 
The total energy change rate for all t  0 is given as: 

  
t t

T xHRyuxHtxH
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The storage function H(x) is bounded since (10) 
shows that we can extract a finite amount of the boost 
converter energy. The system will eventually stop in a 
minimum energy point. In fact, the boost converter is a 
passive system and it can be controlled using the IDA-
PBC approach. 

The rate of convergence of (10) can be increased by 
a negative feedback interconnection u=kx with k > 0 
a damping injection gain or modified R via IDA-PBC 
controller. 

Our main idea is to assign the desired closed-loop 
energy function in the equilibrium point x*=(x1

* x2
d)T 

using IDA-PBC. 
To get the desired output voltage, the following 

stages must be obtained: 
 find a control action u = β(x)+v in close-loop and 

reshaping the amount dissipated energy through by 
injecting additional damping resistance r>0 to dump the 
transient oscillation. So: 
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 shaping the new potential energy provided by the 
capacitor is needed. 

The new desired energy function, which has a strict 
(local) minimum at x*, form is: 
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γ>0 is the adjustable gain in output potential energy to 
increasing the rate of convergence of power system. 

A block diagram representing IDA-PBC approach is 
shown in Fig. 4. 
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Fig. 4. Scheme of IDA-PBC controller: 

1 – IDA-PBC controller; 2 – PWM; 3 – boost with PV cell 
 

The desired target dynamic of (8) is defined as: 
.

( ( ) ). ( )d dx J u R H x   .                  (11) 

Initial conditions and input data. To find a control 
action (u) in state-feedback for the boost converter, and 
taking into account all initial conditions (x(0), u(0), y(0)) 
with (11) we make:  

 ( ( ) ). ( ) ( ) ) ( )d dJ u R H x J u R H x G      .    (12) 

In order to reach a desired voltage *
2x  and for the 

partial derivative (12) the control law can be found as 
following:  
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In order to choose the optimal values for r and γ we 
make the initial condition that 0 < u ≤1. 

So: 
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To eliminate steady state error an integral action is 
added: 
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where (Kp, KI)R+*2. 
Stability analysis. To study the stability of the 

proposed control we use the Lyapunov theory. If we 

assume that Hd(x) is a candidate function of Lyapunov, 
the asymptotic stability of set (x1

*, x2
d) can be investigated 

such that: 
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Simulations results. The validation of the 
theoretical analysis has been carried out by the average 
boost converter model supplied by PV array using 
Matlab/Simulink (Fig. 5). 
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Fig. 5. Simulation diagram of the IDA-PBC: 
1 – IDA-PBC controller; 2 – UcRef; 3 – PWM; 

4 – boost converter; 5 – IGBT; 6 – input voltage 
 

The parameters of our system are reported in the 
Table 2. The virtual resistance should be sufficiently 
large, to ensure a large energy dissipation amount as well 
as to minimize the ripples of the current. 

Table 2 
Parameters of DC-DC boost converter 

Parameter Values 
Input voltage Ue = 30 V 
Inductance L = 54 mH 
Capacitor C = 4400 µF 

Load resistance R = 320 Ω 
Integral gain (I) KI = 1.5 

Proportional gain (P) KP = 4 
Dumping resistance r = 4 Ω 

Adjustable gain γ = 0.5 
 

In the following, some simulation results are 
reported in order to show the performances of the 
proposed controller. The control law is tested with 
parameters and voltage references variations. 

Graphs of changes in output voltage and its 
reference are shown in Fig. 6. 

Referring to Fig. 6, the close loop response adopting 
IDA-PBC controller exhibit a good tracking of the output 
voltage to their multivalued reference delivered by PV 
cell using MPPT algorithm. 

Initially the PV voltage is adjusted at 60 V. At time 
t = 21.51 s the reference voltage varies up to 85 V and 
stabilize in a steady state without error. 
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Fig. 6. Simulation results output-voltage during reference 

voltage variation 
 

Moreover, the reduced duration of the start-up 
transient operation of the system has been also obtained. 

In order to verify the robustness of the proposed 
method, we will test the performance of IDA-PBC by 
making variations on parameters system. 

According Fig. 7-9 the output voltage does not 
change with parametric variations; so we deduced the 
effectiveness robustness of the proposed controller. 

 
Fig. 7. Output voltage for ΔR = 50 % 

 
Fig. 8. Output voltage for ΔL = 50 % 

 
Fig. 9. Output voltage for ΔC = 50 % 

 
Experimental test. To validate the simulations 

results of proposed control, experiments were conducted 
on a real system. The layout of the prototype under test is 
reported in Fig. 10 for obtaining the experimental results. 
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Fig. 10. Laboratory setup structure: 

1 – DC source; 2 – interface; 3 – DS1104 dSPACE 
 

The boost converter laboratory structure is based on 
IGBT modules SKM100GAL123D fed by the DC voltage 
source. The currents and voltages sensors used are 
respectively LA-25NP and LV-25P. An interface is used 
to provide galvanic isolation of all dSPACE DS1103 PPC 
controller signals (Fig. 11). The main parameters of boost 
model are reported in Table 3. 

Table 3 
Experimental parameters of boost converter  

Parameter Values 
Input voltage Ue = 30 v 
Inductance L = 54 mH 
Capacitor C = 4400 µF 

Load resistance R = 320 Ω 
Integral gain (I) KI = 2 

Proportional gain (P) Kp = 10 
Dumping resistance r = 4 Ω 

Adjustable gain γ = 0.5 
 

 
Fig. 11. The hardware setup of the system (LTI laboratory) 

 
Figures 12-15 represents the response output voltage 

according reference and parameters. 

 
Fig. 12. Output voltage and its reference 
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Fig. 13. Output voltage with resistance variation (–50 %) 

 
Fig. 14. Output voltage with inductance variation (–50 %) 

 
Fig. 15. Output voltage with capacitor variation (–50 %) 

 
The introduced IDA-PBC permits the stability of the 

system without steady state error (Fig. 16). 

 
Fig. 16. The trajectory of dynamic error 

 
To validate the proposed control with the classical 

PI controller a comparative study has been made and the 
results are presented in Fig. 17, 18. 

 

 
Fig. 17. Output voltage control with PI controller and IDA-PBC 

 

 
Fig. 18. Dynamic error with PI and IDA-PBC control 

 

Conclusions. 
1. The passivity control has been developed to describe 

energetic properties of dynamical systems and their 
interconnections; in terms of the input-output behavior 
and the system is stabilized by an output feedback gain. 

2. To design robust controllers via shaping internal 
energy, we start from the Euler-Lagrange description and 
then consider instead port-controlled Hamiltonian 
modeling.  

3. To assigning, a desired port controlled Hamiltonian 
structure in closed-loop the interconnection and damping 
assignment passivity control technique has turned out to 
be very successful and has provided solutions of electrical 
systems. 

4. The proposed passivity control has been applied to 
the DC-DC boost converter and experimental tested on 
the dSPACEDS1104 system. The general aspects of the 
performances results are reported and compared with 
simulation results in order to validate the robustness 
controller against parameters variation. 

5. Our future work revolves around two major 
challenges: the development of a reliable control of the 
PV system with fault and the development of controls 
adapted to the PV system connected to the grid, under 
constraints. 
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Step-up/step-down regulators in maximum power transmission mode 
 
Introduction. Switching DC voltage regulators are traditionally used to regulate and stabilize the voltage on the load. Due to the 
widespread use of non-traditional and renewable sources of electricity, there is a need to select from them the maximum possible 
amount of electricity. As is known, the maximum power from the power supply to the load will be transmitted provided that the output 
resistance of the source is equal to the load resistance. If this condition is not met, a matching switching regulator is switched on 
between the power supply and the load. Most often, for the purpose of matching, pulse regulators of step-up or step-down types are 
used. Problem. The operation of regulators in the matching mode has a number of features, in comparison with the modes of 
regulation and stabilization of the output voltage. Thus, since in the maximum power transmission mode the output resistance of the 
source and the resistance of the load are values of the same order, in any calculation the internal resistance of the source must be 
taken into account. There are works in which features of work of regulators of step-up and step-down types in a mode of transfer of 
the maximum power are analyzed. In addition to these types of pulse regulators, there are regulators of step-up/step-down types, 
which are relatively rarely used for this purpose. First of all it is connected with insufficiently studied abilities of work of such 
regulators in the specified mode. Goal. The aim of the work is to analyze the features of the operation of pulse regulators of step-
up/step-down types in the mode of transmission of maximum power from the power supply to the load, as well as to determine the 
conditions under which it is possible and appropriate to work in this mode. Methodology. In the work, taking into account the 
internal resistance of the power supply, the regulation characteristics of the basic circuit of the pulse regulator of the step-up/step-
down type are analyzed. The conditions under which the transfer of maximum power from the power supply to the load is ensured 
are determined. Results. It is shown that the existing variants of the circuits of regulators of the step-up/step-down type can be 
obtained from the basic circuit by applying the rules of construction of dual electric circuits. Consequently, the basic calculated 
relations for such circuits can be obtained from the calculated relations of the basic circuit using the principle of duality. Originality. 
A method for determining and studying the regulation characteristics of pulse regulators, taking into account the internal resistance 
of the power supply. Practical value. The obtained results allow to determine the conditions under which it is possible and expedient 
to operate different circuits of regulators in the mode of transmission of maximum power from the power supply to the load. Based 
on these results, recommendations are given for selecting a suitable range for changing the relative time of the closed state of the 
controlled switch, depending on the type of power supply used, as well as the method of connecting the controlled switch in the 
regulator circuit. References 14, tables 3, figures 8. 
Key words: step-up/step-down regulator, regulation characteristics, maximum power transmission. 
 
З урахуванням внутрішнього опору джерела живлення проаналізовано регулювальні характеристики імпульсних 
регуляторів підвищувально-понижувального типу. Визначено умови, за яких забезпечується передавання максимальної 
потужності від джерела живлення до навантаження. Дано рекомендації щодо вибору доцільного діапазону зміни 
відносного часу замкненого стану керованого ключа регулятора , у залежності від типу джерело живлення, а також 
способу підключення керованого ключа в імпульсному регуляторі. Бібл. 14, табл. 3, рис. 8. 
Ключові слова: регулятор підвищувально-понижувального типу, регулювальні характеристики; передавання 
максимальної потужності. 
 

Introduction. DC pulse regulators (PRs) are 
traditionally used to regulate and stabilize the load voltage 
[1]. With the expansion of the use of non-traditional and 
renewable energy sources, there is a need to extract from 
them the maximum possible amount of electricity. As is 
known [2], the maximum power from the power supply to 
the load will be transmitted only if the output resistance of 
the source r is equal to the resistance of its load R. 
To ensure maximum power transmission in cases where 
R ≠ r, between the source and load they connect the PR 
which matches the output resistance of the source with the 
resistance of its load. In the presence of the PR, the role of 
the load source R will be performed by its input 
resistance. This resistance depends on the load resistance 
of the regulator RLD as well as the relative time of the 
closed (open) state of the controlled key t*: R = f(RLD, t*). 
By changing the parameter t*, it is possible to ensure the 
condition R = r, i.e. the condition of transmitting 
maximum power from source to load RLD. 

In practice, for the purpose of coordination, up or 
down PRs are most often used [3-5]. The operation of 
regulators in the matching mode has a number of features 
compared to the mode of regulation and stabilization of 
the output voltage. In particular, since in the maximum 
power transmission mode the output source resistance and 

the load resistance are of the same order, the internal 
resistance of the source must be obligatory taken into 
account in any calculation. In the existing literature [1, 9], 
when determining the control characteristics of the PRs 
which operate in the mode of stabilization of the output 
voltage, it is believed that the internal resistance is much 
lower than the load resistance. Therefore, the internal 
resistance of the source is not taken into account. In 
addition, the internal resistance of the source will affect 
the coefficient of utilization of electrical energy of the 
source, and hence the overall efficiency of the system 
power supply  pulse regulator. In [6] the peculiarities of 
the operation of the up and down PR in the mode of 
transmission of maximum power from the power supply 
to the load are analyzed in detail. In addition to these 
types of PRs, there are step-up/step-down regulators [7-9] 
which are relatively rarely used for this purpose. This is 
primarily due to insufficient study of the features of such 
regulators in this mode. 

The goal of the work is to analyze the features of 
the step-up/step-down PR in the mode of transmission of 
maximum power from the power supply to the load, and 
to determine the conditions under which it is possible and 
appropriate to operate in this mode. 
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Analysis of regulatory characteristics. The most 
important characteristics of any regulator are its 
regulatory characteristics. In the case of power supply 
from real sources of electrical energy, due to the presence 
of internal resistance, the regulatory characteristics will 
depend on the load resistance. In this regard, the 
properties of the regulator are described by a family of its 
regulatory characteristics which determine for different 
values of load the resistance RLD. Let us analyze the 
regulatory characteristics of the classical circuit of the 
step-up/step-down PR (Fig. 1) [9]. 

 

 
Fig. 1. Basic circuit of the step-up/step-down PR 

 

For simplicity, we assume that the internal resistance 
of the source r is linear, and the losses in the PR elements 
are insignificant. To describe the regulatory 
characteristics, we will use relative values [9]. 

According to [10], the regulatory characteristic of 
the PR (Fig. 1) is described by this expression 
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where U* = U/Uoc; r
* = r/RLD; t* = tcl /T; Uoc is the source’s 

no-load voltage; tcl is the duration of the no-load state of 
the key S in the period T. 

Figure 2 presents a family of regulatory 
characteristics for several fixed values of relative 
resistance r*. The same graph shows the regulatory 
characteristic for the case of power supply from an ideal 
voltage source (r* = 0). Let us analyze the obtained 
characteristics. For an ideal voltage source (r* = 0), with 
increasing parameter t* the output voltage U* will increase 
indefinitely. In the case of real sources (r* ≠ 0), at t* = 0 
and t* = 1, the output voltage will be zero, as there is no 
energy transfer from source to load. At a certain value of 

the parameter **
mtt  , the output voltage, and hence the 

output power reaches the maximum value Pmax. The 
question arises: does this mode of operation correspond to 
the mode of transmission of maximum power from source 
to load?  

 

 

 
Fig. 2. Regulatory characteristics in the absence of the storage 

capacitor С0 
 

As is known [2], in the case of linear internal 
resistance of the source, its point of maximum power 

(PMP) has the coordinates 5.0* MPU ; 5.0* MPI . 

Therefore, the maximum possible output power of such a 

source is 25.0***  MPMPMP IUP . The output power of 

the regulator, at the point of maximum output voltage 
(Fig. 2), can be determined by the formula 

*2*
max

*2*
max

*
max / rURUP LD  . The test shows that for 

any value of the parameter r* **
max MPPP  .  Therefore, 

this circuit, for any value of the parameter r*, does not 
provide the ability to transfer maximum power from 
source to load. This is due to the fact that energy is taken 
from the source only when the key S is closed, i.e. in 
discrete portions. If the key S is permanently closed 
(t*=1), the power supply will operate in short circuit 
mode, as a result of which energy from the source to the 
load will not be received. To ensure the continuity of 
energy extraction from the source, it is necessary to install 
a storage capacity С0 of sufficient value at the input of the 
PR (Fig. 1). Due to the redistribution of currents, in the 
presence of С0, the regulatory characteristic will be 
described by the following expression  
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For this case, the graphs of the regulatory 
characteristics are presented in Fig. 3. 

 

t *

0 0,2 0,4 0,6 0,8 1

r =0*

r =10* r =4* r =2*
r =1*

r =0,5*

*r =0,25

*r =0,1

U*

0,25

0,5

0,75

1

1,25

1,5

 
Fig. 3. Regulatory characteristics in the presence of the storage 

capacitor С0 

 
The test shows that the output power at the points of 

maximum output voltage of any of these graphs 
corresponds to the maximum output power of the source 

25.0**
max  МPPP .                        (3) 

Therefore, in the presence of capacity С0, the step-
up/step-down regulator provides the possibility of 
transmission from the source to the load of the maximum 
possible power. To do this, it is necessary to provide a 

certain value of the parameter **
МPtt  . Determine the 

conditions under which the maximum possible power will 
be transmitted from the source to the load. 

As is known [9], the input and output parameters of 
the step-up/step-down PR (Fig. 1) are related by the 
relationships 
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Taking into account that at the linear internal 
resistance of the source, its output voltage and output 

current in the PMP 5.0* МPU ; 5.0* МPI , we can write 

that in the case of the source operation in the PMP the 
output voltage and current of the PR 
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On the other hand, ***
LDoutout RIU  , i.e. 
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Equating (5) and (6) we obtain 
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Therefore, the parameter *
МPt can be determined by 

solving such a quadratic equation 
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This equation has two roots 
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Taking into account the physical meaning of the 
parameter t* we come to the conclusion that only the root 

*
1t will be valid, i.e.  

1

1
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*
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r

r
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Table 1 shows the calculated numerical values of the 

parameter *
МPt for different values of relative resistance 

r*. The numerical value for the case r* = 1 is obtained by 
revealing the uncertainty of the form 0/0. 

The results presented in Table 1 are confirmed by 
the graphs in Fig. 3. Thus, at the PR input (Fig. 1) a 
storage capacity С0 of sufficient value is installed, this 
regulator, in contrast to the up or down PR [6], provides 
the ability to extract from the power supply maximum 
power, theoretically, at any value of the load resistance of 
the regulator RLD. 

Table 1 

Dependence of the parameter *
МPt  on the resistance r* 

r* 0,05 0,1 0,25 0,5 0,8 1 
*
МPt  0,84 0,77 0,67 0,58 0,53 0,5 

r* 1,25 2 4 10 20  
*
МPt  0,48 0,41 0,33 0,24 0,19  

 
In [6] it is shown that the electric circuits that form 

the up and down PRs are dual. This, in particular, 
explains the similarity of their parameters and 
characteristics. If we apply the principles of construction 
of dual electrical circuits to the circuit of the considered 
PR (Fig. 1), we obtain the circuit of the PR shown in 
Fig. 4, which is well known as the Ćuk circuit [9, 11, 12]. 

 

 
Fig. 4. Step-up/step-down regulator according to Ćuk circuit 

 
Taking into account the principle of duality, the 

following relations are valid for it 
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where t*= tOP/T, where tOP is the duration of the open state 
of the key S for the period T. 

Similar to the previous circuits, it can be shown that 
its regulatory characteristic for the output voltage will 
look like 

2***

**
**

)1(

)1(

ttr

tt
UU inout




 .              (12) 

Taking into account that for dual circuits the 
parameter r* is analogous to the parameter 

** /1/ rrRR LDLD  , it can be argued that this circuit 

will take the maximum power from the source, provided 
that 
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Table 2 shows the calculated numerical values of the 

parameter *
МPt for different values of relative resistance 

** /1 LDRr  . 
Table 2 

Dependence of the parameter *
МPt  on the resistance r* 

for Ćuk circuit 

r* 0,05 0,1 0,25 0,5 0,8 1 
*
МPt  0,19 0,24 0,33 0,41 0,48 0,5 

r* 1,25 2 4 10 20  
*
МPt  0,53 0,58 0,67 0,77 0,84  

 
Figure 5 shows graphs of the dependence 

)( ** rftMP   for the PRs the circuit of which is shown in 

Fig. 1, 4. 
 

Circuit of Fig. 1 

Circuit of Fig. 4 

 

Fig. 5. Dependence of the parameter *
МPt  on the resistance r* 

 

These graphs are a mirror image of each other 
relative to the corresponding lines which corresponds to 

5.0* МPt . Figure 6 presents graphs of the regulatory 

characteristics of the regulator (Fig. 4) for different values 
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of the parameter r* which confirm the results presented in 
Table 2. 

 

 
Fig. 6. Regulatory characteristics of Ćuk circuit 

 
Thus, both of these circuits provide the ability to 

take the maximum power from the power supply, 
theoretically, at any value of load resistance RLD.  

Recommended regulatory ranges. In accordance 
with the regulatory characteristics (Fig. 3, 6), the output 
voltage of the regulators reaches its maximum value 

*
maxU  provided that **

МPtt  . The output voltage 
*
max

* UUout   can be obtained at two different values of 

the parameter t*, one of which is greater than *
МPt and the 

other less. In such cases, as shown in [6], when choosing 
the regulatory range, it is advisable to take into account 
the coefficient of utilization of electrical energy of the 
power supply η. 

If the power supply is a voltage source, taking into 
account (11), the dependence η = f(t*) for the PR (Fig. 4) 
will look like 
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Therefore, with increasing parameter t*, η will 
increase. Therefore, in the case of power supply from the 
voltage source, it is advisable to change the parameter t* 

in the range 1...*
МPt . If the power supply is a current 

source, the dependence η = f(t*) for the same circuit will 
look like 

*
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t
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Taking into account that ***** / rURUI outLDoutout  , 

we obtain that 

*

*
** 1

t

t
rUout


 . 

Thus, in the case of power supply from the current 
source, it is advisable to change the parameter t* in the 

range *....0 МPt . In addition, the energy efficiency of the 

source will increase with increasing r*, i.e. with 
decreasing load resistance RLD. 

Taking into account the duality of the circuits of the 
considered regulators, we conclude that for the PR (Fig. 
1) the recommendations will be the opposite. The analysis 
of the obtained results, as well as the results presented in 
[6], shows that to select the appropriate range of 
regulation of the parameter t*, it is necessary to take into 
account two factors: 

1) type of electricity source; 
2) method of connecting the controlled key S to the 

RP, relative to the power supply and load. 
Table 3 shows the recommended control ranges of the 

parameter t*, depending on the type of power supply and 
the method of connecting the controlled switch S. In 
practice, this is not always convenient. Therefore, variants 
of these circuits have been developed in which the 
polarity of the output voltage coincides with the polarity 
of the input voltage. 

Table 3 
Recommended ranges of parameter t* regulation 

 
  

 

*...0 МPt  1...*
МPt  

 

1...*
МPt  *...0 МPt  

 

They are known as ZETA converter (Fig. 7) and 
SEPIC converter (Fig. 8) [13, 14]. 

 

 
Fig. 7. Regulator type ZETA  

 

 
Fig. 8. Regulator type SEPIC 

 
The circuits of these regulators differ from the 

considered basic circuits (Fig. 1, 4) by the method of 
construction of the output circuit, as well as the presence 
of additional reactive elements. However, since the most 
important properties of the regulator are determined by 
the method of construction of its input circuit, in 
particular the method of connecting the controlled switch 
S, the results obtained for the Buck-Boost regulator 
(Fig. 1) will be valid for the controller type ZETA (Fig. 1) 
will be valid for the regulator type ZETA (Fig. 7), and the 
results obtained for the Ćuk regulator (Fig. 4) will be 
valid for the SEPIC regulator (Fig. 8). In particular, to 
ensure the possibility of extracting the maximum power 
from the power supply, capacitor С0 of sufficient capacity 
must be installed at the input of the ZETA type regulator 
(Fig. 7). 

Key 

Scheme 
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Conclusions. 
1. Pulse regulators circuits with serial (parallel) 

connection of the controlled switch S provide the 
possibility of taking the maximum power from the power 
supply only if there is a storage capacity С0 (inductance 
L0) at their input. 

2. Step-up/step-down pulse regulators provide the 
ability to take the maximum power from the power supply 
to the load for almost any value of load resistance RLD. 

3. The appropriate range of regulation of the parameter 
t* is selected taking into account the type of power supply, 
as well as the method of connecting the controlled key in 
the pulse regulator. 

Conflict of interest. The authors of the article state 
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An improved search ability of particle swarm optimization algorithm for tracking maximum 
power point under shading conditions 
 
Introduction. Extracting maximum possible power from solar energy is a hot topic of the day as other sources have become costly 
and lead to pollution. Problem. Dependency on sunlight for power generation makes it unfeasible to extract maximum power. 
Environmental conditions like shading, partial shading and weak shading are the major aspect due to which the output of 
photovoltaic systems is greatly affected. Partial shading is the most known issue. Goal. There have been many proposed techniques 
and algorithms to extract maximum output from solar resources by use of photovoltaic arrays but every technique has had some 
shortcomings that couldn’t serve the complete purpose. Methodology. Nature inspired algorithms have proven to be good to search 
global maximum in a partially shaded multipeak curve which includes particle swarm optimization, artificial bee colony algorithm, 
and flower pollination algorithm. Methods. Particle swarm optimization algorithm is best among these in finding global peaks with 
less oscillation around maximum power point, less complexity, and easy to implement nature. Particle swarm optimization algorithm 
has the disadvantage of having a long computational time and converging speed, particularly under strong shading conditions. 
Originality. In this paper, an improved opposition based particle swarm optimization algorithm is proposed to track the global 
maximum power point of a solar photovoltaic module. Simulation studies have been carried out in MATLAB/Simulink R2018a. 
Practical value. Simulation studies have proved that opposition based particle swarm optimization algorithm is more efficient, less 
complex, more robust, and more flexible and has better convergence speed than particle swarm optimization algorithm, perturb and 
observe algorithm, hill climbing algorithm, and incremental conductance algorithm. References 24, tables 4, figures 12. 
Key words: conventional particle swarm optimization, maximum power point, opposition based particle swarm optimization 
algorithm. 
 

Вступ. Отримання максимально можливої потужності із сонячної енергії є надзвичайно актуальним наразі, оскільки інші 
джерела енергії стали коштовними та призводять до забруднення. Проблема. Залежність від сонячного світла для 
вироблення електроенергії унеможливлює отримання максимальної потужності. Умови навколишнього середовища, такі 
як затінення, часткове затінення і слабке затінення, є основним аспектом, від якого сильно залежить потужність 
фотоелектричних систем. Часткове затінення – найвідоміша проблема. Мета. Було запропоновано багато методів та 
алгоритмів для отримання максимальної віддачі від сонячних ресурсів за допомогою фотоелектричних батарей, але кожен 
метод мав деякі недоліки, які не могли служити досягненню повної мети. Методологія. Алгоритми, натхненні природою, 
виявилися хорошими для пошуку глобального максимуму на частково затіненій кривій з багатьма піками, включаючи 
оптимізацію рою частинок, алгоритм штучної бджолиної колонії та алгоритм запилення квітів. Методи. Алгоритм 
оптимізації рою частинок найкраще підходить для пошуку глобальних піків з меншими коливаннями навколо точки 
максимальної потужності, меншою складністю та простотою реалізації. Алгоритм оптимізації рою частинок має 
недолік, що полягає у тривалому часі обчислень та швидкості збіжності, особливо в умовах сильного затінення. 
Оригінальність. У цій статті пропонується покращений алгоритм оптимізації рою частинок на основі протилежності 
для відстеження глобальної точки максимальної потужності сонячного фотоелектричного модуля. Розрахункові 
моделювання проводились у MATLAB/Simulink R2018a. Практична цінність. Дослідження за допомогою моделювання 
довели, що алгоритм оптимізації рою частинок на основі протилежності є більш ефективним, менш складним, надійнішим 
і гнучкішим і має кращу швидкість збіжності, ніж алгоритм оптимізації рою частинок, алгоритм збурення та 
спостереження, алгоритм сходження на пагорб та алгоритм інкрементальної провідності. Бібл. 24, табл. 4, рис. 12. 
Ключові слова: традиційна оптимізація рою частинок, точка максимальної потужності, алгоритм оптимізації рою 
частинок на основі протилежності. 

 

Abbreviations 
ABC Artificial Bee Colony  OBL Opposition Based Learning 
FPA Flower Pollination Algorithm  P&O Perturb and Observe Algorithm 
GMPP Global Maximum Power Point PSC Partial Shading Conditions 
IC Incremental Conductance Algorithm PSO Particle Swarm Optimization 
IPSO Improved Particle Swarm Optimization PSO-OBL Opposition Based Particle Swarm Optimization Algorithm 
MPP Maximum Power Point PV Photovoltaic 
MPPT Maximum Power Point Tracking PWM Pulse-Width Modulation 

 
1. Introduction. With increasing demand of 

renewable source of energy, solar energy is getting more 
and more attention because of its easy and never ending 
availability. But operating PV panel at MPPT is a 
challenging task. So accomplishing this task can make use 
of PV panels very effective and it will largely reduce the 
use of non-renewable sources which will have such a 
huge impact on mankind’s lifestyle that it can save a huge 
amount of money and world resources. However high 
installation cost and getting lower efficiency are still the 
challenges that are faced nowadays by researchers [1, 2]. 
Solar energy plays a vital role in the development of a 
country. Compared to other renewable sources solar 

energy generation shows a significantly more dynamic 
development. Research studies shows that the installed 
capacity of solar power plants in 2016 was 315 GW [3-6]. 
For extracting MPPT, there are face several challenges 
such as temperature and irradiance affects the P-V 
characteristics of photovoltaic cell. For delivering 
maximum power to load several conventional algorithms 
were to tackle MPPT. For instance P&O MPPT method 
[7], IC MPPT method [8], modified hill climbing method 
[9], frictional short-circuit current approach [10], ripple 
correlation control method [11] and sliding mode 
controller [12] were used. The specialty of these 
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algorithms is that these give good response for uniform 
irradiance of solar panel but under PSC these algorithms 
fails to track the global MPPT. 

Goal. This paper present a hybrid technique used to 
track global max power point very efficiently by using 
improved particle swarm optimization algorithm. For 
improving search ability of PSO algorithm, PSO is 
hybridized with OBL [13], for getting high tracking 
efficiency, convergence speed and power output. PSO is an 
outstanding choice for problems of nature of non-linear 
optimization [14]. To check the robustness of this hybrid 
techniques, two different PV configurations of are employed.  

The PV system consists of PV panels, MPPT 
controller, DC-DC converter and load (Fig. 1). The output of 
the PV panels is fed to the converter as well as to the 
controller. The controller uses its input to regulate the duty 
cycle of the converter for maximum power point operation. 

 

 
Fig. 1. Block diagram of PV system 

 

This paper is organized as follows. In Section 2 
there is description of P-V characteristics under PSC. In 
Section 3 methodology is describe. In Section 4 test 
system is presented while in Section 5 simulation results 
are discussed. In Section 6, comparison is discussed and 
paper is concluded in Section 7. 

2. PV cell’s modeling with single-diode equivalent 
circuit. 

2.1. Characteristics of solar cell. Equivalent circuit 
of PV cell is shown in the Fig. 2 and the output in the 
form of current is given by: 
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where Ipv is the output current of cell; Iph is the 
photocurrent; I0 is the reverse saturation current; q is the 
charge of an electron; Upv is the work voltage of a PV 
cell; K is the Boltzmann constant; A is the ideality factor; 
RS and RP are the series and parallel resistances; T is the 
cell temperature [15]. 

The different parameters of proposed PV module are 
shown in Table 1. 
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Fig. 2. Single-diode equivalent circuit of PV cell 

Table 1 
Parameters of Sun Earth Solar Power TPZ250MBZ PV 250 W 

Parameters Variables Values 
Maximum power PMPP 250 W 
Open circuit voltage Voc 30 V 
Short circuit current Isc 8.3 A 
Current of Pmax IMPP 8.83 A 
Voltage of Pmax VMPP 36.8 V 
Isc coefficient of temperature KI (0.065±0.015)%/C 
Voc coefficient of temperature KV –(0.32±0.05)%/C 

 

2.2. Effect of PSC on PV characteristics. In this 
paper, two different PV configurations are used to check the 
robustness of proposed technique. The first configuration is 
4S2P, which consists of 8 PV modules. Four modules are 
organized in one string with power of 249 W. The overall 
power extracted is 1992 W. Second configuration is 3S1P, 
which consists of 3 PV modules that are arranged in one 
string. The overall power extracted by second configuration 
is 747 W [16]. Power extracted by different pattern of PSC is 
shown in Table 2. The PV configuration (4S2P) proposed in 
this paper is shown in Fig. 3. 

Table 2 
Different patterns of 3S1P and 4S2P configurations 

4S2P-configuration 3S1P-configuration 

G11=1 kWm–2 G21=1 kWm–2 G1= 1 kWm–2 

G12=1 kWm–2 G22=1 kWm–2 G2= 1 kWm–2 

G13=1 kWm–2 G23=1 kWm–2 

Pa
tt

er
n 

1 

G14=1 kWm–2 G24=1 kWm–2 

Pa
tt

er
n 

3 

G3= 1 kWm–2 

G11=1 kWm–2 G21=1 kWm–2 G1= 1 kWm–2 

G12=900 Wm–2 G22=800 Wm–2 G2= 900 Wm–2 

G13=600 Wm–2 G23=700 Wm–2 Pa
tt

er
n 

2 

G14=500 Wm–2 G24=1 kWm–2 
Pa

tt
er

n 
4 

G3= 900 Wm–2 

 

 
Fig. 3. Proposed PV configuration (4S2P) 

 

3. Methodology. 
3.1. PSO algorithm. PSO is an outstanding choice for 

problems of nature of non-linear optimization. PSO method 
is inspired by the behavior of swarms, insects and flocks 
[17]. In the previous decade, PSO is mostly the utmost 
favored optimization method for MPPT applications. In 
PSO, the initial particles (duty cycles) are chosen randomly 
in domain of the bounding limits. These particles are spread 
in whole search domain. The best among them in each 
iteration is known to be P_best and the finest in all repetitions 
is recognized as G_best. Further, position and velocity of the 
particles/units are modified in each repetition and the 
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procedure keeps continuing till it reaches the best position. 
The motion of PSO particles in arbitrary search domain 
space are demonstrated in Fig. 4. The velocity and position 
updates are provided in: 
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where W is the inertial weight; X is the position; V is the 
velocity; C1 and C2 are the inertia constants; t is the 
iteration count. 

Equation (4) represents fitness function: 
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i

k
i DPDP .                         (4) 

 
Fig. 4. Flowchart of the PSO algorithm 

 

3.2. Opposition Based Learning (OBL). In 2005 
Tizhoosh proposed the OBL technique [18] in the field of 
machine learning. He found that it is easier to find global 
maxima through opposite solution rather than random 
solutions and it is 50 % highly probable than original 
random solutions. OBL produces opposite solutions of 
original random solutions in each iteration and finds the 
fitness value of every solution and it is opposite. The one 
with the lower fitness is retained and other is discarded. 
The best among current solution space is selected and its 
opposite is sent to next iteration. This opposition based 
technique can increase the random search ability of 
random search methods. It has been used in PSO [19] and 
differential evolution algorithm [20] to improve their 
random search domain. The opposite point is defined as 
follow. Let q(x1, x2,…, xn) is a point in an n-dimensional 
space, x1, x2,…, xnR, xi[ai, bi]. The opposite point 
q*(x1

*, x2
*… xn

*) of q is defined as 

nxbax iiiii ...1*  .                    (5) 

The opposition based optimization is defined as 
follow. Let q(x1, x2…, xn) is a point in n-dimensional 
space and q*(x1

*, x2
*… xn

*) is its opposite. For objective 
fitness function f(q), if f(q*) < f(q)q* is kept otherwise q is 
kept unchanged. 

3.3. PSO with OBL. PSO algorithm was presented 
by Eberhart R. and Kennedy J. in 1995 [21] and is based 
on the behavior of folk of birds. The present state of a 
particles that are in continues movement in the possible 
solution space is described by two variables, the position 
xj and the velocity of movement vj. The state of each 
particle in n-dimensional solution space, is determined by 
the position vector Xj = [xj1, xj2, …, xjN] and velocity 
vector Vj = [vj1, vj2,…, vjN]. At the start, the particles are 
dispersed randomly over the whole possible solution 
space. Its implementation in PSO is depicted in Fig. 5. 

 
Fig. 5. Particle swarm optimization hybridized with opposition 

based learning 
 

4. Test systems. Simulation studies for different 
cases of the PSO and PSO-OBL techniques have been 
carried out in MATLAB/Simulink R2018a. The system 
proposed for simulations is shown in Fig. 6. PV module is 
used followed by a DC-DC buck converter and load. 
MPPT block is consisting of an MPPT controller and 
PWM generator. Current and voltage from PV module are 
presented as input to MPPT controller which produces 
duty cycles accordingly to run DC-DC converter. 

 
Fig. 6. Proposed system for PV using PSO algorithm 

 
In Fig. 7 PV array configuration of 3S1P is shown, 

in which a single rail of three series connected modules in 
used to check partial shading effect. 
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Fig. 7. 3S1P configuration of PV panel array 

 

Different cases of partial shading considered for 
3S1P are shown in Table 2. Three different modules are 
given separate values of irradiance and their output P-D 
curve is generated which generates a 3-peaks curve 
corresponding to values of irradiance being given as an 
input. Similarly, 4S2P is shown in Fig. 8 and its different 
cases for partial shading are shown in Table 2. 

5. Simulation results. 
5.1. Simulation results of PSO and PSO-OBL 

for 4S2P configuration. Figures 9, 10 show simulation  

 
Fig. 8. 4S2P configuration of PV panel array 

 
results of 4S2P configuration for PSO-OBL in different 
cases of partial shading as shown in Table 2. The number 
of iterations used for PSO is 25 while number of iterations 
used for PSO-OBL is 100 which helps creating opposite 
candidate solutions and effectively tracks GMPP. 

5.1.1. Results of pattern no. 1. In pattern no. 1 the 
rated power is 1992 W and the power extracted from 
simulation is also 1992 W. The calculated results show 
that tracking efficiency will be 100 % and the 
convergence speed will be 1.021. The P-V curve of rated 
power and extracted power is shown in Fig. 9. 
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Fig. 9. 4S2P pattern no. 1: a – characteristic curve; b – P-V curve using PSO-OBL 
 

5.1.2. Results of pattern no. 2. In pattern no. 2 the 
rated power is 1321 W and the power extracted from 
simulation is 1320 W. The calculated results show that 

tracking efficiency will be 99.81 % and the convergence 
speed will be 1.008. The P-V curve of rated power and 
extracted power is shown in Fig. 10. 
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Fig. 10. 4S2P pattern no. 2: a – characteristic curve; b – P-V curve using PSO-OBL 
 

5.2. Simulation results of PSO for 3S1P 
configuration. The parent technique (PSO) 
implementation for 3s1p has shown promising results as 
agreeing with work [22]. The characteristic curves for 
different patterns of 3S1P and corresponding P-V curves 
using PSO are shown in Fig. 11, 12. 

5.2.1. Results of pattern no. 3. In pattern no. 3 the 
rated power is 747 W and the power extracted from 
simulation is also 747 W. The calculated results show that 

tracking efficiency will be 100 % and the convergence 
speed will be 1.01. The P-V curve of rated power and 
extracted power is shown in Fig. 11. 

5.2.2. Results of pattern no. 4. In pattern no. 4 the 
rated power is 688.2 W and the power extracted from 
simulation is 688 W. The calculated results show that 
tracking efficiency will be 100 % and the convergence 
speed will be 1.015. The P-V curve of rated power and 
extracted power are shown in Fig. 12. 
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Fig. 11. 3S1P pattern no. 3: a – characteristic curve; b – P-V curve using PSO 
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Fig. 12. 3S1P pattern no. 4: a – characteristic curve; b – P-V curve using PSO 
 

6. Comparison among PSO and PSO-OBL. After 
performing simulation studies of PSO and PSO-OBL, one 
can see the clear improved efficiency and effective tracking 
of GMPP in less t/n ratio (where t/n is the maximum amount 
of time (or, more specifically, steps) that a function takes to 
run). This proves that PSO-OBL is better in all conditions as 

compared to PSO because PSO doesn’t perform as well as 
PSO-OBL and especially when it comes to strong shading 
PSO-OBL totally outperforms PSO and proves itself to be 
best to use as MPPT algorithm in all environmental 
conditions. Tables 3, 4 provide the comparison of both the 
techniques. 

Table 3 
Comparison of both techniques 

Configuration Case Algorithm t/n Power Rated power 
Convergence 

speed 
Oscillations 

at GMPP 
Efficiency 

BEST 
algorithm 

PSO 0.027 1992 0.6826 0 100 
Pattern 1 

PSO-OBL 0.010 1992 
1992 

1.021 0 100 
PSO-OBL 

PSO 0.027 1317.5 0.6769 0 99.73 4S2P 
Pattern 2 

PSO-OBL 0.010 1320 
1321 

1.008 0 99.81 
PSO-OBL 

PSO 0.027 743.1 0.6917 0 99.72 
Pattern 3 

PSO-OBL 0.010 747 
747 

1.01 0 100 
PSO-OBL 

PSO 0.027 688 0.6811 0 99.97 
3S1P 

Pattern 4 
PSO-OBL 0.010 688 

688.2 
1.015 0 99.97 

PSO-OBL 

 

Table 4 
Comparison of parameters of P&O, IC, PSO and PSO-OBL 

Algorithm Steady state 
oscillations 

Falling to 
local maximums 

Complexity 

P&O ✓ ✓ ✓ 
IC ✓ ✓ ✓ 

PSO × × Less complex 

PSO-OBL × × Less complex 
 

7. Conclusions. Environmental conditions limit the 
functionality of photovoltaic module. A lot of methods 
have been proposed in literature to address this problem but 
it never achieved goal due to number of reasons. Partial 
shading is most known issue. Nature inspired algorithms 
have proven them to be good to search global maximum in 
a partially shaded multipeak curve which includes particle 
swarm optimization, artificial bee colony, flower 
pollination algorithm etc. Particle swarm optimization is 
best among these in finding global peak with less 

oscillation around maximum power point, less complexity 
and easy to implement nature. Particle swarm optimization 
has disadvantage of having long computational time and 
converging speed particularly under strong shading 
conditions. In this paper, hybrid technique is used to track 
global max power point very efficiently by using improved 
particle swarm optimization algorithm. This technique is 
effective in all shading conditions. Simulation results 
shows that opposition based particle swarm optimization 
algorithm is less complex, more efficient, robust, flexible 
and have better convergence speed than particle swarm 
optimization and other techniques. Since shading is an 
unpredictable process so to predict the accuracy and to 
expect a 100 % output is still an uncertain thing. The 
increasing demand of energy and ever increasing 
advancement in technology is making more and more 
space to bring improvement to maximum power point 
tracking as well as the improve the transient response of the 
system [23, 24]. So power extraction with more accuracy in 
less amount of time is still a scope. 
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Equivalent cable harness method generalized for predicting the electromagnetic emission 
of twisted-wire pairs  
 
Introduction. In this paper, the equivalent cable harness method is generalized for predicting the electromagnetic emissions 
problems of twisted-wire pairs. The novelty of the proposed work consists in modeling of a multiconductor cable, in a simplified 
cable harness composed of a reduced number of equivalent conductors, each one is representing the behavior of one group of 
conductors of the initial cable. Purpose. This work is focused on the development and implementation of simplified simulations to 
study electromagnetic couplings on multiconductor cable. Methods. This method requires a four step procedure which is 
summarized as follows. Two different cases, of one end grounded and two ends grounded configurations can be analyzed. Results. 
The results had shown that the model complexity and computation time are significantly reduced, without, however, reducing the 
accuracy of the calculations. References 20, tables 1, figures 8. 
Key words: electromagnetic emission, asymmetric digital subscriber line, crosstalk, equivalent cable harness method, 
multiconductor transmission line network, power loss, twisted-wire pairs. 
 
Вступ. У цій статті метод еквівалентного кабельного джгута узагальнюється для прогнозування задач 
електромагнітного випромінювання кручених пар дротів. Новизна запропонованої роботи полягає в моделюванні 
багатожильного кабелю в спрощеному джгуті проводів, що складається зі зменшеної кількості еквівалентних провідників, 
кожен з яких репрезентує поведінку однієї групи провідників вихідного кабелю. Мета. Робота зосереджена на розробці та 
реалізації спрощеного моделювання для дослідження електромагнітних зв'язків у багатожильних кабелях. Методи. Цей 
метод вимагає чотириступінчастої процедури, яка коротко описана у статті. Можна проаналізувати два різні випадки: 
конфігурації із заземленням одного кінця та заземлення двох кінців. Результати. Результати показали, що складність 
моделі та тривалість обчислень значно знижуються, проте без зниження точності обчислень. Бібл. 20, табл. 1, рис. 8. 
Ключові слова: електромагнітне випромінювання, асиметрична цифрова абонентська лінія, перехресні перешкоди, 
метод еквівалентного кабельного джгута, мережа багатопровідних ліній передачі, втрати потужності, кручені пари 
дротів. 
 

Introduction. For transmission signal in complex 
telecommunication network one of principle resources of 
noise that affect the signal quality is due to the crosstalk 
coupling. The crosstalk among twisted-wire pairs (TWPs) 
is commonly classified into near end crosstalk (NEXT) 
and far end crosstalk (FEXT) [1–4]. Furthermore, we 
distinguished two types of coupling crosstalk, the 
inductive coupling and the capacitive coupling, the 
dominant coupling at an arbitrary configuration is due to 
the termination impedance effects [5, 6]. 

The survey of literature shows that reducing the 
number of wires is not a new task. An efficient 
simplification technique called the «equivalent cable 
bundle method» (ECBM) has been proposed for 
modelling electromagnetic (EM) common-mode currents 
on complex cable bundles for telecommunications 
networks applications with arbitrary loads [7]. This 
method, allows, using the theory of Multiconductor 
Transmission Line Network (MTLN), to take into account 
the phenomena of propagation and couplings on and 
between all the wires of the network. 

In recent years, the increase in the frequency of 
disturbances electromagnetic that can potentially attack 
the wiring network encourages the research to extend 
digital immunity to high frequencies. This will 
unfortunately comes up against the limitation in MTLN 
frequency. 

In high frequencies, the use of three-dimensional 
methods, solving the Maxwell equations in space then 
proves to be obligatory. However, they require a fine 
discretization of each conductor of the beam in segments 
whose length is usually less than one tenth of the 
wavelength. The computation times then become 

prohibitive as soon as the number of conductors of the 
beam in important.  

It must therefore find simplifying hypotheses 
allowing the complexity to be reduced wiring harness 
without, however, reducing the accuracy of the 
calculations [8, 9]. The goal final is to generalize the 
feasibility of such an approach for twisted-wire pairs. 

Purpose of the work is focused on the development 
and implementation of simplified simulations to study 
electromagnetic couplings on multiconductor cable. 

Presentation of the equivalent cable harness 
method proposed of complex twisted-wire pairs. 
Description of the main assumption adopted in this 
modified procedure for a coupling problem in twisted-
wire pairs cable will be detailed in this section.  

The proposed geometry consists of a cable 
composed of twisted-wire pairs, both ends or only one 
end of the each pair circuit can be grounded.  

Note that the twisted-wire pairs used here are 
connected to the ground plane. We would expect common 
mode current to be dominant. Therefore, the main 
assumption of the original ECBM is unchanged [10], we 
make approach that the impedance loads in such case of 
twisted-wire pairs can be considered such as a common 
mode loads and the differential loads in one end of the 
pairs can be neglected.  

The determination of geometrical characteristics of 
the reduced cable is omitted here because the aim of the 
method is to predict crosstalk in the pairs that we are 
interested in his currents and voltages [11, 12]. 

The modified equivalent cable harness method for 
modeling crosstalk in frequency domain among twisted-
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wire pairs requires a four-step procedure [9], which is 
summarized as follows. 

Step I. The goal of this step is to classify the pairs of 
the initial cable in different groups according to their 
termination loads at both ends of each pair. The culprit 
and victim pairs are classified into two groups separately 
and they hold its initial characteristics (including its 
positions, radius, and medium). The common-mode 
characteristic impedance Zmc is determined by modal 
transformation in the MTLN formalism in order to obtain 
the characteristics of all the modes propagating along the 
cable. Furthermore, the very important condition of the 
eigenvector associated with the common mode in the 
matrix [Tx] is verified, this part is more detailed in the 
original ECBM [8, 10].  

Then all the remaining pairs in the complete cable 
bundle are sorted into groups by comparing the value of 
the termination loads (near Z0i and far ZLi) to Zmc. The 
conductors are installed as pairs; each two conductors for 
one pair are in the same group because the modal analysis 
is made of twisted-wire pairs configuration. We define the 
four groups (may be less than four) which can be 
determined in each configuration in Table 1. 

Table 1 
Classification of the pairs according to their termination loads 

Termination load Group 1 Group 2 Group 3 Group 4 

Near end (0) Z0i < Zmc Z0i < Zmc Z0i > Zmc Z0i > Zmc 

Far end (L) ZLi < Zmc ZLi > Rmc ZLi < Zmc ZLi > Zmc 

 

Step II. The determination of the per unit length 
(p.u.l) parameter matrices of an equivalent cable is based 
on the determination of p.u. parameter matrices of the 
pairs from which it is consisted. 

We consider a short circuit between conductors of 
one group of «k» conductors (Fig. 1). This assumption 
allows: firstly to define the group current Iec for the 
equivalent cable and secondly the group voltage Vec for 
the equivalent cable.  

 
Fig. 1. Mode common current and voltage of k conductors 

in the same group 
 

To determine the inductance reduced matrix, we 
need two additional assumptions detailed in [9]: 

1) the currents flowing along all the «k» conductors 
of a cable bundle are decomposed in common mode 
currents and a differential mode currents. The differential 
mode current can be neglected [5, 13, 14]. 

The current and the voltage of «k» conductors in the 
same group can be written by: 

kec IIII  21 ;                         (1) 

kec VVVV  21 .                        (2) 

Thus, from the telegrapher's equation on the MTLN 
formalism for lossless line we can obtain the inductance 
matrix links the currents and the voltages on each 
conductor on an infinitesimal segment of length: 
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2) The common mode currents along all the 
conductors of a same group are identical: 

kec IIII  21 ,                     (4) 

where Ik is the mode common current in the k conductor. 
The common-mode characteristic impedance of the 

harness can be obtained:  

k

Z

kI

V
V i

ec

ec
ck  ,                         (5) 

where Zi is the common-mode characteristic impedance of 
each conductor in the group (Fig. 2). 

 
Fig.2. Cross section view of complete and reduced cable 

 
These assumptions may allow finding the final system 

matrix; we index the conductors of each group as follows: 
 N1 conductors of the first group indexed 1 to x; 
 N2 conductors of the second group indexed x+1 to y; 
 N3 conductors of the third group indexed y+1 to z; 
 N4 conductors of the fourth group indexed z+1 to N. 

The final system that allows finding Lred can be 
obtained: 
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The voltages of each conductor belonging to the 
same group being equal (2), the insertion of this property 
in previous equations leads to the following system 
connecting the voltages and currents of the four groups of 
conductors [7]: 
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The expression of p.u. capacitance matrix for the 
reduced model [Cred] can be obtained with the same 
reasoning in no homogenous and polar medium. 

For a weakly polar medium, one can ignore the 
dispersion of the dielectric constant and, accordingly, the 
phase velocity [11]: 

    1
2

1  redred LC


,                     (15) 

where rc   . 

So, using the assumptions and approximations set 
out above, the matrix inductance and capacitance with 
(N×N) dimension can be reduced into matrix (4×4) which 
coefficients exerted on and between the conductors. 

Step III. The aim of this step is to determine the 
termination loads to be connected at both ends of the 
equivalent conductor. Here, all load impedances are 

considered as pure resistance and are not frequency 
dependent. There are two kinds of the termination loads, 
differential-mode loads and common-mode loads: 

 Common-mode loads. Each load connected to the 
ground plane at his terminal end (Fig. 3). 

 
Fig. 3. Equivalent termination common-mode loads 

 
The impedance equivalent Zec for «k» conductors in 

the same group (Z1, Z2 …Zk), is: 

kec ZZZZ

1111

21
  .                  (16) 

 Differential-mode loads. We consider the type 
differential loads connected between conductors from 
different groups (Fig. 4). The impedance equivalent Zd12, 
for two conductors (1 and 2) in group 1 and two 
conductors (N1+1 and N1+2) in group 2, is: 

21211112

111




NNd ZZZ
.                 (17) 

 
Fig. 4. Equivalent termination differential-mode loads 

 
The type of differential loads connected between 

conductors in the same group is neglected. 
Step IV. The aim of this step is to determine the 

section geometry (radius, coating radius, permittivity 
relative of coating, height, distance between harnesses), of 
each reduced harness using the linear parameter matrices 
determined at the Step II. This part is more detailed in the 
original ECBM [8, 10]. 

For modeling the twist of pairs on complete model 
the matrix P [1] was used, in the reduced model this 
matrix is evaluated to take into account only the twisted 
wires of the pairs which we not apply the method [1]. 

For the equivalent cable for each group the current 
and voltage are multiplied by 1 in the matrix P. 

In order to determine currents and voltages in both 
ends of each pair, the excited pair is assumed to be a 
disturber and the crosstalk in an arbitrary victim pair in 
term of power loss (PL) is shown. 

Note that the values of the power loss crosstalk 
(PLNEXT, PLFEXT) in decibels can be calculated as follows 
[15–18]: 
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))((log10
2

10 fHPL NEXTdBNEXT  ;         (18) 

))((log10
2

10 fHPL FEXTdBFEXT  ,           (19) 

where HNEXT and HFEXT are the transfer function. 
The PL expression can be written as follows: 

 2
11110, ))(/)((log10 xVxVPL idBiNEXT  ;     (20) 

 2
1110, ))(/)((log10 xVxVPL LidBiFEXT  ,     (21) 

where Vi is the voltage in the victim wire which we want 
calculates his crosstalk; x1, xL are the first and the last 
extremities of the line [19]. 

Application of the equivalent cable harness 
method. The mathematical model established will be 
used for obtaining the power loss near and far (PLNEXT and 
PLFEXT) in a bundle of twisted wire pairs. Twisted wire-
pair is connected by two ends of each pair to the ground 
plane. Figure 5 illustrates the geometry used, they shows 
the first case of initial model of twenty-eight pairs 
denoted from 1 to 56, and the reduced cable of two pairs 
and two equivalent harness denoted ec1, ec2. 

 
Fig. 5. Complete model cable and reduced model cable 

twisted-wire pairs cross sectional view 
 

All wires are further assumed to have the same 
radius a = 0.523 mm and polyvinyl chloride coating 
radius of b = 0.549 mm. The length of the wire is 
L = 1 km. The twisted pair consists of N = 10000 loops. 
The height of the first wire (numerated 8 and 10) above 
ground conductor is h = 20 mm, the height is very close to 
the reference plane, the intention in doing so is to avoid 
the noise produced by the loop between the receptor 
circuit and the reference plane. 

The other conductors are located just above and next 
to the first wire with vertical distance of 0.127 mm for the 
same pair conductors and 3.17 mm for other conductors, 
the horizontal distance between the wires is d = 3.17 mm. 

In Fig. 6 the pair one is given as an example, which 
is connected to the voltage source V0 at its near end 
through a load Z01 and adapted at its far end through a 
load ZL1. 

The crosstalk will be studied in the frequency range 
from 1 kHz to 30 MHz with reference to Fig. 6 and in order 
to make same loads such as in XDSL systems, the loads in 
the pairs which we are interested are set to Z01 = ZL1= Z02 = 
= ZL2 = 120 Ω under the condition, that for a twisted pair the 
active resistance R of the conductors is much less than the 
inductive resistance ωL, and the active conductivity G of the 

insulation is much less than the capacitive resistance ωC, 
respectively: R << ωL, G << ωC [20].  

 
Fig. 6. Model of two ends grounded geometry of twisted-wire 

pairs longitudinal view 
 

The classification of groups is made according to the 
comparison with the common-mode loads determined by 
the modal analysis. 

The pairs of the complete cable bundle sorted into 
four groups as follows (Fig. 5): 

 group 1: pairs 1 (conductors 1-2); 
 group 2: pairs 2 (conductors 3-4); 
 group 3: harness 1 (conductors 5-30); 
 group 4: harness 2 (conductors 31-56); 

The p.u. parameter matrices [Lred] and [Cred] of the 
reduced harnesses cables are calculated in nH/m and pF/m 
for a 1 km long line respectively: 
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20.1510.46

64.065.072.43

04.164.059.3670.43

71.064.452.047.074.43

21.113.447.053.056.3674.43

redC . 

Next before and after applying our equivalent cable 
harness method the results are compared. The culprit pair 
is the pair one numerated (1, 2) in Fig. 5, we are 
interested in the voltage and current of the second pair 
numerated (3, 4) in Fig. 5. 

The near end of conductor one (first pair (culprit 
pair)) is excited with a constant voltage source of 1 V. 

The first pair is activated and we calculate the PL in 
the second pair (conductor 3). Next, we apply the method 
and we calculate again the PL on the second pair when 
the first pair is activated. 

Figures 7, 8 show the power loss in the second pair 
(conductor 3) for NEXT and FEXT successively for the 
initial model and the complete model.  
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Fig. 7. PLNEXT voltage in the frequency domain on pair two 
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Fig. 8. PLFEXT voltage in the frequency domain on pair two 

 

For this configuration the difference between the 
two models is a few decibels. In the high frequency some 
differences are observed which are possibly due to the 
apparition of the transverse electric and magnetic mode. 
Results for this case confirm that equivalent cable harness 
method can be successfully applied in prediction crosstalk 
in a two ends grounded configuration of twisted-wire 
pairs cable in frequency domain. 

To evaluate currents and voltages at both ends of 
each pair, the MTLN technique is used [5, 6] because for 
telecommunications networks the length of the wire is 
L = 1 km and greater than. For automotive applications 
where the lengths are too shirt (some meters) we can used 
three-dimensional methods, solving the Maxwell 
equations in space, how require a fine discretization of 
each conductor of the beam in segments.  

Conclusion. 
In this work the equivalent cable harness method 

was applied at different groups of pairs and voltages for a 
model of twisted-wire pairs in a cable bundle of 
telecommunication networks. 

The foremost attributes of the modified method are: 
 the study of crosstalk is established in the frequency 

domain from 1 kHz to 30 MHz where the line is 
electrically long and the transverse electric and magnetic 
mode is considered; 

 the conductor, twisted wire to wire in both 
configurations studied which affect the terminal loads and 
give rise to a new approach of the equivalent loads; 

 the victim and culprit pairs considered as different 
groups and were involved in the reduced per unit length 
parameter matrices. 

The crosstalk NEXT and FEXT are simulated at an 
arbitrary culprit pair in term of power loss this task allows 
reduction of complexity and computation time for a 
complete cable bundle modeling and maintains a fairly 
good precision, the total computation time is reduced by a 
factor of 2.8 after equivalence of the complete model by 
using the method of Multiconductor Transmission Line 

Network theory for cable of 28 pairs (56 conductors), 
which have been performed on a 2.5 GHz processor and a 
4 GB RAM memory computer. Numerical simulations 
presented in this paper validate the efficiency and the 
advantages of the proposed method. 

Conflict of interest. The authors declare that they 
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Influence of doping additive on thermophysical and rheological properties of halogen-free 
polymer composition for cable insulation and sheaths 
 
Introduction. The demand for halogen-free fire-resistant compositions for the manufacture of fire-retardant wires and cables 
is constantly growing. Problem. Therefore, the creation and further processing of these materials is an urgent problem. Goal. 
The aim of the article is to study the effect of the doping additive on the thermophysical and rheological properties of 
halogen-free compositions for power cables with voltage 1 kV with the determination of both the temperatures of phase and 
structural transformations of polymer compositions. Methodology. Experiments investigating the phase transformations were 
carried out with the help device of thermogravimetric analysis and differential scanning calorimetry TGA/DSC 1/1100 SF of 
METTLER TOLEDO company. Rheological studies of polymeric materials were conducted by using the method of capillary 
viscosimetry in the device IIRT–AM. Results. The influence of the doping additive on the formation of the supramolecular 
structure of the filled polymer compositions for cable products was determined, that resulted in the temperature increase of 
the decomposition beginning by 11 °С and the end of decomposition by 7 °С. Originality. The effect of a doping additive on 
reducing the effective melt viscosity of a polymer composition from 6·104 to 1·104 Pa·s with increasing shear rate has been 
shown for the first time. The shear rate of the polymer composition containing the doping additive increases from 0.5 to 20 s–1 
with increasing shear stress. Practical value. The research results provide an opportunity to reasonably approach the 
development of effective technological processes for the manufacture of the insulation and sheaths of power cables from 
halogen-free polymer compositions. References 29, tables 3, figures 8. 
Key words: cable production, doping additive, rheological properties, melting temperature, decomposition onset temperature. 
 
Попит на вогнестійкі композиції, що не містять галогенів, для виготовлення пожежобезпечних проводів та кабелів 
безперервно зростає. Тому розробка цих матеріалів є актуальною проблемою. Метою статті є дослідження впливу 
легувальної добавки на теплофізичні та реологічні властивості композицій. Теплофізичні властивості визначено з 
використанням приладу TGA/DSC 1/1100 SF компанії METTLER TOLEDO. Реологічні дослідження полімерних матеріалів 
проведено методом капілярної віскозиметрії на приладі ИИРТ-АМ. Визначено вплив легувальної добавки на формування 
надмолекулярної структури наповнених полімерних композицій. Встановлено зниження ефективної в’язкості розплаву 
полімерної композиції в 6 разів зі зростанням швидкості зсуву в 40 разів при зміненні температури від 150 до 190 °С. 
Швидкість зсуву полімерної композиції з легувальною добавкою зростає в 40 разів з підвищенням напруження зсуву в 9 
разів. Результати досліджень дають можливість обґрунтовано підходити до розроблення ефективних технологічних 
процесів виготовлення ізоляції та оболонок силових кабелів. Бібл. 29, табл. 3, рис. 8. 
Ключові слова: кабельна продукція, легувальна добавка, реологічні властивості, температура плавлення, 
температура початку розкладу. 
 

Introduction. In the last few decades, the demand 
for halogen-free fire-resistant compositions for the 
manufacture of fire-resistant wires and cables is 
constantly growing. This is largely due to their 
advantages in reducing smoke and reducing toxic and 
corrosive gases during combustion compared to 
traditionally used halogen-containing non-combustible 
cable materials. Such compositions are preferably 
materials containing a polymer based on polyolefins and a 
significant proportion of inorganic flame retardants, in 
particular aluminum hydroxide Al(OH)3 [1, 2]. 
Polyolefins are one of the most flammable materials with 
high heat of combustion, low oxygen index and high heat 
dissipation, leaving little or no coke residue [3, 4].  

In order to pass various tests for compliance with 
fire safety standards, compositions with content of the 
appropriate filler at the level of 60-80 % can be used. Of 
course, in this case there are quite complex problems 
regarding the manufacturability and mechanical 
properties of the compositions, which have to be solved 
by both manufacturers of cable compounds and 
manufacturers of cable products [5]. 

Rheological measurements of polymer melts are 
widely used in processing technologies of polymer 
compositions for quality control and process optimization. 
Another interesting field of rheology is to obtain 

information about the molecular parameters of polymers 
and the structure of heterogeneous polymer systems. The 
publication [6] provides an overview of the influence of 
molecular weight, molecular weight distribution, the 
degree of branching on various rheological 
characteristics. For dispersed polymer systems, such as 
materials with particles and polymer mixtures, rheological 
measurements can be used as a simple method of 
qualitative study of interactions between different phases 
and changes in geometric structures created by 
inhomogeneities [7]. 

Extrusion is the main method of polymer processing 
in the cable industry. Almost all polymer processing 
operations require an extruder for melting, mixing and 
forming products [8, 9]. To understand and optimize the 
extrusion process, it is first necessary to understand the 
rheological properties [10]. In other words, it is difficult 
to understand and optimize the polymer processing 
operation without first having a complete understanding 
of the thermoreological behavior of the polymer material 
over a wide range of time. Moreover, using the 
rheological properties in both shear and longitudinal 
flows, it is necessary to determine the appropriate 
equation that can capture the correct rheological response 
of the material forced through the capillary and slit 
extrusion heads [8-11]. 
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Some important rheological properties of polyolefins 
and their mixtures related to extrusion are discussed in 
[12-17], including: inlet pressure during extrusion, 
important for determining the expansion of polymer 
melts; influence of temperature and pressure on 
rheological properties [18, 19]; wall penetration of 
polymers [20-25]. 

However, for dispersed polymer systems, the 
relationship between structure and rheological 
characteristics is not clear, additional research methods 
should be used to assess the contribution of different 
structural elements [26]. In [27] the influence of the 
modifier on the thermophysical properties of fire-resistant 
composite materials was investigated. 

Among the requirements for halogen-free cable 
polymer compositions is the ability to provide high linear 
extrusion rates. Thus, the study of the effect of alloying 
additives on the rheological and thermophysical 
properties of halogen-free polymer compositions is an 
urgent problem. 

The goal of the work is the study of the effect of 
the alloying additive on the thermophysical and 
rheological properties of halogen-free polymer 
compositions for power cables for voltages up to 1 kV 
with the determination of the temperatures of phase and 
structural transformations of polymer compositions. 

Polymer cable compositions. Halogen-free fire-
resistant polymer compositions were studied: sample 1 
and sample 2. The polymer matrix (sample 3) for polymer 
compositions is a mixture of polyolefins (linear low 
density polyethylene; polyolefin elastomer and linear low 
density polyethylene modified with maleic anhydride). 
Flame retardant filler is alumina trihydrate. The content of 
flame retardant in polymer compositions is 60 %. The 
polymer composition in sample 2 contains an alloying 
additive in an amount of 2 %. 

Paraffinic hydrocarbons were used as an alloying 
additive. The technical properties of the alloying additive 
are listed in Table 1. 

 

Table 1 
Properties of the alloying additive 

Indicator Value 

Melt viscosity at temperature 140 °С, Pa·s, 103 180-300 

Droplet temperature, °С, not less than 103 

Penetration hardness, %, not more than 5 

Volumetric resistivity at temperature 110 °С and 
voltage not less than 100 V, ·cm, not less than 

1·1014 

 

The polymer composition is made on the 
compounding line of the X-Compound Company, 
Switzerland. The line includes the following equipment: 
compounder/mixer 120-16 L/D, feed extruder GS 140-6 
L/D with granulating head, ingredient dosing system, 
transport systems of ingredients and finished products, 
granule cooling system. 

Equipment and methods. A series of experiments 
to study phase and structural transformations, thermal 
oxidative degradation processes were performed using 

thermogravimetric analysis (TGA) and differential 
scanning calorimetry (DSC) TGA/DSC 1/1100 SF 
instrument of the METTLER TOLEDO Company at 
heating rate of 10 and 50 deg/min.  

Operating temperature range is from room 
temperature to 1100 °С; heating rate is from 0.01 deg/min 
to 100 deg/min. 

Microbalance: the maximum weight during 
mounting is 1 g. The resolution of the TGA device is 1 μg 
in the entire weighing range. 

DSC measurement range: 1 – ±350 mW; resolution 
– 0.04 μW.  

Determination of temperatures of phase and 
structural transformations is carried out according to the 
characteristic points of the description of physical 
phenomena on DSC diagrams. 

The beginning of the melting or vitrification effect is 
defined as the point of intersection of the baseline with 
the diagram before the phase transition. The end of the 
effects is defined as the point of intersection of the 
baseline with the diagram after the phase transition and 
the tangent curve, which is drawn to the point of 
inflection. 

Determination of decomposition temperatures of 
polymer compositions was performed using DSC 
diagrams obtained using the instrument TGA/DSC 1/1100 
SF (temperature rise rate is 10 deg/min). Decomposition 
start and end temperatures were defined as the points of 
intersection of the baseline with the diagram before and 
after the decomposition of the polymer compositions and 
the tangent to the diagram drawn to the inflection point. 
Mass loss is defined as the distance on the ordinate axis 
between the tangent to the TGA diagram and parallel to 
the abscissa axis at the end of the process. 

The study of the rheological properties of polymeric 
materials was carried out by capillary viscosimetry on the 
IIRT-AM instrument. 

The properties of polymer compositions were 
determined at temperature of 150-190 °C and loads from 
37.24 to 211.82 N. Using the obtained data, the shear 
stress, shear rate and effective viscosity were calculated. 

Shear stress is determined by [28] 
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where τ is the shear stress, Pa; P is the force required 
to ensure the flow through the capillary, N; Рin is the 
input losses, N; R is the radius of the cylinder, cm; r is 
the radius of the capillary, cm; L is the length of the 
capillary, cm. 

The shear rate is determined by [28] 
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where   is the shear rate, s–1; Q is the material 

consumption, cm3/s (Q = π·R2·h, where h is the stationary 
immersion speed of the piston, cm/s; R is the radius of the 
cylinder, cm); r is the radius of the capillary, cm. 

The effective viscosity is determined by [28] 
  ,                                 (3) 

where η is the effective viscosity, Pa·s. 
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Graphs of shear stress versus shear rate and effective 
viscosity versus shear rate and shear stress are plotted. 

In order to estimate the energy required for the 
transition of the system to the so-called transition state, 
i.e. when the destruction and the establishment of 
connections are balanced, the activation energy is 
calculated. 

The activation energy of a viscous flow is 
determined by [28] 
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where T is the measurement temperature, K; MFR1 and 
MFR2 are the melt flow rates for Т1 and Т2, g/10 min; 
R is the universal gas constant (8.314 J/(mol·K)). 

A series of experiments to determine the electrical 
strength was performed using an instrument type AII-70, 
electrical resistivity – an instrument type KISI-1. 

Statistical analysis was performed by the method of 
disperse analysis (ANOVA) using the model of 
asymptotic regression according to the integrated 
Levenberg-Marquardt algorithm with a significance level 
of α 0.05. 

Results of investigations. For the extrusion process 
of halogen-free polymer compositions, it is important for 
cable products to investigate their thermophysical 
characteristics such as: temperatures of phase and 
structural transformations, decomposition start 
temperatures. The latter are also important for the 
operation of cable products at elevated temperatures and 
short-circuit temperatures. For power cables up to 1 kV 
with halogen-free insulation, the short-circuit temperature 
is 170 °С (duration not more than 5 s). 

Figures 1, 2 show DSC diagrams of a polymer 
matrix and a halogen-free polymer composition without 
and with an alloying additive content. 

 

 

 
Fig. 1. DSC diagram to determine phase transitions 

 

Temperatures of the beginning and end of 
decomposition (Fig. 2) vary depending on the 
composition: for the polymer matrix (curve 3) in the 
range from 229 °С to 254 °С, for the polymer 
composition (curve 1) – from 258 °С to 275 °С, and 
for the polymer composition with an alloying additive 
(curve 2) – from 269 °С to 282 °С. 

 
Fig. 2. DSC diagram to determine the beginning and end 

temperature of the decomposition 
 

Figures 3, 4 show TGA diagrams of a halogen-free 
polymer matrix and polymer composition without and 
containing an alloying additive. 

 

 
Fig. 3. TGA diagram.  

Mass loss in the range from 200 to 450 °С 
 

Table 2 shows the mass loss data determined from 
the TGA diagram (Fig. 3) for the polymer matrix and 
polymer composition that do not contain halogens without 
and with the content of the alloying additive. 

Based on the data in Table 2 it is shown that for 
samples 1, 2 at mass loss from 5 % to 20 %, the 
temperature is lower (from 298 °С to 376 °С) than for 
sample 3 (from 334 °С to 383 °С). When the temperature 
reaches 275 °С (Fig. 3), there is a sharp change in mass 
loss (curves 1, 2). This is due to the process of 
dehydration of alumina trihydrate with heat absorption 
and water release. Sample 3 loses 50 % of the mass at 
temperature of 426 °С. 

 
Table 2  

Mass loss 

Temperature, °С 
Mass loss, % 

Sample 1 Sample 2 Sample 3 
5 298,1 301,8 334,6 
10 314,0 319,0 356,6 
20 351,9 376,2 383,9 
30 412,3 435,0 400,5 
50 – – 426,1 
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Analysis of the TGA diagram (Fig. 4) shows that the 
polymer matrix loses 100 % of its mass at temperature of 
525 °С. For samples 1, 2 already at temperature of 560 °С 
mass loss does not change, the residue is 38 % of the total 
mass of the polymer composition, which corresponds to 
the loss of chemically bound water and coincides with the 
theoretical calculations presented in [29]. 

 

 
Fig. 4. TGA diagram.  

Mass loss in the range from 200 to 600 °С 
 

Analysis of DSC and TGA diagrams (Fig. 1-4) 
shows that polymer compositions should be used for the 
manufacture of cable products in which the maximum 
long-term temperature of the conductive core does not 
exceed 90 °С, and the maximum temperature at short 
circuit is 170 °С. At the same time, the optimal 
temperature range of extrusion of polymer compositions 
was established. Rheological studies were performed at 
temperatures of 150, 170 and 190 °С.  

Figures 5, 6 present the dependencies of the 
effective viscosity on the shear rate and the effective 
viscosity on the shear stress. 

 

 
Fig. 5. Dependence of effective viscosity at different 

temperatures on the shear rate of polymer compositions 
 

In Fig. 5 for the polymer composition of sample 2 
there is a more significant decrease in the effective 
viscosity over the entire temperature range with 
increasing shear rate compared to the polymer 
composition of sample 1. 

In Fig. 6 there is a decrease in effective viscosity 
with increasing shear stress for sample 1 from 8·104 to 

1.5·104 Pa·s, for sample 2 from 6.1·10 4 to 1·104 Pa·s. The 
alloying additive provides efficient distribution of the 
flame retardant filler in the polymer matrix, resulting in 
the formation of an ordered supramolecular structure. 

 

 
Fig. 6. Dependence of effective viscosity on shear stress of 

polymer compositions at different temperatures 
 

Figure 7 presents graphical dependencies of shear 
rate on shear stress (flow curves) for polymer 
compositions of samples 1 and 2, respectively. The nature 
of the curves indicates that higher shear stress values are 
required to achieve higher shear rate values during the 
flow of polymer compositions. For the polymer 
composition of sample 2, the flow curves (4, 5, 6) at fixed 
values of the shear stress are shifted toward higher values 
of the shear rate compared to the polymer composition of 
sample 1 (curves 1, 2, 3). 

 

 
Fig. 7. Dependence of shear stress on the shear rate of polymer 

compositions at different temperatures 
 

Figure 8 shows the graphical dependencies of the 
activation energy of the viscous flow on the load for the 
polymer compositions of sample 1 and sample 2. 

The activation energy of a viscous flow determines 
the energy barriers that are overcome in the elementary 
act of flow and determines the effect of temperature on 
the effective viscosity: the higher the activation energy, 
the greater the effect of temperature on the effective 
viscosity. 

For the polymer compositions of sample 1 and 
sample 2, the activation energy decreases with increasing 
load, and the activation energy of the polymer 
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composition of sample 1 becomes smaller compared to 
the polymer composition of sample 2. 

 

 
Fig. 8. Dependence of viscous flow activation energy on load 

for polymer compositions 
 

The electrophysical properties of polymer 
compositions of sample 1, sample 2, and sample 3 have 
been studied. The electrical resistivity is determined by 
the presence of free charges (electrons and ions) and their 
mobility. Electrical strength is the electric field strength at 
which a breakdown occurs. 

The results of the study are presented in Table 3. 
 

Table 3  
Electrophysical indicators of polymer compositions 

Indicator Sample 1 Sample 2 Sample 3 
Volumetric resistivity, 
·cm 

1,15·1015 1,32·1015 1·1016 

Electrical strength, 
kV/mm 

45,0  48,5 23,5 

 

It is advisable to compare fire-hazardous polymer 
compositions that do not contain halogens: sample 1 and 
sample 2. 

From data of Table 3 it can be seen that with the 
introduction of the alloying additive, the volumetric 
resistivity increases from 1.15·1015 to 1.32·1015 ·cm, the 
electrical strength increases from 45 to 48.5 kV/mm. 

Conclusions.  
1. The influence of alloying additive on the formation 

of supramolecular structure of filled polymer 
compositions for cable products is determined, due to 
which the temperature of the beginning of decomposition 
by 11 °С and of the end of decomposition by 7 °С 
increases. 

2. The expediency of using fire-retardant compositions 
for the manufacture of cable products, in which the 
maximum long-term temperature of the conductive core 
does not exceed 90 °С and the maximum temperature in 
the event of a short circuit is 170 °С, is shown. 

3. For the first timethe effect of an alloying additive on 
reducing the effective melt viscosity of a polymer 
composition from 6·104 to 1·104 Pa·s with increasing 
shear rate is shown. The shear rate of the polymer 
composition containing the alloying additive increases 
from 0.5 to 20 s–1 with increasing shear stress. 

4. For the first time the influence of an alloying 
additive on the electrophysical properties of fire-

hazardous halogen-free polymer compositions has been 
studied. With the introduction of the alloying additive, the 
electrical resistance increases from 1.15·1015 to 1.32·1015 

·cm, and the electrical strength increases from 45 to 
48.5 kV/mm. 

5. The results of research provide an opportunity to 
reasonably approach the development of effective 
technological processes for the manufacture of insulation, 
sheaths of power cables from halogen-free polymer 
compositions. 
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Maximum power control of a wind generator with an energy storage system 
to fix the delivered power 
 
Introduction. The power extracted from the wind turbine and delivered to the electrical network must be maximum and constant and 
the whole system should be have a good compromise between efficiency and cost. In order to attenuate this objective, a doubly fed 
induction machine, a cycloconverter, a maximum power point tracking algorithm and a flywheel energy storage system constitute a 
very interesting solution among many others that have been proposed. Novelty. The novelty of the proposed work is to use a doubly 
fed induction machine and a three pulses cycloconverter to reduce the cost and to integrate a flywheel energy storage system 
between the wind generator and the electrical network to maintain the constancy of the power sent to the network, following the 
instability of the wind. The proposed work uses a maximum power point tracking algorithm to capture the optimal power available in 
the wind in order to increase the efficiency of the system. Results. A detailed study of the proposed system is presented with the 
detailed dynamic modeling equations and simulation results are conducted to show the performance and the efficiency of the 
suggested work. References 21, figures 15. 
Key words: maximum power point tracking, flywheel energy storage system, doubly fed induction machine, cycloconverter. 
 
Вступ. Потужність, що видобувається з вітряної турбіни і подається в електричну мережу, має бути максимальною і 
постійною, а вся система повинна мати хороший компроміс між ефективністю та вартістю. Щоб пом'якшити це 
завдання, асинхронна машина з подвійним живленням, дуже цікавим рішенням серед багатьох інших, які були 
запропоновані, є циклоконвертер, алгоритм відстеження точки максимальної потужності та система накопичення 
енергії маховика. Новизна. Новизна запропонованої роботи полягає у використанні асинхронної машини з подвійним 
живленням та триімпульсного циклоконвертера для зниження вартості та інтеграції маховикової системи накопичення 
енергії між вітрогенератором та електричною мережею для підтримки сталості потужності, що відправляється в 
мережу, враховуючи нестабільність вітру. Запропонована робота використовує алгоритм відстеження точки 
максимальної потужності для захоплення оптимальної потужності, доступної на вітру, щоб підвищити ефективність 
системи. Результати. Детальне дослідження запропонованої системи представлено з докладними рівняннями динамічного 
моделювання, а результати проведеного моделювання показують продуктивність та ефективність запропонованої 
роботи. Бібл. 21, рис. 15. 
Ключові слова: відстеження точки максимальної потужності, система накопичення енергії маховика, асинхронна 
машина з подвійним живленням, циклоконвертер. 
 

Introduction. Wind energy is the fastest growing 
energy among the new power generation sources in the 
world [1]. The most important machine used in wind 
turbine generators for wind energy conversion system is 
the doubly fed induction machine (DFIM). 

The DFIM is an induction machine with wound 
rotor. It can function like motor or generator. The 
principal advantage of this machine is that the converter 
on the rotor side uses 20-30 % of the rated power [2]. 

Among the converters which make directly the 
conversion of power without any intermediary of a 
continuous bus, is the cycloconverter. This converter 
contains thyristors which make the system less expensive. 
Cycloconverter is habitually used in large power 
applications like rolling mills [3, 4], electric traction [5], 
static Scherbius drives [6] and more. The three pulses 
cycloconverter is our choice to control the DFIM in both 
systems (wind generator and flywheel energy storage 
system (FESS)). 

The purpose of this work is to extract the maximum 
power available in the wind and to provide it to the 
electrical network as a constant as possible with good 
compromise between cost and efficiency. 

In works [7, 8] a flywheel with an asynchronous 
machine have been integrated between the wind generator 
and the grid and controlled via an AC-DC-AC converter. 
In article [9] the author used a flywheel and a 
synchronous machine as a storage system and controlled 
by an AC-DC-AC converter. So, in order to achieve this 
purpose we used, a DFIM and a three pulses 

cycloconverter to reduce the cost and to support more 
current, a FESS between the wind generator and the 
network to maintain the constancy and to prove the 
quality of the power sent to the network following the 
instability of the wind, and a maximum power point 
tracking algorithm to capture the optimal power available 
in the wind to increase the efficiency of the whole system. 

Figure 1 shows the configuration of the proposed 
and studied system. 

 
Fig. 1. Studied model 

 
Modeling of the turbine. The mechanical power of 

the wind turbine Pt is written as [10-12]:  

  3,
2

1
VCRP pt   ,                 (1) 

where ρ, R, Cp, λ, β and V are respectively the air density, 
turbine radius, power coefficient, tip speed ratio, pitch 
angle and the speed of the wind.  
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Cp is the wind turbine aerodynamic efficiency. It 
depends on λ and β, where λ is written as: 

V

Rt 
 ,                                  (2) 

where Ωt is the speed of the turbine. 
The power coefficient is defined as [13]: 
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pC
(3) 

Figure 2 shows the curve of Cp obtained via (3). The 
optimal value of Cp (Cpmax = 0.35) is for λ =7.1 and β = 2°. 

 Cp 

 
 

Fig. 2. Cp of the wind turbine 
 

The expression of the mechanical equation is 
described as follows: 

mecemm
mec fTT

dt

d
J 


,              (4) 

where J, f are the equivalent inertia and friction 
coefficient, respectively; Ωmec is the generator's 
mechanical speed; Tem and Tm are the electromagnetic 
torque and the torque of the turbine referred to the 
generator, respectively. 

Optimal power control. The optimal power 
characteristics of the wind turbine are strongly nonlinear. 
For each wind speed (Fig. 3), the system must find the 
maximum power of what is equivalent to search for the 
optimal rotor speed (mechanical speed). 

 
Fig. 3. Power-speed characteristics for different wind speeds 

 
If the rotor speed does not reach its optimal value, 

the power of the turbine will not be able to reach the 
optimal power any more. It is possible to regulate the 
torque of the generator (electromagnetic torque) so as to 
control the rotor speed so that this one varies with the 
change of the wind speed (Fig. 4). 

 
Fig. 4. Optimal power control 

 
From Fig. 4 we can write the reference power as 

follows: 

mecrefemref TP  _ .                     (5) 

According to the maximum power point tracking 
(MPPT) control strategy, the reference power has been 
generated and delivered to the generator control system, 
which compares the reference power with the measured 
output power from the generator to produce the control 
signals for the power converter. Through the control of 
the converter, the electrical power of the generator will be 
equal to its reference, at which the maximum power 
operation will be achieved. 

Modeling of the cycloconverter. The three phase 
cycloconverter is constituted of 18 thyristors. Each phase 

is constituted of two converters. 
The delay angles of those 
converters are modulated so as 
to supply an AC output voltage 
at the required magnitude and 
frequency.  

Figure 5 illustrates the 
model of three phase-three 
phase cycloconverter. The 
function of the switches (Fig. 5) 
is described as: 








open,is0

closed;is1

ij

ij

ij
K

K
K S

S
S  (6) 

where K{P, N}, i{a, b, c}, 
and j{A, B, C}. 

The voltages equation at 
the output of the three phase 
cycloconverter can be written in 
function of [T] as follows [14]: 
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where va, vb and vc are the input voltages; vA, vB and vC are 
the output voltages. 

The voltages at the output of the cycloconverter are 
commanded using cosine-wave crossing control to 
produce the firing pulses of the switches. So we will have 

Fig. 5. Three-phase 
cycloconverter 
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three reference waves and three timing waves and a lot of 
intersection points. We will have 18 control circuits for 
this cycloconverter one for each switch [14]. 

Modeling of the DFIM. The electrical expressions 
of the DFIM are written as [15, 16]: 
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where Rs and Rr are the stator and rotor phase resistances; 
s and r are the stator and rotor field angles; Ls, Lr and M 
are the cyclic stator, rotor and mutual inductances, 
respectively. 

The expressions of the active and reactive powers at 
the output of the DFIM are given as: 
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where Ps, Qs, Pr and Qr are the stator (rotor) active and 
reactive powers, respectively. 

The equation of the electromagnetic torque is: 
 sdsqsqsdem IIpT   ,              (12) 

where p is the pole pairs number. 
Control of the DFIM. For controlling 

independently the active and reactive powers of the 
DFIM, the stator flux vector will be aligned with d-axis 
ϕsd (ϕsd = ϕs and ϕsq = 0) [17-19] and the expressions of 
the stator voltages are given by: 
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The rotor flux equations can be written as: 
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with 
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where σ is the leakage coefficient. 
We can write the voltages at the rotor according to 

the rotor currents as follows: 
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where s is the machine slip. 
The simplified formula of the electromagnetic 

torque is given as follows: 

.rqsd
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em I
L

M
pT                       (17) 

The expressions of the DFIM powers at the stator 
are written as follows: 
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We can simplify the expressions of the output 
powers of the DFIM as follows: 
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The DFIM and the flywheel are the main parts of the 
flywheel energy storage system. This system stores 
energy in kinetic form and provides it in electrical form; 
in other words, the FESS stores energy in kinetic form in 
the flywheel during motor mode and it provides energy in 
electrical form during generator mode. 

The kinetic energy stocked in the flywheel is defined 
as follows [9]: 

2

2

1
FFJE                            (20) 

or 

  tPE M d ,                             (21) 

where JF is the flywheel inertia; ΩF is flywheel 
mechanical speed; PM is the electrical power. 

The reference active power provided to the 
network/FESS from the wind generator is determined by 
(5) (Fig. 4), and it's written as follows: 

mecrefemrefG TP  __ .                  (22) 

The expression of the reference active power 
(electrical power of the FESS) is determined from the 
difference between the desired power provided to the 
network and the power generated through the wind 
generator: 

.___ refGrefnrefM PPP                 (23) 

The suggested system contains two control blocks: 
wind generator control block (Fig. 6) and FESS control 
block (Fig. 7). The first block is devoted to controlling the 
power provided from the wind generator to the 
network/FESS; when the power provided to the network 
from the wind generator is more than the required power 
at the network, the rest of this power is transferred to the 
FESS and stocked in the flywheel. The second block is 
devoted to controlling the power exchanged between the 
FESS and the network; the FESS stores the power from 
the wind generator and provides it to the network if the 
required power of the network is not enough. 

The powers' expressions delivered to the network 
are written as: 








.

;

MGn

MGn

QQQ

PPP
                          (24) 

The detailed control schemes of the DFIM in both 
wind generator and FESS are illustrated respectively in 
Fig. 6, 7. 
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Fig. 6. Wind generator control block 

 
Fig. 7. Wind FESS control block 

 
Simulation results. The model introduced in Fig. 1 

was simulated under MATLAB/Simulink and its 
parameters are given as follows: 

 wind generator [20]: number of blades = 3; gear 
box G = 70; blade radius R = 40 m; Sn = 3 MVA; Us =  
= Ur = 690 V; f = 50 Hz; Rs = 2.97 mΩ; Rr = 3.82 mΩ; 
Ls = 12.241 mH; Lr = 12.177 mH; M = 12.12 mH; J =  
= 116 kg m2; p = 2. 

 DFIM (used in the FESS) [21]: Sn =1.5 MVA; 
Rs = 0,012 Ω; Rr = 0,021 Ω; Ls = 13,7037 mH; Lr = 
= 13,6751 mH; M = 13,5 mH; f = 0,0024; p = 2; 
JF ≈ 351.5 kg m2. 

The network requires a constant power of –1.5 MW 
(the negative value indicates that the network receive 
power).  

The flywheel inertia value was calculated for a 
speed range between 120 rad/s and 200 rad/s during 3 s 
and the rated power is 1.5 MW. 

Figures 8,a,b demonstrate the operation of the 
energy storage system. 

The initial value of the rotor speed must be 
corresponding to the initial value of the wind speed. 

The generator speed (Fig. 10) follows its reference 
and varies according to the wind speed variations (Fig. 9). 
This figure checks the MPPT control. 

The active powers of the wind generator and the 
FESS (Fig. 11,a,b) follow their references correctly. The 
active power provided to the network given in Fig. 12,a is 
constant at –1.5 MW and the reactive power (Fig. 12,b) is 
zero for ensuring unity power factor. 

Figure 13 shows the zoom of the voltage and current 
in the rotor side (FESS) and confirms the control of the 
cycloconverter. 

The speed of the flywheel (Fig. 14) increases when 
the energy is stored and decreases when the energy is 
provided (Fig. 15). 

 

t, s 

PFESS, MW 

 
a 

t, s 

F, rad/s 

 
b 

Fig. 8. Active power (a) and mechanical speed (b) of the FESS 
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V, m/s 

 
Fig. 9. Wind speed 

 

t, s 

mec, rad/s 

 
Fig. 10. Generator speed (wind generator) 
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Fig. 11. Active powers of the wind generator (a) and the FESS (b) 
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Fig. 12. Network powers 
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Fig. 13. Rotor phase voltage and current of the DFIM (FESS) 
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Fig. 14. Speed of the flywheel 
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Fig. 15. Energy stocked in the flywheel 

 
Conclusion. 
In this article, the wind generator attached with a 

flywheel energy storage system was studied for different 
wind speed. The storage system based on doubly fed 
induction machine and three pulses cycloconverter has 
been controlled through a reference power as a function 
of a power generator and a desired network power. 
Simulation results show, firstly, that the extraction of the 
maximum power using maximum power point tracking 
control algorithm was well done. Secondly, they show 
that the flywheel energy storage system has been capable 
to store and provide energy, to ensure that the power sent 
to the electrical network remains constant. Finally, they 
demonstrate that the wind power fluctuations can be 
mostly compensated via the storage system. So, the 
performance and the efficiency of the suggested work 
have been verified.  
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An improved sliding mode control for reduction of harmonic currents in grid system 
connected with a wind turbine equipped by a doubly-fed induction generator  
 
Introduction. The implementation of renewable energy resources into the electrical grid has increased significantly in recent years. 
Wind power is one of the existing resources. Presently, power electronics has become an indispensable tool in wind power plants. 
Problem. However the associated control usually has an impact on increasing the harmonic distortion, especially on the output 
voltage. Goal. This paper proposes a new sliding mode control strategy, applied on a rotor-side of a doubly-fed induction generator. 
The main goal is to meet the electrical power requirements, while responding to the power quality issues. Methodology. The wind 
energy conversion system must be able to not only track the maximum power point of the wind energy, but also to mitigate the 
harmonic currents caused by the non-linear loads. To achieve this goal, the power converters are driven by the proposed sliding 
mode control strategy. The corresponding two gains of the sliding surface are well selected using a particle swarm optimization 
algorithm. The particle swarm optimization algorithm solves a constrained optimization problem whose fitness function is a prior 
formulated as the sum of two mean square error criterions. The first criterion presents the tracking dynamic of the reference active 
power while the second one presents the tracking dynamic of the reference reactive power. The novelty lies in the implementation of 
the particle swarm optimization algorithm in conventional sliding mode control strategy, in which the proposed-improved sliding 
mode control strategy is developed. The wind energy conversion system control uses the principal of the vector oriented control to 
decouple the control of the active power from that of the reactive power. Results. The improved sliding mode control strategy is 
applied to control separately theses powers in the presence of non-linear loads. The energy assessment of this strategy is analysed 
using the wind energy conversion system model based on SimPower software. Originality. The obtained simulation results confirm 
the superiority of the proposed-improved sliding mode control strategy in terms of reference tracking dynamics and suppression of 
harmonic currents. References 23, tables 2, figures 11. 
Key words: doubly-fed induction generator; wind energy conversion system; bidirectional converter; particle swarm 
optimization; sliding mode control. 
 
Вступ. Використання відновлюваних джерел енергії в електричній мережі останніми роками значно зросло. Енергія вітру 
– один із існуючих ресурсів. Нині силова електроніка стала незамінним інструментом вітряних електростанцій. Проблема. 
Проте, відповідне управління зазвичай має вплив на збільшення гармонійних спотворень, особливо у вихідній напрузі. Мета. 
У цій статті пропонується нова стратегія управління ковзним режимом, що застосовується на боці ротора асинхронного 
генератора з подвійним живленням. Основна мета – задовольнити вимоги до електроенергії, вирішуючи відповідні 
проблеми з якістю електроенергії. Методологія. Система перетворення енергії вітру повинна мати можливість не тільки 
відстежувати точку максимальної потужності вітру, але й пом'якшувати гармонійні струми, викликані нелінійними 
навантаженнями. Для досягнення цієї мети силові перетворювачі керуються запропонованою стратегією управління 
ковзним режимом. Відповідні два коефіцієнти посилення поверхні ковзання добре вибираються з використанням алгоритму 
оптимізації рою частинок. Алгоритм оптимізації рою частинок вирішує задачу оптимізації з обмеженнями, функція 
придатності якої заздалегідь сформульована як сума двох критеріїв середньоквадратичної похибки. Перший критерій 
репрезентує динаміку відстеження еталонної активної потужності, а другий – динаміку відстеження еталонної 
реактивної потужності. Новизна полягає в реалізації алгоритму оптимізації рою частинок у традиційній стратегії 
управління ковзним режимом, в якій розроблена запропонована покращена стратегія управління ковзним режимом. 
Управління системою перетворення енергії вітру використовує принцип векторно-орієнтованого управління, щоб 
відокремити управління активною потужністю від управління реактивною потужністю. Результати. Удосконалена 
стратегія управління ковзним режимом застосовується для роздільного управління цими потужностями за наявності 
нелінійних навантажень. Енергетична оцінка цієї стратегії аналізується за допомогою моделі системи перетворення 
енергії вітру на основі програмного забезпечення SimPower. Оригінальність. Отримані результати моделювання 
підтверджують перевагу запропонованої удосконаленої стратегії управління ковзним режимом з точки зору еталонної 
динаміки стеження та придушення гармонійних струмів. Бібл. 23, табл. 2, рис. 11. 
Ключові слова: асинхронний генератор із подвійним живленням; система перетворення енергії вітру; 
двонаправлений перетворювач; оптимізація рою частинок; керування ковзним режимом. 
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APF  Active Power Filter PRC  Proportional Resonance Control 
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Introduction. The incorporation of renewable 

energy resources into the electrical grid has increased 
significantly in recent years. Among of them, the wind 

energy is one of the existing resources whose potential 
demand has increased due to domestic and industrial 
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necessities. This growth is mainly due to the advanced 
technology used in the design of WECS, reducing the cost 
of producing electrical energy and enabling it to be 
competitive with other traditional sources such as fossil 
fuels, petroleum, natural gas, and so on. A lot of research 
has focused on DFIG systems in their structures. These 
have several advantages, including speed control, current 
harmonic reduction and four-quadrant active and reactive 
power control. As its rotor speed can be operated at any 
wind speed, the DFIG system is therefore able to deliver 
high mechanical power and, in economic terms, it 
becomes more attractive than other existing conversion 
systems, thanks to its conversion rate, which is generally 
around 30% of the nominal power, allowing thus to 
generate the electrical energy at a lower cost [1]. 

Currently, power electronics has become an 
indispensable tool in WPPs to ensure such required 
specifications such as steady state stability, high energy 
efficiency, regardless of changing wind conditions. In 
fact, these tools are often providing many important 
functionalities to WTs, including the control of several 
electrical quantities such as stator terminal voltage and 
frequency, active and reactive power and so on. 
Nevertheless, the associated control effort usually has an 
impact on increasing the harmonic distortion, especially 
on the output voltage of existing converters. As a result, 
the occurrence of inadequate harmonics has unfortunately 
become the main issue for the majority of wind energy 
designers as well as the company managers [2]. The 
attenuation of the effect of such harmonics on the DFIG 
system can be performed through proper regulation of the 
existing converters in the control loop. Similarly, the 
power quality problem can also be posed of serious 
challenges where its remedy has been discussed by 
several researchers [1, 2]. On these grounds, many control 
strategies have been proposed to overcome these 
drawbacks. Among them, a control strategy was 
published in [3] where the WECS is designed to operate 
partially as an active filter. Also, another control strategy 
that can be employed to simultaneously generate active 
and reactive power where an extra active filter is 
incorporated into a DFIG wind system having a variable 
speed [1]. Similarly, a modulation technique was 
proposed in [4] for shunt active filter operation, in which 
the existing harmonics in the WECS output current are 
well mitigated. The corresponding feedback control 
system incorporates a PMSG as well as an AC/DC current 
converter. Also, a PWM control strategy including a five-
leg converter was proposed in [5] where the given 
performances are compared by those provided by the 
conventional six-leg topology. The main shortcoming, 
compared to the six-leg BTB converter, lies in the 
restriction of increasing the DC link voltage for the same 
operating point. In parallel, a PRC strategy was developed 
in [6] for a stationary reference frame to mitigate, as 
much as possible, the existing harmonics in the rotor 
current and in torque pulsations. In the same direction, a 
VCS was suggested in [7, 8] for rotor-side control of a 
stand-alone generator based on a wound rotor induction 
machine. The main aim of the proposed control scheme is 
to keep a constant terminal voltage with stationary 
frequency at the generator output. In the same way, the 

full harmonic component compensation technique of the 
grid current was adopted in [9]. The corresponding RSC 
control structure is modified, in which a filtering task is 
incorporated. Also, an efficiency assessment of the 
electrical part of the WECS was reported in [10] where 
the two BTB-PWM inverters, which are supplied with 
voltage and connected between the stator and rotor, are 
used to improve the bidirectional power flow. 
Accordingly, the second inverter, which is disposed on 
the grid side, serves as an active power filtering to remove 
the harmonics, generated by the nonlinear load, while 
providing the required active and reactive power to the 
DFIG rotor. 

Different alternative control strategies have been 
developed for wind power generation in the electrical 
grid. Among them, the VOC and the two direct control 
strategies such as the DTC and the DPC are becoming the 
most widely used in real world applications [11]. 
Furthermore, some other nonlinear control strategies have 
been proposed in the literature where the best known is 
the SMC, which has proven to be the most attractive 
during the last decades. This is due to its inherent 
properties to overcome complex challenges that are 
caused by the presence of unmolded dynamics, the 
neglect of high frequency dynamics, the presence of 
model uncertainties, the variation of model parameters, 
the presence of load disturbances, and the persistence of 
the effect of sensor noise. To this purpose, it is important 
to emphasize that the SMC-based synthesis of a robust 
controller, taking into account all the previous obstacles, 
is crucial for the active and reactive power control of the 
DFIG equipped with a wind turbine [12]. Nevertheless, 
this control strategy has the capacity to provide good 
reference tracking dynamics, high robustness in the 
presence of the preceding factors, and a good tradeoff 
between the two preceding targets. However, it also 
presents various misfunctions when strict specifications 
are considered. Among them, the undesired phenomenon 
known as «chattering» occurs during the operation of the 
WECS near its operating point. The drawback that results 
from this phenomenon is often associated with improper 
selection of sliding surface gains where trial and error 
selection is typically performed, leading thus to control 
inaccuracy, dramatic performance degradation and high 
thermal loss in power devices. To overcome this problem, 
the PSO algorithm is introduced in the conventional-
SMC-based synthesis where their gains are properly 
optimized. This can be done by solving the constrained 
optimization problem whose fitness function is perfectly 
minimized. The manner of the incorporation of the PSO 
algorithm in conventional SMC strategy constitutes 
therefore the main contribution of this paper. 

Goal. In this paper, the actual behavior of WECS is 
primarily modelled near its operating point. Then, the 
VOC principal is used for decoupling the active power 
control from the reactive power one. Finally, the 
improved-SMC-based synthesis is applied to ensure the 
proper reference tracking dynamics where the suppression 
of harmonic currents is considered. 

System description. The WECS is mainly 
composed by a DFIG equipped with a wind turbine. Its 
stator is connected to the grid while the BTB PMW 
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converter is connected between the DFIG rotor and the 
grid. The grid-side converter GSC is used to provide bi-
directional power flow that is generated from the rotor-
side converter RSC, stabilizing thus the DC link voltage 
and achieving unity power factor. Figure 1 shows the 
block diagram of a grid-connected DFIG wind turbine. 

 

GSC	RSC	ሺAPFሻ	

DFIG	Gear	
box	

Grid	࢙ࡼ	࢙ࡽ, 

Converter	

 ܮܮܰ
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Fig. 1. Block diagram of the grid connected DFIG wind turbine 

in the presence of NLL 
 

In general, the NLL often unfortunately injects 
harmonic current into the grid where the desired 
controller for active and reactive power regulations must 
be operated as an active filter, in which the existing 
harmonic currents and voltages are well absorbed. Also, 
from Fig. 1, the node law imposes that: 

hLg II=I  ;                                  (1) 

csh II=I  .                                    (2) 

The stator current Is of the DFIG is assumed to have 
a non-sinusoidal waveform close to that of the NLL 
current IL. The converter is designed to supply a pure 
sinusoidal current Ic. Then, the harmonic current Ih thus 
represents the current that the APF (rotor converter) must 
generate. Therefore, and in accordance with (1), the grid 
current Ig will be clear of unwanted harmonic 
components. To be in agreement with these assumptions, 
the suggested WECS must generate the same harmonic 
components as the non-linear current but with opposite 
phases. This may be performed by investigating the 
correct control circuit of the rotor converter. Keep in mind 
that this control circuit may also be used to achieve 
decoupled control of active and reactive power. The NLL 
currents must be measured. Following that, the measured 
load currents (ILa, ILb, ILc) are converted using the abc to 
– (stationary reference frame) transformation. The 
NLL current is equal to the sum of the fundamental 
frequency and various harmonics, as shown below:  

hLfLLα I+I=I  ;                            (3) 

hLfLLβ II=I   ,                            (4) 

where (ILh, ILh) and (ILf, ILf) are the NLL current's 
harmonic and fundamental constituents. 

Based on (3), (4) and by deducting the load current 
from its fundamental component, the harmonic components 
of the NLL current can be expressed. The approach 
depicted in Fig. 2 can be utilized to distinguish the 
harmonic of NLL. In this figure, the Park transformation is 
applied to convert the – current components to d–q 
(synchronous) reference frame. The HSF is used to extract 
the fundamental component from – components. The 
HSF is a band pass filter as in Fig. 2 [8]. 

It should be noted that the design of the controller 
design based on the SMC strategy for tracking both 

reference active and reference reactive powers requires 
prior modeling of all parts involved in the actual WECS 
behavior, such as wind-turbine part, the rotor-side and 
stator-side of the converter. 
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Fig. 2. Harmonic isolation of the whole load harmonic current 

 

Modeling of actual WECS behavior. Modeling of 
wind turbine. A wind turbine collects the wind through 
its blades and transmits it to the rotor hub. The kinetic 
energy of the wind is accordingly converted into 
mechanical power, generating thus a mechanical torque. 
Also, the rotor shaft generates an electrical energy and 
transmits it to the grid. Since the wind energy is found in 
the form of kinetic energy where its amplitude depends on 
the air density and the wind speed [12, 13]. The power of 
the wind Pv being found in the form of kinetic energy 
when it crosses at the speed Vv, air density  and the 
surface area S. It can be expressed by:  

3

2

1
vv VSρ=P  .                          (5) 

The wind turbine can usually only recuperate a part 
of the preceding power Pv, resulting thus the power Pt that 
is expressed by: 

pvt CVRπρ=P  32

2

1
,                    (6) 

where R is the radius of the wind turbine; Cp is the 
corresponding power coefficient, which is given as a 
function of the wind speed, the rotation speed and the 
pitch angle. 

Also, Cp is often given as a function of the tip speed 
ratio , which is defined by: 

v

t

V

R
=λ


,                                   (7) 

where t is the angular speed of the rotor. 
Furthermore, the wind power Pt and the power 

extracted by the wind turbine Pv are expressed in terms of 
the power coefficient Cp. Hence, one can obtain: 

  3

2

1
vpt VSρβλ,C=P  ,                    (8) 

where the coefficient Cp(,) has a theoretical limit, 
called BETZ limit. It is defined by: 
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The numerical values of the parameters Ck are 
experimentally given by: 

,0068.0;21;5

;4.0;116;5176.0

654

321




CCC

CCC
            (10) 

while the parameter i is expressed by: 

  1

0.035

0.08

11
3 +ββ+

=
i




.                 (11) 

It is worth noting here that the power conversion 
coefficient Cp is expressed as a function of the tip speed 
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ratio  and the pitch angle  of the rotor blades. Their 
evolution, depending on  for different values of , is 
illustrated in Fig. 3 [14]. 

 
Cp(,) 

  
 

Fig. 3. Evolution of Cp as a function of  for different  values 
 

From Fig. 3 it seems that the power conversion 
coefficient Cp reaches its maximum when the pitch angle 
 is zero and the tip speed ratio  becomes optimal. 
Therefore, the corresponding curve is shown in Fig. 4.  

 Cp 

 

Cpmax, opt 

 
Fig. 4. Extraction of the curve defining the maximum power 

conversion coefficient Cpmax 
 

Also, the rotor torque Tt can be computed from the 
received power Pt and the speed of rotation t of the 
turbine. Therefore, the simplified equation that defines the 
rotor torque is given by: 

t
v

t C
VRπρ

=T 


2

23
,                    (12) 

where Ct indicates the torque coefficient, which depends 
heavily on the power conversion coefficient Cp according 
to the following equation: 

   λCλ=λC tp  .                            (13) 

Using the adequate model that resulting from 
momentum theory requires a priori knowledge of both 
expressions Cp() and Ct(). Indeed, these two last ones 
depend essentially on the geometrical characteristics of 
the blades. Therefore, they are adapted to particular 
characteristics such as the site where the WECS is 
located, the desired nominal power, the control type such 
as pitch or stall, and the WECS operation in variable or 
fixed speed. 

Modeling of DFIG. The DFIG design model is 
determined by applying the conventional modeling in the 
Park reference frame. Therefore, the corresponding 
voltage and flux equations are expressed by [12, 15]: 

;
d

d

;
d

d
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;

;

sqmrqrrq

sdmrdrrd

iL+iL=ψ

iL+iL=ψ




                    (16) 

.

;

rqmsqssq

rdmsdssd

iL+iL=ψ
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                    (17) 

Also, the electromagnetic torque is expressed by: 

 sdsqsqsdem iψiψ=T 
2

3
         (18) 

and both active and reactive powers are expressed by: 

 sqsqsdsds iV+iV=P 
2

3
;              (19) 

 sdsqsqsds iViV=Q 
2

3
,              (20) 

where V and i are the voltage and current, respectively; 
R and L are the resistance and inductance, respectively; 
 and  are the flux and angular speed of the DFIG, 
respectively; P and Q are the active and reactive powers, 
respectively. 

Also, from (14)-(20), the indexes d and q represent 
respectively, the electrical components, which are located 
in the d–axis and the q–axis, while the indexes r, s and m 
represent respectively the values of the rotor, the stator 
and the magnetization. 

Design controllers for DFIG wind turbine. Design 
controller for GSC. The proposed control for this 
converter is the VOC strategy, which employs a rotational 
reference frame (d–q) oriented to the space vector of the 
grid voltage (Fig. 5). Thanks to this kind of strategy, it is 
possible to achieve the two main targets of the converter on 
the grid side, i.e., the control of the DC bus voltage as well 
as the power transmission performed by the converter using 
the controlled reactive power transmission. 
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Fig. 5. Control loop performed in the grid-side converter 

(g subscript demonstrates grid-side components) 
 

Accordingly, the difference between the reference 

DC voltage *
busV  and the measured DC voltage Vbus 

becomes the input of the Vbus regulator. Indeed, the idg 
regulator is used to remove the discrepancy that is 
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occurred between the reference current *
dgi  and the 

current idg. It allows to regulate the active power Pg of the 
grid. Similar, the iqg regulator is used to control the 
reactive power Qg of the grid, in which the difference 

qgqg ii *  is removed [16]. 

For better performance in the dynamic responses, 
there is additionally one coupling component in each 
equation that is best incorporated in the control as a feed-
forward term, as illustrated in Fig. 5 (at the output of the 
current controllers) [16]: 

qgfsqf iLω=e  ;                        (21) 

dgfsdf iLω=e  .                          (22) 

Design controller for RSC The rotor-side converter is 
designed to control the DFIG output power to grid. It is also 
used to control the power factor across the DFIG [1]. The 
stator active and reactive powers serve as the control inputs 
of the RSC. As mentioned previously, the aim is to operate 
the DFIG as an APF. The SMC strategy is used for the RSC 
where the block diagram of RSC is shown in Fig. 6. 

 
Fig. 6. Control loop performed in the rotor-side converter 

 
Assuming that a reference frame is rotating 

synchronously with the stator flux and we suppose that the 
network is stable, the stator flux sd is becoming constant 
and equal to s. On the other hand, the stator flux sq 
becomes zero, i.e., sd = s; sq = 0. Also, for the generators 
utilized in the wind turbine the stator resistance Rs may be 
ignored, resulting in Vsd = 0 and Vsq = Vs = ssq. 

Conventional SMC strategy The SMC strategy is a 
very powerful nonlinear tool that has been widely 
employed by researchers, especially in the last decades 
[15, 17]. It consists in moving the system behavior along 
a predetermined sliding surface, where a numeric control 
signal is applied [12]. Moreover, the state trajectory of the 
closed-loop system must be oriented towards the sliding 
surface S(x) = 0 and maintained constantly around this 
surface using the switching logic function Un. In general, 
the basic SMC law is commonly expressed by [18, 19]: 

neq
c U+U=U ,                         (23) 

where Ueq is the equivalent control law that is applied 
when the existing states of the system are located in the 
slip plane. 

The control law Un is alternated between –k and +k 
where k > 0. It is defined by: 

  xSk=U n sgn .                       (24) 

Also, the sigmoid function occurred in (24) is 
defined by: 

    
 








.0if1

;0if1
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xS

xS
xS             (25) 

According to the SMC principal, the control law Un 
has often stabilized the WECS behavior, in which the 
given power conversion becomes maximal and the 
corresponding speed ratio reaches its optimal point opt. 
This closed-loop stability requires often to satisfy the 
Lyapunov condition that is expressed by:  

    0<xSxS  ,                         (26) 

where    
t

xS
=xS

d

d  denotes the derivative of the sliding 

surface, which is expressed as a function of the variable to be 
controlled (x). This last will be considered as either the active 
power or the reactive power that is delivered by the WECS.  

The goal is first to decouple the control of the active 
power Ps from that of the reactive power Qs. Then, the 
desired controller based on the conventional SMC 
strategy should keep good track of both reference powers 

*
sP  and *

sQ , in which a proper suppression of all 

harmonics occurring in the duty currents should be taken 
into account. These requirements need detailing some 
equations such as the rotor currents and their derivatives 
as well as the sliding surfaces and their derivatives. 
Furthermore, the relationships between reference stator 
powers and the reference rotor currents are given by: 
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Noted here, that the reference reactive power *
sQ  is 

set to zero and the reference active power *
sP  can be 

expressed is related to the synchronous speed s, and the 
electromagnetic torque Tem can be expressed by: 

emss TΩ=P * .                           (29) 

Moreover, the derivative of rotor currents, in d–axis 
and q–axis, are expressed by: 
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 (30) 

where g and  are respectively the slip and dispersion 
coefficient.  

In general, the active power becomes directly 
proportional to the rotor current in q–axis, while the 
reactive power becomes proportional to the rotor current 
in d–axis. Accordingly, the control surface of each power 
is expressed by: 

  rqrq II=PS * ;                          (31) 

  rdrd II=QS * .                          (32) 

Knowing that the appropriate reference tracking 
dynamics necessitates that all sliding surfaces as well as 
their derivatives must be equal to zero, i.e., S(P) = 0, 

S(Q) = 0,   0=PS  and   0=QS . These require that the 
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plot of Ps (with respect to Qs) is exponentially converged 

to the one of the corresponding reference powers *
sP  

(with respect to *
sQ ). Therefore, all previous sliding 

surfaces necessarily become attractive and invariant, 
where the key to the success of the SMC strategy strongly 
depends on respecting the attractivity relationship of 
Lyapunov [17], given by (26). 

Control law used for active power control This 
part focuses on finding the two parts of the control law 

eq
rqV  (equivalent control vector) and n

rqV  (switching part 

of the control) that constituting the rotor voltage Vrq, 
given in q–axis. Accordingly, the derivative of the sliding 

surface  PS  is computed using (30)-(32), which yields 

also (33) as follow: 
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From (33) the control law Vrq is determined and then 

decomposed into the two control laws eq
rqV  and n

rqV , 

where n
rq

eq
rqrq V+V=V . The resulting rotor voltages in 

q–axis are given by:  
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       (35) 

  PSvσL=V r
n

rq sgn1  .                   (36) 

Control law used for reactive power control 
Similarly, the derivative of the sliding surface  QS  is 

first computed and the control law Vrd is then extracted as 
follows: 
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According to (38), the two control laws eq
rdV  and 

n
rdV  are expressed by: 
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   (39) 

  QSvσL=V r
n

rd sgn2  .                     (40) 

The block diagram that explains the SMC 
implementation for active and reactive power controls of 
the DIFG equipped with a wind turbine is given in Fig. 6. 

From (38), (40), it is obvious that the desired 
reference tracking dynamic requires the proper interaction 
of all states of the system toward the switching surfaces, 
i.e., S(P) = 0 and S(Q) = 0. This still leads to the 
occurrence of the chattering problem due to the existing 

of the sigmoid function in both control laws n
rqV  and 

n
rdV , in which the control law n

rqV  can either have the 

gain –v1 or +v1. In the other hand, the control law n
rdV  

can either have the gain –v2 or +v2. To overcome this 
challenge, the implementation of the PSO algorithm to 
optimize the two gains appearing in the two preceding 
control laws becoming an indispensable key in the design 
phase of the controllers. This enables to highlight the 
improved version of the SMC strategy whose details are 
discussed in the next part. 

Improved SMC strategy In this study, the main 
contribution lies in the selection of the two optimal gains 

v1 and v2 involved in the two control laws n
rqV  and n

rdV  

respectively. The corresponding bounded optimization 
problem includes the fitness function J(X), expressed as 
the MSE criterion. It consists of the sum of the two 
squared errors e1 and e2, produced by the simultaneous 

tracking of the two reference powers *
sP  and *

sQ . 
Accordingly, the optimization problem can be expressed by: 
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where both tracking errors e1 and e2 are defined by 

    *
1 ss PXP=Xe   and     *

2 ss QXQ=Xe   

respectively,  TX,X=X 21  denotes the design vector to 

be optimized where their components are constrained by 

111 ≤≤ +vXv  and 222 ≤≤ +vXv , N and T denote the 

total number of samples and the sampling time. 
The PSO algorithm is implemented in a classical 

SMC strategy to avoid the fast switching of the two gains 
v1 and v2 from their positive to their negative values. In 
fact, there is a multitude of unknown gains found between 
the two positive and negative bounds for each gain of the 
sliding surface. The objective is therefore mainly to focus 
on finding the optimal gains during the tracking process 
of the two reference powers. These optimal gains lead to 
finding two feasible optimal commands, in which the 
chattering problem of the SMC strategy is well solved. 
The optimization process by the PSO algorithm is carried 
out as follows: The PSO algorithm uses a swarm made up 
of particles npN to know in search of the sub-optimal 
solution X*Nq1 which minimizes the objective function, 
called J(X)R. The position and velocity of particle 
vectors ith are given respectively by 

 Tqi,i,i,i X,…,X,X=X 21  and  Tqi,i,i,i V,…,V,V=V 21 . 

They are determined by the following iterative 
expressions [20-22]: 
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         (42) 

where l is the number of iterations previously provided by 
the user; c0, c1 and c2 are respectively the inertia factor, 
the cognitive (individual) and social (group) learning 

relationships; l
i,r1  and l

i,r2  are random numbers evenly 

distributed over the interval [0, 1], lbest,
iX  and lbest,

swarmX  

are respectively the best position obtained previously by 
the particle and the best position obtained in the whole of 
the swarm at the current iteration l. In summary, the PSO 
algorithm can consist of the following steps [21-23]: 

 Step 1: initialize the np particles with positions chosen 
at random and which should previously be contained in the 
lower and upper bound vector Xmin and Xmax; 

 Step 2: evaluate the fitness function for each 
position; 

 Step 3: determine the initial solutions 0best,
iX  and 

0best,
swarmX ; 

 Step 4: check the stop condition. If it is satisfied, the 
algorithm then converges to the desired optimal gains 

optv1  and optv2 . Otherwise, go to the next step; 

 Step 5: assign the new values obtained to all 
particles (updates); 

 Step 6: go back to step 2. 
It should be noted that the PSO algorithm is 

achieved by obtaining the two optimal gains optv1  and 

optv2 . They are multiplied by the constant value Lr and 

then used for computing the two optimal commands 
optn

rqV  and 
optn

rdV . Knowing that the two equivalent 

commands such as eq
rqV  and eq

rdV  are a priori computed 

using (35), (39), respectively. The resulting four 
preceding optimal commands are used to compute the two 

optimal rotor voltages opt
rqV  and opt

rdV  using 

(34), (38), respectively.  
Simulation results and discussion. The previous 

system (Fig. 1) was modelled and simulated using 
SimPower System Demo, MATLAB/Simulink. The 
proposed control strategy is applied to a WECS equipped 
with a 2MW DFIG. The system parameters are presented 
in the Appendix 1. The optimal values obtained are 
V1 = 1550.05211 and V2 = 525.0299 as shown in the 
fitness plots (Fig. 7) provided by the algorithm during the 
extraction process for 20 execution of the code. 

Figure 8 is the simulation results for active and 
reactive power response in case of sliding mode control. 
In this case study, simulation results show clearly the 
improvement of active and reactive power demand 
obtained by applying sliding mode control in term of time 
response and good reference tracking accuracy.  
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Fig. 7. The obtained fitness curve through PSO 
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Fig. 8. Active and reactive powers 

 
The most significant harmonic components which will 

spread in the grid side with a THD as depicted in Fig. 9. 
After implementing the active filtering technique on the rotor 
current control loop, the waveform became greatly improved 
with better harmonic spectrum as displayed in Fig. 10. 
Referring to the results obtained, THD values are put in the 
table below (Table 1). The grid side inverter gives an active 
and reactive power needed by the rotor of DFIG. 

Table 1 
THD of the grid current 

THD without filtering, % THD after filtering, % 

26.22 2.45 
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Fig. 9. Grid current wave form and his harmonic spectrum 

before filtering 
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Fig. 10. Grid current wave form and his harmonic spectrum 

after filtering 
 

The reference harmonic compensating currents is shown 
in Fig. 10. Concerning Vdc regulation, the obtained result is 
satisfying. In fact, as illustrated in Fig. 11, after a transient 
state, Vdc follows perfectly its reference (Vref = 1190 V).  
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Fig. 11. DC-bus voltage wave form 

 

Conclusions.  
In this article, a study concerning a wind turbine based 

on a doubly-fed induction generator connected to the grid has 
been elaborated. The goals were to implement a rotor current 
control loop that would eliminate harmonic currents 
generated from a coupled nonlinear load using an active 
filtering concept, while also permitting independent 
regulation of power flow from and to the generator. For this 
reason, rotor converter was used as an active power filter. The 
response was conclusive given the improvements (an almost 
sinusoidal shape) obtained in the network current. Where we  

have found that the total harmonic distortion decrease from 
26.22 % (before filtering) to 2.45 % (after filtering). 

In addition, the other goal was to regulate the 
common DC bus voltage between the rotor converter and 
the grid converter. In this study, we discovered that the 
simulation results show clearly the improvement of active 
and reactive power demand obtained by applying sliding 
mode control in term of time response and good reference 
tracking accuracy. 

In summary, the following characteristics of the 
proposed wind energy conversion system are highlighted 
in the following points: 

1. Possibility to recover the maximum quantity of 
power from the input wind speed. 

2. Using an active power filter to reduce the harmonic 
currents. 

Finally, in order to complete the suggested 
investigation, the power factor must be corrected. 
Additionally, the system should be implemented on a real 
machine in order to explore the impact of the saturation 
effect on the performance of the generator. These 
considerations will be investigated in future work. 

Conflict of interest. The authors declare that they 
have no conflicts of interest. 

 

Appendix 1 
System parameters [16] 

 Parameter Value  Parameter Value 
Radius, m 42 Speed range, rpm 900-2000 
Nominal wind speed, m/s 12.5 Pole pairs 2 
Optimum tip speed ratio opt 7.2 Magnetizing inductance Lm, mH 2.5 
Maximum power coefficient Cpmax 0.44 Rotor leakage inductance Lr, H 87 
Air density , kg/m3 1.1225 Stator leakage inductance Ls, H 87 
Inertia J, kgm2 127 Rotor resistance Rr, m 26 

Turbine 

Friction D, Nms/rad 0.001 

 DFIG 

Stator resistance Rs, m 29 
Nominal stator active power, MW 2 Grid inductance Lg, mH 0.4 
Nominal torque, Nm 12732 Grid resistance Rg, m 0.02 
Stator voltage, V 690 Grid frequency f, Hz 50 

DFIG 

Nominal speed, rpm 1500 

Grid 

Grid voltage Vg, V 690 
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A novel scheme for control by active and reactive power utilized in gearless variable speed 
wind turbine system with PMSG connected to the grid 
 
Introduction. As a result of increasing fossil fuel price and state-of-the-art technology, more and more residential and commercial 
consumers of electricity have been installing wind turbines. The motivation being to cut energy bills and carbon dioxide emissions. 
Purpose. The main goal of this work is developing a control scheme for a variable speed wind turbine generator in order to produce 
utmost power from varying wind types, and variable wind speed. Novelty. This research paper presents an IGBT power converter 
control scheme for active power in relation to wind speed and reactive power by adjusting Q-reference (Qref) value in a gearless 
variable speed wind turbine with permanent magnet synchronous generator. Methods. An effective modelling and control of the wind 
turbine with the suggested power converter is executed by utilizing MATLAB/Simulink software. The control scheme consists of both 
the wind turbine control and the power converter control. Simulation results are utilized in the analysis and deliberation of the 
ability of the control scheme, which reveals that the wind turbine generator has the capability to actively sustain an electric power 
grid network, owing to its ability to independently control active and reactive power according to applied reference values at 
variable wind speed. Practical value. This research can be utilized for assessing the control methodology, the dynamic capabilities 
and influence of a gearless variable-speed wind energy conversion system on electric power grids. A case study has been presented 
with a (310 MW = 30 MW) wind farm scheme. References 67, tables 2, figures 19. 
Key words: wind turbine, wind farm, gearless wind turbine, variable-speed wind turbine, IGBT power converter, multi-pole 
permanent magnet synchronous generator, full-scale power converter. 
 
Вступ. Внаслідок зростання цін на викопне паливо та використання найсучасніших технологій, дедалі більше побутових 
та комерційних споживачів електроенергії встановлюють вітряні турбіни. Мотивація полягає в тому, щоб скоротити 
рахунки за електроенергію та викиди вуглекислого газу. Мета. Основною метою цієї роботи є розробка схеми управління 
вітряним генератором зі змінною швидкістю для отримання максимальної потужності від різних типів вітру та змінної 
швидкості вітру. Новизна. У даній дослідницькій роботі представлена схема управління силовим IGBT перетворювачем 
для активної потужності в залежності від швидкості вітру та реактивної потужності шляхом регулювання значення 
Q-еталона (Qref) у безредукторній вітровій турбіні з регульованою швидкістю та синхронним генератором із постійними 
магнітами. Методи. Ефективне моделювання та керування вітровою турбіною з запропонованим перетворювачем 
потужності здійснюється з використанням програмного забезпечення MATLAB/Simulink. Схема управління складається з 
управління вітряною турбіною і з управління силовим перетворювачем. Результати моделювання використовуються для 
аналізу та обговорення можливостей схеми управління, що показує, що генератор вітрової турбіни здатний активно 
підтримувати електроенергетичну мережу завдяки своїй здатності незалежно контролювати активну та реактивну 
потужність відповідно до застосовуваних еталонних значень при змінній швидкості вітру. Практична цінність. Це 
дослідження може бути використане для оцінки методології управління, динамічних можливостей та впливу 
безредукторної системи перетворення енергії вітру зі змінною швидкістю на електричні мережі. Наведено тематичне 
дослідження зі схемою вітряної електростанції (310 МВт = 30 МВт). Бібл. 67, табл. 2, рис. 19. 
Ключові слова: вітряна турбіна, вітряна електростанція, безредукторна вітряна турбіна, вітряна турбіна з 
регульованою швидкістю, силовий IGBT перетворювач, багатополюсний синхронний генератор з постійними 
магнітами, повномасштабний силовий перетворювач. 
 

Introduction. Presently, there has been progressive 
advancement in modern renewable wind power plant 
technology. Specifically, the gearless wind power plant 
with permanent magnet synchronous generator is utilizing 
full-scale power converter. Electric power production 
from renewable energy sources, such as wind, is 
growingly drawing attraction due to environmental issues, 
long-term economic advantages and scarcity of 
conventional energy sources in the near future. The main 
cost-efficient and practicable disadvantage of wind power 
is its intermittent characteristics. Wind power requires not 
only that wind is flowing, all the same it also rely on cut-
in and cut-out wind speed that is the wind speeds at which 
production starts and is brought to a stop in order to keep 
away from harm. The production of power from the wind 
on a large-scale, has become an accepted business. It 
holds substantial prospect for the future, hoping that wind 
power will become the most accepted choice and form of 
renewable energy source. Wind energy technology 
application has come of age, with numerous nations 
preparing and establishing extensive wind energy farms, 
with enormous amount of wind turbines. The strength of 

wind power technology is that it is clean and inexpensive. 
As a result of increasing fossil fuel price and state-of-the-
art technology, more and more residential and commercial 
consumers of electricity have been installing wind 
turbines, the motivation being to cut energy bills and 
carbon dioxide emissions, and are even vending extra 
electricity back to the grid network [1-11]. 

The permanent magnet synchronous generators 
(PMSGs) are widely utilized in wind turbines owing to 
their excellent operation and power quality characteristics 
in the variable speed wind energy transformation systems, 
its turbine control systems are more complex when 
weighed with constant speed wind power converter 
systems. The fixed speed wind turbine implementations 
are not normally chosen due to their low capabilities and 
their power quality is not at a required level [12-18]. 
PMSGs are among the finest solutions for wind power 
plants. Low-speed multi-pole permanent magnet 
synchronous generators are free from maintenance and 
can be utilized in diverse climatic environment. A 
traditional megawatt-scale wind turbine generator 
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composes of a low-speed wind turbine rotor, gearbox, and 
high-speed electric generator. The utilization of gearbox 
gives rise to several technological issues in a wind turbine 
generator, as it requires frequent maintenance, it 
multiplies the weight and total cost of the wind turbine 
generator, it produces noise, and also multiplies power 
losses. These issues can be solved by utilizing a 
substitute, a direct-drive low-speed permanent magnet 
synchronous generator [18-20]. But a more appropriate 
solution and way out is to utilize a gearless wind turbine 
generator. 

A multi-pole synchronous generator attached to a 
power converter can function at low speeds, so that a gear 
can be excluded. A gearless structure symbolizes a 
proficient and durable explanation, which can be 
immensely advantageous mainly for offshore utilizations. 
Besides, owing to the permanent magnet excitation of the 
generator the direct current excitation structure can be 
removed thereby further reducing once more the weight, 
losses, costs and maintenance demands [20, 21]. The 
ability of a PMSG wind turbine is consequently evaluated 
to be higher than alternative ideas [22, 23]. Nevertheless, 
the drawbacks of the permanent magnet excitation are the 
excessive costs of permanent magnet constituents and a 
fixed excitation, which can’t be adjusted in accordance 
with the functional consideration [2].  

The dependability of the variable speed wind turbine 
can be ameliorated notably by utilizing a direct drive 
PMSG. The PMSG has been given considerable attention 

in wind power implementation reason being its property 
of self-excitation, which permits functioning at a high-
power factor and high capability [24]. The utilization of 
permanent magnet in the rotor of the PMSG causes it non-
essentially to provide magnetizing current using the stator 
for constant air-gap flux; the stator current requires just to 
be torque generating. 

Therefore, for the same output, the PMSG will 
function at a higher power factor due to the absence of 
magnetizing current. To produce utmost power from 
varying wind, variable speed functioning of the wind 
turbine generator is obligatory. This needs a highly-
developed control scheme for the generator [25]. A 
control scheme for the generator side converter with 
utmost output of a PMSG wind turbine needs to be put in 
place. The generator side switch mode rectifier is 
controlled to obtain utmost energy from the wind. This 
necessitate only one active switching device (IGBT), 
which is utilized to control the generator torque in order 
to obtain utmost energy from the wind turbine generator. 
A full scale IGBT back-to-back voltage source converter, 
as indicated in Fig. 1 by which the generator is linked to 
the electric power grid, permits full controllability of the 
system. As a result of strengthened electric power grid 
codes, wind turbine generators with full scale power 
converter will be more utilized in the near future. Since 
power converter of such wind energy system decouples 
the generator system from the electric power grid, fault-
ride through and grid support can be easily attained [2]. 

 

 
Fig 1. Modeling scheme and control concept of the variable-speed wind plant with multi-pole permanent magnet synchronous 

generator 
 

The goal of the paper is the development of control 
scheme for a variable speed wind turbine generator. 

An effective model of the whole wind power 
generator system is performed using Matlab/Simulink 
software environment. The scheme includes models of the 
aerodynamic and mechanical sections of the wind turbine 
generator as well as its electric power and control 
systems. The PMSG wind turbine generator control 
methodology is accomplished by harmonized regulation 
of the power converters and the wind turbine generator 
control systems. The generator-side and the grid-side has 
identical power converter control systems, there is also 
the gearless drive converter and aerodynamics pitch angle 
control mechanism. The wind turbine generator rating of 
this research article is 10 MW. A case study of a 
310 MW = 30 MW wind farm is thereafter presented. 

Arrangement of the proposed wind turbine 
system and mathematical model of the PMSG. The 
normal schematic arrangement of a variable-speed wind 

turbine established on a PMSG and full-scale power 
converter is shown in Fig. 1. It is made up of two main 
parts. First is the wind turbine generators mechanical part, 
that is the gearless drive converter and the aerodynamics 
pitch angle control. Second is the wind turbine generators 
electrical part that is the multi-pole PMSG full-scale 
frequency converter and its control mechanism [26]. As 
can be seen in Fig. 1 the aerodynamic rotor of the wind 
power arrangement is precisely matched with a gearless 
generator. The synchronous generator is linked to the 
electric power grid by means of a full-scale frequency 
converter scheme, which is utilized to control the speed of 
the generator and power flow to the grid side of the wind 
turbine generator arrangement. The permanent magnets 
are installed on the generator rotor, making provision for 
fixed excitation of the generator. The power gotten from 
the generator is fed via the stator windings into the full-
scale frequency converter, which changes the varied 
generator frequency to constant grid frequency. The full-
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scale frequency converter structure is made up of a back-
to-back voltage source converter, that is the generator-
side converter and the grid-side converter joined by 
means of a DC-link, which is then controlled by IGBT 
switches. Figure 1 is the proposed variable-speed wind 
turbine generator under consideration, a PMSG is 
installed to the electricity grid with the aid of a back-to-
back arrangement of converters. The first converter, 
which is the generator-side converter, is joined to the 
stator windings of the PMSG. While the second converter, 
which is the grid side converter is linked to the electricity 
grid at the point of common coupling with the aid of AC 
filter. The DC terminals of the two converters are joined 
together by means of DC shunt capacitor. The power 
strategy of the converters contains a three-leg voltage 
source inverter. Nevertheless, diverse control strategies 
hinged on the systems control function can be applied to 
the inverter switches [26-33]. Wind turbines can either be 
Fixed Speed Wind Turbines with Induction Generator 
(FSWT-IG) or Variable Speed Wind Turbines with 
Permanent Magnet Synchronous Generator (VSWT-
PMSG). The former has the benefits of mechanical 
manageability, small specific mass, resilient structure, and 
economical. Nevertheless, its limitations include 
restricted capacity for power quality control and terminal 
voltage variation during steady state circumstance, owing 
to the unmanageable reactive power utilization. The latter 
is a favourable and appealing variety of wind turbine idea, 
in which the PMSG can be straightly operated by a wind 
turbine and attached to the electric power grid network by 
means of AC/DC/AC power converter. The benefits of 
the VSWT-PMSG are as follows: 

 it neither has gearbox nor brushes, consequently it 
has higher reliability; 

 it has no extra power provision for excitation. 
The power converter allows extremely pliable 

control of active and reactive power in instances of 
typical and disrupted grid circumstances [2, 17, 21, 34, 
35]. PMSGs occupy a significant part in direct drive wind 
energy production systems for changing mechanical 
power into electrical power. The dynamic configuration 
of the PMSG is obtained from the two-phase synchronous 
reference frame, in which the q-axis is 90° leading of the 
d-axis in conformance with the orientation of rotation. 
The harmonization connecting the (d-q) revolving 
reference structure and the abc-three phase structure is 
sustained by utilizing a phase locked loop. A detailed 
mathematical modelling of the PMSG is a necessary 
condition for the design of the machine control algorithms 
and the examination of the steady-state and dynamic 
features of the wind power transformation scheme. Direct 
drive wind turbine generators, distinguished as highly 
effective or efficient and requires low maintenance 
procedures, provides favorable possibilities for future 
implementations [7, 36-38], particularly offshore 
applications. In order to do away with the gearbox the 
generator is constructed for low speed performance 
maximally between 15-20 rpm. This characteristic has 
made synchronous generators the only choice for low 
speed wind turbine utilizations. Synchronous generators 
magnetic field is provided with rotor excitation, but in the 

instance of the PMSG the direct current excitation scheme 
can be removed, which necessitate minimizing losses and 
exclusion of slip rings and consequently the maintenance 
requirements of the system [2, 39, 40]. To realize 
independent control strategy of the active and reactive 
power, the d-axis and q-axis equivalent circuits is utilized 
in the drive converter arrangements [41]. 

The phasor diagram of the PMSG model is shown in 
Fig. 2. While the mathematical model of the PMSG in 
both natural (abc) three-phase stationary reference frame 
and (d, q) synchronously rotating reference frame is 
developed as follows writing the stator voltage equation 
(in time domain): 
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If (α, β) is the stator coordinate system, we can write 
(1) in these coordinates: 
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Then the voltage and current equations in the rotor 
coordinate system become: 

  qdS jUUd,qU ˆ ;                      (3) 

  qdS jIId,qI ˆ ,                          (4) 

where RS is the stator resistance; LS is the stator 
inductance; US is the stator voltage; e is the excited 
voltage; id is the instantaneous real power current; iq is the 
instantaneous reactive power current, iS is the whole 
current and γ is angular velocity. 

 
Fig. 2. The phasor diagram of the PMSG model 

 
The equations of the synchronous generator are: 
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where Ψd and Ψq are the components of the magnetic 
field; ΩL is the electrical angular velocity. 

So the equations of the magnetic field are: 

ddpmd IL  ΨΨ ;                        (7) 

qqq IL Ψ ,                              (8) 

where Ψpm is the synaptic magnetic field with the rotor. 
So the equation of the torque is: 

 dqqdPMI IIPM  ΨΨ
2

3
,              (9) 

where MMI is the torque of the machine. 
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We have the mechanical velocity: 

 WMI
m MM
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d

d
.                   (10) 

So we can calculate the velocity without using 
measurements by using the following equation: 

   tMM
J WMIm d
1

Ω ,                (11) 

where MW is the load torque; J is the whole torque inertia. 
These principles is used in the mathematical 

modeling of the PMSG rotor as shown in Fig. 3, which 
illustrates the schematic diagram of the PMSG rotor 
utilized in this research work. 

 
Fig. 3. Schematic diagram of the PMSG rotor 

 

The proposed IGBT power converter control 
configuration. The power converter control arrangement is 
split into two controllers: a control scheme for the generator 
side converter and another control scheme for the grid side 
converter. The grid side converter should be an active 
inverter, since it changes DC link voltage to AC grid 
voltage with fixed frequency of an electric power system, 
the generator side converter can non-mandatory be made up 
of passive elements, e.g. a diode rectifier, or active elements 
such as IGBTs or GTOs. In whatever way, the most 
advantageous utilization and controllability of a PMSG can 
be realized if an active inverter is also utilized on the 
generator side, take for instance the IGBT voltage source 
converter as suggested in Fig. 1. Nevertheless, IGBT 
converters are costly and must be guarded or protected from 
over-currents and over-voltages. IGBTs are composite of 
bipolar-metal-oxide semiconductor, which possesses the 
merits of low on-state resistance, voltage regulation of the 
gate and broad unharmed working locality. IGBTs are as 
well one of the utmost essential constituents as well as 
broadly utilized power piece of equipment in power 
electronics in spans above 1 kV and 1 kW, the most utilized 
power equipment for commercial implementations are 
IGBTs. Various control schemes can be implemented with 
the power converter, including of: unity power factor 
control; maximum torque control; and the constant stator 
voltage control of the generator. The standard three phase 
bridge converter with three legs has been utilized in this 
research work, each has two switches, that is IGBT with 
antiparallel diode, operating under pulse width modulation 
(PWM) with a frequency of about 10 kHz. The rectifier and 
inverter consist of the same elements and works with the 
same principle, they are traditionally known as Voltage 
Sourced Converters (VSC) [2, 28-29, 42-47]. 

The PMSG frequency rectifier and electric power 
grid frequency inverter. The organization of the control 
plan of the frequency inverter for the grid side is displayed 
below in Fig. 1 the same frequency converter is utilized for 
the control plan of the generator side. The grid side 
converter is an active inverter, while the generator side 
converter is made up of passive diode rectifier, the rectifier 
and inverter consist of the same elements and works with 
the same principle. The control signal employed with the 
IGBTs gate switching is three phase sinusoidal voltage 
which originated from the d-q axis signal. The grid side 
inverter controls the DC link capacitor voltage at the set 
value, so that the active power can be interchanged 
effectively from the PMSG to the electric power grid. It 
also controls the reactive power output to the electric power 
grid in order to control the grid side voltage. In this control 
scheme, the d-axis of reference frame is oriented along the 
grid voltage. [36, 48]. 

Mathematical model of the gearless drive power 
converter. The drive converter arrangement of a gearless 
wind turbine generator comprises mainly of the turbine 
and generator. The major sources of inertia of this system 
lie in the turbine and generator. The Eigen-frequency of 
the drive-converter is quite low and within the bandwidth 
that is usually taken into consideration in power system 
dynamics simulations, it ranges from 0.1–10 Hz. A wind 
turbine generator transforms wind power into electrical 
power. Its functioning attribute is extraordinarily non-
identical to that of traditional electrical power sources. 
The output power of a wind turbine generator can be 
different over a broad extent between zero and the 
adjudged ability value, in an unsystematic but continual 
manner. In multi-pole generators, the same electrical 
angle indicates a much smaller mechanical angle than in 
generators with small number of poles. The pitch angle 
controls the generator speed, meaning that the input in the 
controller is the error signal connecting the reference 
generator speed and the measured generator speed. The 
pitch angle controller places a limit on the rotor speed 
when the nominal generator power has been attained, by 
restricting the mechanical power produced from the wind 
and consequently reinstating the balance connecting 
electrical and mechanical power [8, 49-52]. 

The aim of the driving converter utilized in the 
proposed wind turbine generator scheme is to determine 
the moment and the time of contact for each switch. The 
technique of driving is PWM, which utilizes digital 
signals to control power applications, as well as being 
sufficiently uncomplicated to change back to analogue 
with the least possible hardware. Figure 4 gives an idea 
on how to drive this converter [28, 29]. From Fig. 4 the 
equations given below in (12)–(14) are generated: 

   ωtAFtVIctr sin5.011  ;            (12) 
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2
sin5.022

π
ωtAFtVIctr ;      (13) 

  





 

3
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sin5.033

π
ωtAFtVIctr ,       (14) 

where Ictr1, Ictr2, and Ictr3 are the outputs of the control 
circuit, and AF is the amplitude function. 
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Fig. 4. Generated control currents function structure 

 
PMSG and electric power grid converter control 

circuits. The constant stator voltage control mechanism is 
appraised to be of utmost advantage in gearless wind 
turbine applications, this control structure is applied in the 
simulation model of the proposed scheme. The DC-link 
voltage is kept constant to ensure that the generated active 
power is fed via the DC-link to the electricity grid, all this 
is done to make sure that no energy is dissipated in the 
DC-link [2]. Figure 5 illustrates the control circuit of the 
synchronous generator. It controls the currents of the 
synchronous generator in the rotor coordinate order and 
the input quantities which are stator currents (IL1, IL2, IL3) 
changed into the stator coordinate system (α, β). These 
currents (Iα, Iβ) are rotated from the stator coordinate 
system to the rotor coordinate system (d, q) by utilizing 
the vector negative adapter (VD-) technique [28, 46], the 
electric angle is gotten from the model of the synchronous 
generator. This then makes the stator currents in the rotor 
to be in the coordinate system (Id, Iq) and both the 
constant and fixed currents are stabilized, which brings 
about a good assumption for the control mechanism. Id is 
utilized to control the reactive power and Iq is utilized to 
control the synchronous generator torque [45]. Also (Id, 
Iq) are compared with reference values (Id.ref, Iq.ref) and the 
product of the deviation is sent to the PI controller. The 
output is a continues disengagement process to get driving 
vectors in the rotor coordinate system (Vd.ctr, Vd.ctr). These 
are then transformed to the stator coordinate system 
(Vα.ctr, Vβ.ctr) [46] and afterwards it is changed to vectors 
(Vctr1, Vctr2, Vctr3) in the three-phase system. This process 
as explained above provides switch-off and switch-on for 
rectifier IGBT switches. 

 

If the DC-link voltage remains constant by utilizing 
the generator-side converter control, the active power of 
the generator is conveyed through the DC-link to the grid-
side converter. Consequently, the active power produced 
by the wind turbine can be controlled using the grid side 
converter. Owing to the converter mechanism used, the 
reactive power operational point of the generator side and 
the grid side converter are fully decoupled. This means 
that the reactive power, which is finally supplied to the 
electricity grid network, can be independently controlled 
by the grid side converter. Hence, the same control 
mechanism is utilized on both the generator and the grid 
network. The control circuit of the grid network is vividly 
shown in Fig. 6 [2, 28, 46]. 

Simulation results of the wind turbine design. To 
ensure a thorough evaluation of the functioning of the 
control mechanism for the variable speed wind turbine 
idea with PMSG, performed in the Matlab/Simulink 
software environment, a set of simulations with wind 
speed having the characteristics of no turbulence, no 
tower shadow etc. is performed. The wind turbine rating 
used is 10 MW. The nominal power of the wind turbine 
generator is 10/0.9 = 11.11 MVA. And the reactive power 
is regulated through the input parameter of Qref (that is the 
phase angle between the stator voltage and current of the 
PMSG) and it is generated in proportion to the nominal 
power. Three wind speed values have been observed, 
these are wind speed at points 5 m/s, 10 m/s, and 
15 m/s, and Qref values from 0–1 p.u., from Fig. 7 and 
Fig. 8, it is observed that as the value of Qref increases 
from 0–1 p.u. there is a corresponding increase in the 
reactive power values i.e. from 0–11.11 MVAr. The 
active power at wind speed points 5 m/s, 10 m/s, and 
15 m/s also increases too in value i.e. 5 m/s = 0.64 MW, 
10 m/s = 5.56 MW, 15 m/s = 10 MW respectively. The 
obtained results for the wind speed and Qref is shown in 
Fig. 7, which depicts the graphical illustration of 
measured reactive and active power values and Fig. 8, 
showing comparison between measured values of active 
and reactive power. Hence, the results in Fig. 7,a shows 
that as Qref increases, there is a corresponding increase 
only in the reactive power values observed. And in the 
same vein Fig. 7,b shows that as wind speed is increased, 
there is a corresponding increase only in the active power 
values observed. Therefore, it can be inferred from 
simulation results that Qref has effect only on the observed 
reactive power values and the turbine wind speed has 
effect only on the values of active power. For simplicity, 
the 3D and 2D explanation of the results is further 
illustrated in Fig. 8,a,b respectively. 

 

 
Fig. 5. The control circuit of the synchronous generator 
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Fig. 6. The control circuit of the grid network 

 

 

a b  
Fig. 7. Graphical illustration of measured values: a – reactive power; b – active power 

 

 

a b  
Fig. 8. Comparison between measured values of active and reactive power: a – 3D view; b – 2D view 

 
Figures 9,a,b show the output values of reactive 

power and active power supplied to the network at 
operational point of 15 m/s and Qref value of 0.1 p.u. it is 
observed that the time to reach steady state is T = 0.25 s. 
Also Fig. 10,a,b show the output values of reactive power 
supplied to the network at the operational point of 10 m/s 
and 15 m/s respectively and the observed time to reach 
steady state for Qref values of 0.1 p.u. and 0.2 p.u., 

although there were sudden changes in current, the time to 
reach stable control of the system is very small T = 0.25 s. 
All these show the validity of the system and to further 
affirm that the proposed system is functional. The 
symmetrical and sinusoidal voltage wave form of the 
system is shown in Fig. 11, which further buttress the 
validity of the system. 

 
 

 

a b  
Fig. 9. The output values of reactive (a) and active (b) power supplied to the grid network at the operational point of 15 m/s 
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a b  
Fig. 10. The output values of reactive power supplied to the grid network at operational point of 10 m/s (a) and 15 m/s (b)  

 

 
Fig. 11. Symmetrical and sinusoidal voltage wave form of the system 

 
Novelty of simulation scheme. The novelty of this 

simulation scheme is the use of the Insulated Gate Bipolar 
Transistor (IGBT) switching device and the Type-4 wind 
turbine generator. IGBT, Integrated Gate Commutated 
Thyristor (IGCT) and MOS-Controlled Thyristor (MCT) 
are the three new designs of power devices. IGBT is the 
most widespread utilized power electronic equipment at 
present. An IGBT is fundamentally a hybrid MOS-gated 
turn ON/OFF bipolar transistor that combines the 
characteristics of the Metal Oxide Semiconductor Field 
Effect Transistors (MOSFET), Bipolar Junction 
Transistor (BJT) and thyristor. The latest advancement in 
switching devices is playing a very significant part in the 
evolution of higher power electronics converters for wind 
power turbines with increased reliability and efficiency. 
The principal selections are mainly IGBT modules, IGBT 
press pack, and IGCT press pack. The press-pack 
technology brings about an increase in reliability, still to 
be scientifically demonstrated but known from industrial 
practice, higher power density, that is easier stacking for 
series connection, and better cooling ability at the price of 
a higher cost in contrast to power modules. Press-pack 
IGCT is known to support the advancement of MV power 
converters and are already state of the art technology in 
high-power electric drives such as utilized in oil and gas 
applications, but not yet universally adopted in the wind 
turbine industry owing to cost issues [53-64]. The Type-4 
wind turbine as shown in Fig. 12 presents a great deal of 
flexibility in its design and operation as the output of the 
rotating machine is sent to the electricity grid via a full-
scale back-to-back frequency converter. 

IG/
SG

Collector 
Feeder

 
Fig. 12. A typical configuration of a Type-4 wind turbine 

generator 

 

The wind turbine is permitted to rotate at its optimal 
aerodynamic speed, which results in a wild alternating 
current output from the machine. Furthermore, the 
gearbox might be completely remove or gotten rid of such 
that the machine spins at a slow wind turbine speed and 
produces an electrical frequency that is well below that of 
the electricity grid. This is no issue for a Type-4 wind 
turbine, as the inverters changes the power, and offer the 
potentiality of reactive power provision to the electricity 
grid, much like the Static Synchronous Compensator 
(STATCOM). The rotating machines of the Type-4 wind 
turbine built as wound rotor synchronous machines, is 
comparable to traditional generators found in 
hydroelectric power plants with control of the field 
current and high pole numbers, as permanent magnet 
synchronous machines or as squirrel cage induction 
machines. Nonetheless, the Type-4 turbine is able to 
control both real and reactive power flow, irrespective of 
what kind of machine is utilized [65-67]. 

Case study. Here, the wind farm rating used is 
(310 MW = 30 MW) 30 MW, three of the 10 MW wind 
turbine generators designed is utilized in this case study. 
The reactive power is regulated through the input 
parameter of Qref and it is generated in proportion to the 
nominal power. Three wind speed values are observed at, 
i.e. points 5 m/s, 10 m/s and 15 m/s respectively. Qref 
values is from 0 – 1 p.u., as the value of Qref increases 
from 0 – 1 p.u., there is a corresponding increase in the 
reactive power values i.e. from 0 – 33.33 MVAr. The 
active power at wind speed points 5 m/s, 10 m/s, and 
15 m/s also increases too in value i.e. 5 m/s is 1.92 MW, 
10 m/s is 16.68 MW, and 15 m/s is 30 MW. The MV 
wind farm comprises of a medium-voltage, passive 
rectification, AC/DC converters, and MV interconnection 
and distribution system, as illustrated in Fig. 13. While 
the single line diagram of the wind farm scheme showing 
its vector components is shown in Fig. 14. 
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Fig. 13. Scheme of the wind farm connected distribution grid network 

 

 
Fig. 14. Single line diagram of the wind farm scheme showing its vector components 

 

The wind energy compensation strategy is connected 
to the electric power substation as shown in Fig. 14 
considering its vector components: 

I = ISS + IW,                               (15) 
where ISS is the total substation line current; IW is the wind 
farm line current.  

The power losses on the line are given by: 

LL RIP 1
23  .                        (16) 

And the difference in voltage (voltage drop) of each 
phase is given by: 

V = IL  ZL.                               (17) 
From Fig. 14 and (16) the following power equation 

is deduced: 

 LLnSLnLLn RIP 1
23  ,                        (18) 

where ISLn is the line current supplied to nth number of 
power lines from the substation; R1LLn is the resistance of 
nth number of lines; PLLn is the active power losses of nth 
number of lines; n = 1,2,3,...,n (n is the number of lines). 

Similarly, from Fig. 14 and (17): 

VLLn = ISLn  ZLLn,                               (19) 

where VALLn is the difference in voltage drop on nth 
number of lines; ZLLn is longitudinal impedance of nth 
number of lines. 

From (18), (19) the matrix equations for power 
losses and difference in voltage drop of the substation 
lines are given in (20), (21) respectively: 
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To measure the reactive power QG generated from the 
wind farm, and the active power PG generated from the 
wind farm, the Qref is increased in percentage steps of 5, 
step 1 is when the wind farm is switched OFF, while for 
steps 2 to 5 the wind farm is switched ON as depicted in 
Table 2. Also the values of Qref is varied from step 2 to 
step 5 in order to produce reactive power from the wind 
farm according to the usage of reactive power by the load. 
The measured reactive power QG generated by the wind 
farm increases, while the measured active power PG is 
constant for step 2 to 5 as tabulated in Table 1. The wind 
farm has supplied reactive power in order to influence the 
voltage profile of the distribution grid. While the flow of 
active power is very much essential for the distribution 
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line to operate. Table 2 shows the measured values of 
reactive power QL, active power PL and apparent power SL 
for one load of step 1 to 5. For step 1, the wind farm is 
switched OFF, while the wind farm is switched ON for 
steps 2 to 5. It is seen that the reactive load of the wind 
farm for one load, increases progressively from step 1 to 
5, the active load of the wind farm for one load is 
constant, and the apparent power for one load of the wind 
farm also increases in steps of 5 i.e. from step 1 to 5. The 
percentage rate of increase of generation and using of 
reactive power is graphically represented in Fig. 15. The 
rate increase of reactive power generation from wind 
farm, rate increase of apparent power for one load and the 
rate increase of reactive power for one load experiences a 
progressive rise as we move from step 1 to step 5. Thus, 
from Table 2, and Fig. 15, It will be the same steps for 
other loads that is L1 = L2 = L3. It can be deduce that 
reactive power is used to maintain voltage level so that 
active power can flow to do useful work in an electric 
power distribution system. Suppose the proposed wind 

energy distribution system is a weak network with a large 
reactive load. If we suddenly disconnect the load, we will 
encounter a peak in the voltage. The systems active power 
will be utilized to do beneficial task. It is observed that 
apparent power which is a combination of reactive and 
active power without reference to phase angle 
progressively rises, meaning that the wind farm has 
infused reactive power in order to control and manage the 
voltage profile of our proposed network. The sending 
active power at the beginning of lines (Ps), the receiving 
active power at the end of lines (Pr), the voltage level at 
the beginning of the lines (Us), and the voltage level at the 
end of lines (Ur) where measured in order to determine; 
Firstly, the power losses (∆P) of the lines and secondly, 
the voltage drop (∆V) on the lines. The measured values 
of sending and receiving active power, and sending and 
receiving voltage of lines 1, 2, and 3 for the various steps 
of the wind farm and loads is shown in Table 2. Also, the 
sending and receiving active power of the lines is 
displayed in Fig. 16,a,b. 

 

 
Fig. 15. Percentage rate increase for generation and using of reactive power 

 

a b  

Fig. 16. Sending (a) and receiving (b) active power of lines 
 

For step 1 to 5 observed, the sending and receiving 
active power decreases for line 1, 2, and 3 respectively. 
The diagrams in Fig. 16 show that for each step observed 
active power losses decreases. While the voltage 
difference increases from line 1 to line 3 respectively, all 
these is depicted in Table 1, 2 and Fig. 15. 

Therefore, we can say that power losses have been 
reduced on the electric power distribution system as a result 
of reactive power compensation near the loads by the wind 
farm. Considering only the resistive losses in the 
distribution circuit, and remembering that power losses is 
directly in proportion to the square of the immensity of the 
current flow on the line, it is simple to notice that the power 
losses in one line will rise remarkably more than the 
decrease of power losses in other different power 
distribution lines. This demonstrates that a straightforward 
method to reduce the total losses is to sustain a stable rise 
in voltage. Here, Fig. 17 depicts that power losses on the 
lines increases as we move from step 1 to 5, insinuating 
that the power produced in substation passes from one 

end to another from complex systems to the end users. It 
is a fact that the unit of electric power entered by 
substation usually does not match with the units allocated 
to the end users. Several percentages of the components 
are lost in the wind farm electric power distribution 
system. Figure 18 depicts the percentage voltage on the 
ref. 66 kV line substation within the range of + or – 10 %, 
at the ends of lines 1, 2, and 3, that is voltage receiving 
ends of lines 1, 2, and 3. It is discovered that there is % 
decrease of voltage ref. 66 kV for line 1 and 2 as we move 
from step 5 to step 1, but line 3 experiences not too 
significant change, but only a slight increase as we move 
from step 5 to step 1. Meaning that the distribution 
voltage is regulated owing to the wind farm distribution 
systems ability to supply close to steady voltage over a 
broad choice of load situations. The diagram in Fig. 19 
illustrates the percentage change in voltage and power 
losses on the lines, and increase of reactive load, and 
reactive power generation of wind farm. It shows that the 
listed parameters in i.e. % change in voltage, power losses 



Electrical Engineering & Electromechanics, 2022, no. 2 65 

on lines, increase of reactive power and reactive power 
generation of the wind farm gradually increases from 
negative to positive values, from step 1 to 5 of the lines 

observed. Meaning that the wind farm connected 
distribution power system is able to produce and control 
reactive power according to the usage of reactive loads. 

 

 
Fig. 17. Power losses of lines 

 

 
Fig. 18. Percentage voltage ref. 66 kV of lines 

 

 
Fig. 19. Percentage change in voltage and power losses of lines, and the increase of reactive load, and reactive power generation 

of wind farm 
 

Table 1 
Measured values of Qref, active and reactive power of the wind farm 

Step Qref, p.u. Rate increase, % Qref Reactive power QG , MVAr Active power PG, MW Wind farm mode Speed, m/s 

1 0 0 % 0 0 OFF 0 

2 0.207 20.7 % 6.941 30 ON 15 
3 0.387 38.7 % 12.96 30 ON 15 
4 0.567 56 % 19.2 30 ON 15 
5 0.747 74.7 % 23.81 30 ON 15 

 
Table 2 

Measured values of reactive, active and apparent power of one load 

Step 
Rate increase, % 

QL 
Reactive load QL 

MVAr 
Active load PL, 

MW 
Apparent load SL, 

MVA 
Rate increase, % 

SL 
Wind farm 

mode 
Qref, 
p.u. 

1 0 % 6 20 20.88 0 % OFF 0 
2 33 % 8 20 21.54 3.161 % ON 0.207 
3 66 % 10 20 22.36 7.089 % ON 0.387 
4 100 % 12 20 23.324 11.704 % ON 0.567 
5 133 % 14 20 24.413 16.92 % ON 0.747 

 
Conclusions. 
The theme of this research paper centres on the 

design and analysis of the whole control arrangement of a 
variable speed wind turbine with multi-pole PMSG. 
Owing to the gearless structure and the permanent magnet 

excitation of the synchronous generator, it symbolizes an 
utmost effective and inexpensive or economical 
maintenance way out, which will be extremely 
advantageous in offshore wind turbine applications. A 
complete effectual simulation model is established in the 
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MATLAB/Simulink software environment. The control of 
the wind turbine is realized by utilizing the power 
converter control in harmonization with the pitch control 
plan. The converter control is an assurance for the 
variable speed operation to obtain the most favourable 
power performance. When wind speed is elevated than 
the rated speed, the pitch angle control operation alters the 
blade incidence so that the output power of the generator 
is within the permitted limits. MATLAB/Simulink 
simulations reveal that the control technique triumphantly 
controls the variable speed PMSG wind turbine within the 
limit of standard functional circumstances. The control 
scheme enables the independent control of active and 
reactive power according to applied reference values at 
variable speed. Hence, the proposed gearless wind power 
plants utilizing the synchronous generator with permanent 
magnets allows the production of power at variable 
speeds attaining stability during various wind speed 
operational points investigated. The rotor coordinate 
system of the generator allows the control of the 
synchronous generator magnetic flow and torque 
separately. The results of this research are an indication of 
a robust control circuit functionality and stability of the 
whole activity of the proposed scheme. It can 
consequently be deduced, that the gearless variable-speed 
wind turbine PMSG can function in the same way as the 
traditional wind power plants. The results obtained from 
the (310 MW = 30 MW) wind farm scheme case study 
agree with other studies carried out worldwide regarding 
active and reactive power control in MV distribution 
network connected to wind farm with IGBT power 
electronics converters as the schemes simulation results 
reveals an enhanced voltage profile and reduction in 
power losses. 
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Improvement of voltage stability for grid connected solar photovoltaic systems 
using static synchronous compensator with recurrent neural network 
 

Purpose. This article proposes a new control strategy for static synchronous compensator in utility grid system. The proposed 
photovoltaic fed static synchronous compensator is utilized along with recurrent neural network based reference voltage generation 
is presented in grid system network. The novelty of the proposed work consists in presenting a Landsman converter enhanced 
photovoltaic fed static synchronous compensator with recurrent neural network algorithm, to generate voltage and maintain the 
voltage-gain ratio. Methods. The proposed algorithm which provides sophisticated and cost-effective solution for utilization of 
adaptive neuro-fuzzy inference system as maximum power point tracking assures controlled output and supports the extraction of 
complete power from the photovoltaic panel. Grid is interconnected with solar power, voltage phase angle mismatch, harmonic and 
voltage instability may occur in the distribution grid. The proposed control technique strategy is validated using MATLAB/Simulink 
software and hardware model to analysis the working performances. Results. The results obtained show that the power quality issue, 
the proposed system to overcome through elimination of harmonics, reference current generation is necessary, which is 
accomplished by recurrent neural network. By recurrent neural network, the reference signal is generated more accurately and 
accordingly the pulses are generated for controlling the inverter. Originality. Compensation of power quality issues, grid stability 
and harmonic reduction in distribution network by using photovoltaic fed static synchronous compensator is utilized along with 
recurrent neural network controller. Practical value. The work concerns the comparative study and the application of static 
synchronous compensator with recurrent neural network controller to achieve a good performance control system of the distribution 
network system. This article presents a comparative study between the conventional static synchronous compensator, static 
synchronous compensator with recurrent neural network and hardware implementation with different load. The strategy based on the 
use of a static synchronous compensator with recurrent neural network algorithm for the control of the continuous voltage stability 
and harmonic for the distribution network-linear as well as non-linear loads in efficient manner. The study is validated by the 
simulation results based on MATLAB/Simulink software and hardware model. References 29, tables 2, figures 25. 
Key words: static synchronous compensator, photovoltaic fed, adaptive neuro-fuzzy inference system, recurrent neural network. 
 

Мета. У статті пропонується нова стратегія управління статичним синхронним компенсатором в енергосистемі. 
Запропонований статичний синхронний компенсатор з живленням від фотоелектричних елементів використовується разом з 
генератором опорної напруги на основі нейронної рекурентної мережі, представленим в мережі енергосистеми. Новизна 
запропонованої роботи полягає у поданні статичного синхронного компенсатора з покращеним фотоелектричним 
перетворювачем Ландсмана з алгоритмом рекурентної нейронної мережі для генерації напруги та підтримки коефіцієнта 
посилення за напругою. Методи. Запропонований алгоритм, який забезпечує ефективне та економічне рішення для 
використання адаптивної нейро-нечіткої системи логічного виведення як відстеження точки максимальної потужності, 
забезпечує контрольований вихід та підтримує вилучення повної потужності з фотогальванічної панелі. Мережа 
взаємопов’язана із сонячною енергією, у розподільній мережі можуть виникати невідповідність фазового кута напруги, 
гармоніки та нестабільність напруги. Запропонована стратегія методу управління перевіряється з використанням моделей 
програмного забезпечення MATLAB/Simulink та апаратного забезпечення для аналізу робочих характеристик. Результати. 
Отримані результати показують, що проблема якості електроенергії, яку запропонована система долає за допомогою усунення 
гармонік,потребує генерації еталонного струму, що здійснюється рекурентною нейронної мережею. За допомогою рекурентної 
нейронної мережі більш точно формується еталонний сигнал і відповідно генеруються імпульси для керування інвертором. 
Оригінальність. Компенсація проблем з якістю електроенергії, стабільністю мережі та зниженням гармонік у розподільній 
мережі за допомогою статичного синхронного компенсатора з фотоелектричним живленням використовується разом із 
контролером рекурентної нейронної мережі. Практична цінність. Робота стосується порівняльного дослідження та 
застосування статичного синхронного компенсатора з рекурентним нейромережевим контролером для досягнення хорошої 
продуктивності системи управління системою розподільної мережі. У цій статті представлено порівняльне дослідження 
традиційного статичного синхронного компенсатора, статичного синхронного компенсатора з рекурентною нейронною 
мережею та апаратною реалізацією з різним навантаженням. Стратегія, що ґрунтується на використанні статичного 
синхронного компенсатора з рекурентним алгоритмом нейронної мережі для ефективного контролю стабільності постійної 
напруги та гармонік для лінійних та нелінійних навантажень розподільної мережі. Дослідження підтверджується 
результатами моделювання з урахуванням програмно-апаратної моделі MATLAB/Simulink.. Бібл. 29, табл. 2, рис. 25. 
Ключові слова: статичний синхронний компенсатор, фотоелектричне живлення, адаптивна нейро-нечітка система 
виведення, рекурентна нейронна мережа. 

Abbreviations 
ANFIS Adaptive Neuro-Fuzzy Inference System PI Proportional-Integral 
ANN Artificial Neural Network P-O Perturb-Observe 
DVR Dynamic Voltage Restorer PV Photovoltaic 
FACTS Flexible AC Transmission System RNN Recurrent Neural Network 
FFT Fast Fourier Transform SEPIC Single Ended Primary Inductance Converter  
FIS Fuzzy Inference System SRF Synchronous Reference Frame 
IC Incremental Conductance  STATCOM Static Synchronous Compensator 
LSTM Long Short-Term Memory THD Total Harmonic Distortions 
MPPT Maximum Power Point Tracking VSI Voltage Source Inverter 
PCC Point of Common Coupling   

 
Introduction. Nowadays, power quality is 

considered as a major issue in industrial sectors because 
of increasing sensitive loads [1, 2]. In general, the power 

quality problems greatly affect the distribution side which 
results in malfunctioning and failure of sensitive loads 
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[3]. Majority of power quality issues are caused by non-
linear loads and harmonic imbalances [4]. Voltage 
sag/swell, harmonic distortions, spikes and surges and 
transient disruptions are the most serious power quality 
issues that severely affect the power distribution system 
[5, 6]. Thus in modern power systems, stability 
enhancement and reactive power compensation are the 
important actualities; DVR, a FACTS device is widely 
employed in achieving so. It solves the voltage sag 
problem in a unique way, however, it only compensates 
for a specific proportion of sag, and so the power quality 
problem is not totally eliminated [7-9]. 

Therefore, one of the excellent FACTS device called 
STATCOM is utilized in this work which assists in 
improvising the sag/ swell control, dynamic voltage 
control, real and reactive power control etc., providing 
better power quality and voltage stability [10-12]. Due to 
advanced technologies including incorporation of large-
scale renewable distributed generation, enhanced 
communication as well as control methods, and increased 
storage capacity, generation of power and distribution 
networks are facing significant variations. Owing to the 
static structure, minimal size, and low cost for 
maintenance, solar PV dependent energy generation 
systems are widely used by various renewable resources 
for the generation of power [13]. Since solar PV energy is 
intermittent, the PV systems are combined with storage 
systems for energy as well as other sources for renewable 
energy to ensure trustworthy functioning. This is attained 
by the parallel connection of DC-DC converters with PV 
panel [14]. A DC-DC converter is necessary amidst the 
inverter and the PV panel for avoiding large number of 
PV panels connected in series manner. This converter is 
also essential in power generation of PV system for 
providing electrical isolation [15]. 

Regarding DC-DC converters, boost converters are 
used in increasing the PV panel voltage and their 
incorporation reduces the input ripple current obtained 
from the solar panel, increasing the panel’s reliability and 
extraction power [16]. Despite these benefits, boost 
converters have a discontinuous input and output, 
necessitating a greater number of switching devices. This 
influences the circuit dynamics by causing fluctuations in 
the gain of the circuit [17]. To overcome this limitation, a 
buck-boost converter has been developed, which has a 
wide input and output voltage range with increased 
performance. It achieves an additional input feature that 
increases the dc input voltage range, greatly improving 
the PV panel’s versatility but possesses centralized 
operation [18]. Zeta converter is also utilized in PV 
systems which generate minimal ripple current and 
improved voltage gain but the gain of voltage is sensible 
with the inductance leakage [19]. CUK converters 
employed by the PV panel exhibited minimal switching 
losses together with better voltage regulation and greater 
efficiency providing versatile operation. However, due to 
the resulting sharp speed up/down voltage, these 
converters lagged, impacting the precise utilization [20]. 
Furthermore, CUK converter utilization is restricted to the 
medium-low power range, as high-power operation 
necessitates large input and output inductors, and the 
converter is harmed when linked to a utility grid due to 

grid voltage fluctuations [21, 22]. Moreover, SEPIC 
converters are utilized in PV systems to generate an 
output which is non-inverting and is considered as easy to 
drive due to the referenced switch towards ground node. 
However, these converters are not finer in terms of cost 
and efficiency [23]. In order to tackle these issues, 
Landsman converter is exploited which offers noiseless 
operation with improved efficiency. 

To extract the full quantity of solar power, the DC-DC 
converter is used in conjunction with a MPPT controller. It is 
a significant component included in PV systems to improve 
the efficiency of extracting renewable energy. Numerous 
schemes for MPPT control are proposed and in most of them, 
PV voltage is selected as the variable for control because of 
its enhanced characteristics for stability [24]. P-O is a 
commonly used MPPT algorithm because of its simplicity 
and cost-effectiveness. The perturbation’s phase size is 
estimated by the tradeoff amidst MPPT precision and MPPT 
rate which is little tedious. The use of IC instead of 
P-O, which is free of oscillations while tracking the maximum 
power point, yields more precise performance. Despite these 
benefits, this approach is limited by environmental conditions 
[25]. These flaws are overcome by employing closed loop 
control algorithms that balance the DC-link voltages, resulting 
in minimal distortions and efficiently preserving the grid 
system’s power quality [26]. Closed loop algorithms produce 
optimal results when dealing with external disruptions, 
allowing grids to operate in real time but result in high 
emission costs due to less emission allowance [27]. To 
overcome these issues, ANFIS is exploited in this approach 
which combines the benefits of complementary ANN and 
fuzzy logic algorithms, resulting in better fuzzy controller 
accuracy and a shorter development time. 

Furthermore, the converter’s output DC voltage is 
transformed to AC voltage, which is accomplished by a 3ϕ 
VSI that is grid connected. The synchronization of grid is 
regarded as a significant challenge due to issues such as 
voltage distortions induced by local nonlinear loads and grid 
disturbances. The basic elements of the common coupling 
voltage point are evaluated with the consideration of power 
quality variations for achieving improved synchronization of 
grid [28, 29]. These grid synchronization frameworks 
improve control efficiency and interpolate improved grid 
quality power, resulting in precise outcomes. The control 
architectures considered are complex hybrid systems that 
combine classical and modern techniques, such as artificial 
intelligence and statistical models.  

The goal of this paper is the synthesis of a recurrent 
neural network based reference current generation control 
structure and the identification of the latest trends. The 
main findings are summarized in the development of 
increasingly robust controllers for operation with 
improved efficiency, power quality, stability, safety, and 
economics. A Landsman converter is exploited which acts 
as a ripple filter and boosts the oscillating PV voltage. An 
MPPT controller adopting ANFIS is utilized for providing 
better accuracy. RNN based reference current generation 
is utilized for effective harmonic elimination. A 3ϕ VSI 
for inverting the input DC voltage along with LC filter 
and AC grid is also employed in STATCOM applications. 

Proposed control system. The schematic diagram 
for the proposed approach is given in Fig. 1, in which the 



Electrical Engineering & Electromechanics, 2022, no. 2 71 

voltage stability of the power system is enhanced by the 
implementation of STATCOM. PV power is applied to 
the STATCOM along a Landsman converter. The point of 
functioning of PV array is at the maximum power point 
while the converter power is grid synchronized. For the 
controlling of Landsman converter, an MPPT controller is 
connected which tracks the maximum power by 
evaluating the current as well as voltage obtained from 
the PV array. It regulates the reference voltage or duty 
cycle for matching the power to instant power point. The 
MPPT controller exploits ANFIS and is non-linear and 
varies in accordance with time. It performs the evaluation 
of signals and its optimal selection thus mitigating the 
steady-state error. 

 
Fig. 1. Schematic diagram of the proposed approach 

 
RNN based reference current generation is utilized 

in this work, by which the harmonics are eliminated for 
any change in load and source voltage. Thus, the pulses 
for controlling the VSI are generated by using hysteresis 
current controller, thereby providing reactive power 
compensation and harmonic elimination. 

Modeling of PV system. A solar cell is essentially a 
semiconductor diode that is exposed to irradiance. This 
solar irradiance comprises of photons having various 
levels of energy of which few are absorbed in p-n 
junction. The photons with minimum energy level when 
compared to the solar cell’s band gap are unusable. The 
photons with maximum energy when compared to band 
gap are utilized in the range similar to band gap. The 
equivalent circuits generally utilized for the PV cell 
modeling consists of a single diode offering better 
tradeoff between simplicity and accuracy and the 
corresponding diagram is shown in Fig. 2.  

Iph 

Rs 

Rsh 
Vout 

VD 

Iout 

Ish Ivd 

+ 

–  
Fig. 2. Equivalent circuit of PV cell 

 
The photo current Iph is based on the solar radiation 

R and temperature T and is given by 
    refrefphph TTkTII  01 ;              (1) 
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TI  ,                     (2) 

where Iph(Tref) is the photo current corresponding to 
nominal temperature Tref ; Rref is the radiation which is 
nominal obtained by PV’s constructor; k0 is the constant 
which is given as 
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where Isc is the current across short circuit. 
In PV system, the temperature of environment is a 

nominal one and from (1), (2) for T = Tref, the photo current 
Iph depends on solar radiation and is given as 

   refsc
ref

refphph TI
R

R
TII  .               (4) 

Equation (5) denotes diode equation in which Vout 
and Iout are the current as well as voltage outputs, Isat is 
the saturation current of the diode VD, Vth is the thermal 
voltage of the diode, Rs is the resistance in series 
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The current across parallel resistance is given as 
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The V-I characteristic equation is given as 
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Thus, the modeling of PV system is performed and 
from (7), the output voltage and the input voltage are 
evaluated. 

Modeling of Landsman converter. Landsman 
converter is a DC-DC converter which is used to enhance 
the voltage attained from the PV system providing a 
noiseless operation. The converter is designed to function 
in continuous conduction mode irrespective of irradiance 
level variations. The connection diagram of the proposed 
Landsman converter is given in Fig. 3. 

+ 

+ 
V0 

Va R 
Cb Lb 

VS VD 

Ca 

La 

 
Fig. 3. Landsman converter 

 

The input voltage is given by Va and the output 
voltage is given by V0. The switch is represented as VS 
and the output resistance is denoted as R. The current 
across the inductors La, Lb and the voltage across Ca are 
continuous in nature. It has the ability to boost the output 
and functions in boost mode when the value of duty ratio 
is greater than 50 %. 

Operating mode 1 – switch ON. In operating mode 1, 
the switch is in ON condition and the voltage of capacitor 
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Ca termed as VCa reverse biases the diode. The current 
across Lb termed as ILb flows along the switch. Since VCa 
is greater than the resultant voltage V0, and Ca discharges 
along the switch, transmitting energy to the inductor Lb 
and the output. Hence, VCa decreases and ILb increases and 
the input supplies energy to the input inductor La. 

Operating mode 2 – switch OFF. In operating 
mode 2, the switch is in OFF condition and the forward 
biasing of diode results in a configuration of circuit as 
given in Fig. 3. The current across inductor Lb termed as 
ILb flows along the diode VD. The inductor Lb transmits 
its energy retained to output across the diode. 
Consequently, Ca is charged across the diode with the 
energy from both the input as well as La and hence, VCa 
increases while ILb decreases. 

The ripple in the input current ILa is calculated by 
considering the flow of all the ripple component of La 
across Ca.  represents the additional flux and the peak-
to-peak ripple current is given by: 

aLa LI  .                        (8) 

At switch off condition, the current across Ca is 
given as: 
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where D is the duty ratio; ts is the switching period. 
The voltage ripple content of VCa is given as: 
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Substitute (10) in (8): 
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where fsw = 1/ts is the switching frequency. 
Equation (11) is normalized as: 
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So, we have: 
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where I0 is the current at the output side. 
Substitute (13) in (11) 
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Modelling of MPPT controller. In «neuro-fuzzy» 
method different learning concepts from the neural 
network literature are applied to a FIS. Figure 4 shows the 
model of ANFIS and it possesses the merits of both 
neural network as well as fuzzy logic controllers. 
Comparing with existing techniques of MPPT, the ANFIS 
adopted MPPT controller offers improved accuracy for 
tracking with high convergence speed. 

The three major components present in the ANFIS 
are a rule based one dealing with choosing fuzzy rules, 
a database concept representing the membership functions 
of fuzzy rules and a decision engine for depicting the 
output  adopting  inference  procedure.  Expert  awareness  

 
Fig. 4. Proposed ANFIS model 

 

encompasses fuzzy logic principles, while neural network 
schemes are developed with the data base. Furthermore, the 
neuro-fuzzy approach appears to be appropriate if the 
system’s data as well as information sources are available. 
In this approach, ANFIS based MPPT controller is utilized 
in PV system for tracking optimal power with minimal 
oscillation and the optimized fuzzy rules are attained by the 
embedding of the behavior of the complete system. 

The outputs are obtained as the linear combination of 
the corresponding inputs and the fuzzy rules are given below: 

1. When a = X1, b = Y1 then F1 = i1a + j1a + k1; 
2. When a = X2, b = Y2 then F2 = i2a + j2a + k2; 
Layer 1 comprises adaptive nodes capable of 

generating membership gradings of linguistic labels 
depending on assumed signals utilizing a proper 
parameterized membership function given as: 
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where O1p represents the pth node output of initial layer; 
a is the node input p; Xi is the linguistic label obtained 
from X = (X1, X2, Y1, Y2) which represents the fuzzy set 
and {xp, yp, zp} represents the premise parameter set 
utilized for adjusting the membership function’s shape. 

Layer 2 comprises nodes which are fixed and 
designated as Π, further represented as the firing strength 
of every rule. The fuzzy AND of all inputs is taken as the 
output of every node: 

    ,...2,1,2  pbaWO
pp YXpp          (16) 

Layer 3 results are firing strengths which are 
normalized and the pth node output is given by the ratio of 
the firing strength of pth rule to the total of all rules of 
firing strengths: 
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Layer 4 outputs are calculated by the adaptive nodes 
depending on parameters utilizing: 

 ppppppp kbjaiWFWO 4 ,   (18) 

where pW  is the firing strength from the third layer and 

(ip, yp, kp) are the nodes consequent parameter set. 
Layer 5 estimates the overall output of ANFIS from 

the total of the inputs of nodes: 
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The current, power of the PV system and the duty 
cycle ratio of the converter are obtained as outputs by 
ANFIS controller. The input labels permit the ANFIS for 
generating the converter command which is further fed to 
the converter for ensuring power adaptation. 

RNN based reference current generation. The 
increased usage of non-linear loads leads to distortions in 
current and voltage; however, there are several methods 
to mitigate harmonics. The injection of opposite 
harmonics in the PCC is one of the effective methods. For 
this, accurate reference current generation is necessary 
and this is accomplished in this work by RNN. The 
illustration of RNN is given in Fig. 5 and the process of 
harmonics extraction is in Fig. 6. 

 
Fig. 5. Structure of RNN 

 
Fig. 6. Reference current generation 

 
The structure of RNN resembles Elman network, in 

which the hidden layer’s output at (k–1), is taken as the 
additional input for every sample step k. As the feedback 
is included from the prior step, an additional memory is 
included so that the neural network has the ability to grasp 
the dynamic behavior of the system. Back-propagation 
training is utilized for updating the weights. 

By RNN, the harmonic components ih is extracted 
from the load current iL and the expression relating the 
harmonic component and load current is given as: 

ih = iL – ibase,                             (20) 
where the fundamental component is denoted as ibase, the 

reference current *
sdi  is generated exactly by RNN 

thereby eliminating the harmonics. 
RNN consists of numerous successive recurrent 

layers, and these layers are sequentially modeled in order 
to map the sequence with other sequences. RNN has a 

strong capability in order to capture the contextual data 
from the sequence. RNN can operate the sequences with 
arbitrary length. RNN is the extension of feed forward 
neural network with the presence of loops in hidden 
layers. RNN takes the input with the sequence of samples 
and identifies the time relationship between the samples. 
The LSTM solves the classification issues by adding the 
network parameters with the hidden node and releases the 
state based on the input values. RNN achieves better 
performance than LSTM by activating the states based on 
network events. The regular RNN node consists of a 
single bias and weight. The RNN is evaluated using the 
gated recurrent unit and LSTM. The one-to-one network 
configuration is formed using the network parameters, 
where the time step of each input data generates the 
output with the specific time step.  

 Forget gate layer; 
 Input gate layer; 
 Output gate layer; 
 State gate layer. 

The input and the forget gate controls the previous 
hidden state and the present input state that contributes to 
the cells state. However, the input, output, and the forget 
gate activation is scaled using the sigmoid function, and 
the output of the hidden state is filtered using the 
hyperbolic function. The optimization of network 
parameters using the stochastic gradient is achieved based 
on the sequence of input data. However, the 
hyperparameters are the structure of the network (size and 
layers), sequence length, batch size, momentum, and 
learning rate, respectively. The hyperparameters are set 
through the stochastic or manual search. 

The input of the RNN is the sequence of vectors as 
{y1, y2, ..., yM} the sequence of hidden states as 
{z1, z2, ..., zM} and the output unit as {v1, v2, ..., vM} 
respectively. 

The recurrent layer consists of the recurrent function 
d, which takes the input vector yx and the hidden unit of 
the previous state zx as the input and generates the hidden 
state as: 

   1tanh1,  zxQyxPzxyxdzx .       (21) 

Moreover, the output units are calculated as: 
 zxRvx  maxsoft ,                      (22) 

where P, Q, R are the weight matrices; and the activation 
function tanh indicates the hyperbolic tangent function. 

RNN uses the highly complicated function in order 
to learn and control the information flow in the recurrent 
layer for capturing the long term dependencies.  

Results and discussions. The analysis of PV fed 
STATCOM assisting harmonics elimination, providing 
voltage stability is validated through MATLAB environment 
in this work. The output voltage of the PV system has been 
enhanced by exploiting the Landsman converter, through 
which the performance of the system is improved. The DC-
link voltage stability is regulated through the ANFIS adopted 
MPPT controller offering high accuracy with increased 
speed of convergence. The specifications of PV module and 
Landsman converter are illustrated in Table 1. 

The proposed work is implemented in MATLAB 
depicted in Fig. 7 and the obtained results are given 
below. 
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Table 1 
Specifications PV module and Landsman converter 

Parameter name Value 
Cells in a module 36 
Modules in series 17 
Modules in parallel 4 
Open circuit voltage Voc, V 21 
Short circuit current Isc, A 7.1 
Converter duty ratio D 0.5 
Capacitance Ca, F 4.7 
Capacitance Cb, F 1000 
Inductance La, mH 0.9 
Inductance Lb, mH 5.4 
Capacitance Cf, F 650 
Resistance Rc,  0.03 
Inductance Lf, mH 0.7 
Resistance Rf,  0.01 

 

 
Fig. 7.Control block of RNN 

 

Figure 8 indicates the waveform for solar irradiation. 
Its increase leads to the increase of output current as well 
as voltage. This results in maximum power output in this 
mode of operation. 

Figure 9 indicates the waveform for temperature. 
The increase in operating temperature results in the 
marginal increase of output current, but leads to decrease 
in output voltage and hence results in the decrease of net 
output power. 

 

t105, s 

Irradiation, W/m2 

 
t105, s 

T, C 

 
Fig. 8. Waveform for solar 

irradiation 
Fig. 9. Waveform for 

temperature 
 

Figures 10, 11 denote the waveforms for output 
voltage and output current in PV panel respectively. The 
output voltage obtained is a constant DC voltage with 
varying time. 
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V, V 

 

t105, s 

I, A 

 
Fig. 10. Output voltage waveform 

for PV panel 
Fig. 11. Output current 
waveform for PV panel 

 

Figures 12, 13 denote the output voltage waveform as 
well as output current waveform for a switched boost 
Landsman converter. The adopted ANFIS based MPPT 
extracts maximum power from the PV panel and is fed to 
the converter which further minimizes the ripples. 
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Fig. 12. Output voltage 

waveform for switched boost 
Landsman converter 

Fig. 13. Output current 
waveform for switched boost 

Landsman converter 
 

Figure 14 denotes the AC output voltage waveform 
for VSI with varying magnitude and frequency. The 
comparison of reference signal is performed with a carrier 
waveform of increased frequency for controlling the 
inverter’s AC output voltage. 

Figure 15 indicates the output voltage waveform for 
grid which is sinusoidal in nature with constant voltage 
and frequency.  
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Fig. 14. Output voltage 
waveform for VSI 

Fig. 15. Output voltage 
waveform for grid 

 

Figure 16 indicates the output current waveform for 
grid which is sinusoidal in shape during its operation 
maintaining constant voltage and frequency. The grid 
current THD (Fig. 17) has been observed as 3.5 %, which 
satisfies the IEEE standard. 
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Fig. 16. Output current waveform for grid 
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Fundamental (50 Hz) = 10.45, THD = 3.5 % 

 
Fig. 17. Grid current THD 
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The performance of the converter is analyzed in 
terms of its efficiency and voltage gain ratio. In both the 
aspects the proposed Landsman converter provides better 
results as shown in Fig. 18, with a maximum efficiency of 
92 % and gain of 10. 

 
Fig. 18. Comparison of efficiency and voltage-gain for 

Landsman converter 
 

The tracking efficiency of the proposed MPPT 
algorithm is revealed to be more effective when analogized 
with conventional algorithms like P-O, IC and fuzzy. The 
tracking efficiency (Fig. 19) of P-O algorithm, IC, fuzzy and 
ANFIS are observed as 81 %, 84 %, 89 % and 92 % 
respectively.  

 
Fig. 19. Comparison of tracking efficiency 

 
DC-link voltage control plays a key role in determining 

the overall performance of the system, by which the voltage 
stability is ensured. Better settling time and THD is 
accomplished by using the proposed RNN based reference 
current generation whereas the PI controller and SRF theory 
delivers relatively low values depicted in Table 2. 

Table 2 
Comparison of settling time and THD 

 PI SRF RNN 

Settling time, s10–5  3.2 2.7 1.75 

THD 4.7 % 4.2 % 3.5 % 
 

Experimental setup. The PV array integrated utility 
grid using high gain converters hardware setup shown in 
Fig. 20. The operation of the STATCOM under two 
different cases. 

Method 1. In this method the outer loop and inner 
loop of the grid used is PI voltage regulator and PI current 
controller. 

Method 2. In the method the outer voltage loop used 
in PI voltage regulator and inner current loop used as 
RNN current controller. The above different methods to 
assure the controller performance at different system 
parameters, the local loads on grid side and solar 
irradiance has been changed as follows: 

 
Fig. 20. Hardware setup for grid connected solar PV systems 

using STATCOM 
 

1. Without any break 10 kW inductive load is applied 
and 0.8 s with 5 kW one more inductive load is applied. 

2. Duration of 0.4 s to 0.6 s solar irradiance is changed 
from 1000 W/m2 to 600 W/m2. 

In hardware circuit, displays the voltage and current 
before the boost converter of PV terminal. The current is 
changed with respect to change in irradiance of the solar 
PV panel. The PV array voltage level is changed by using 
high gain. 

The proposed RNN controller shows better 
harmonic reduction than existing PI current controller. 
Moreover, the voltage stability of the system maintain 
with solar PV interconnected with distribution grid even 
under dynamic changes. 

The load current of solar interconnected PV system 
is shown in Fig. 21. 

For various operating condition the single stage grid 
connected system was studied and the off mode grid with 
solar PV system for disconnected source voltage depicted 
in Fig. 22. 

The isolation condition of 1000 W/m2 is 400 V PV 
model power for reactive power by the inverter output 
shown in Fig. 23. 

In this case the isolation level on the PV panel was 
varied as shown in the Fig. 24. 

The FFT analysis of output voltage for the grid 
interconnected THD is depicted in Fig. 25 and the 
reduced THD is 4.24 %. 

t, s 

I, mA 

1 – load current 

2 – rated current 

 
Fig. 21. Load current 
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Fig. 22. Disconnected source voltage Fig. 23. PV module power Ppv, reactive power Qgrid supplied by 

inverter, DC link voltage Vdc, current at the PCC Ipcc  
for variable isolation 
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Fundamental frequency (50 Hz) = 121.1, THD = 4.2 % 

 
Fig. 24. PV module power Ppv, active power Pgrid supplied by 

inverter, DC link voltage Vdc, current at the PCC Ipcc  
for switching ON of local load 

Fig. 25. The performance of FFT analysis of output voltage for THD 

 

The observation. 
1. The proposed model, active power, reactive power 

injected for different isolation level, the inverter DC link 
voltage and current fed to the grid. 

2. The THD level of the current is found to be below 5 %. 
3. The reactive power is maintained at zero level in 

order to ensure the unity power factor operation. 
4. Reactive power injected by the system voltage 

regulation at the terminal of the inverter the can be adjusted. 
5. The system for a strong interconnection grid system, 

the performance of the controller is much better and faster as 
compared to that for a weak interconnected grid system. 

While implementing the practical consequences, 
there will be a ripple current significant rise whenever the 
inverter feeds non-linear load, and its majority of concern 
is magnetizing current. The hardware prototype sampling 
time, harmonics will be slightly higher than its simulation 
results. It can be suppressed by either increasing the 
number of levels of inverter or designing a filter. 

Conclusions. 
In this paper, an efficient way of regulating voltage 

stability and mitigating harmonics is addressed by using a 
photovoltaic fed static synchronous compensator with 
recurrent neural network. Static synchronous compensator 
is basically shunt connected, which provides reactive 
power compensation and voltage stability. DC-DC 
converters has been incorporated with photovoltaic systems 
and Landsman converter has been utilized in this work 

along with adaptive neuro-fuzzy inference system 
maximum power point tracking for tracking the maximum 
power from the photovoltaic, along with DC-link voltage 
regulation. The chosen converter provides better efficiency 
and voltage-gain ratio when compared with other 
converters. Recurrent neural network assists in the 
generation of reference signal, so that the harmonics that 
occur in the system are effectively mitigated. The 
validation of the proposed work is carried out through 
simulation in MATLAB and also tested with hardware 
model. It has been observed that the total harmonic 
distortions is minimized to 5 % which suits IEEE standard. 
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