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Advanced control of twin rotor multi-input multi-output systems using seagull optimization
for linear quadratic regulator tuning

Introduction. During the past decade, advanced control of complex multi-input multi-output (MIMO) systems has been a sustained focus
owing to their growing use in aerospace and robotic platforms. The twin rotor MIMO system (TRMS) serves as a helicopter-like benchmark
system for testing advanced control techniques. Its nonlinear behavior and significant cross-coupling render it difficult to control using
traditional methods. Problem. The TRMS features strong nonlinear dynamics and cross-coupling effects that challenge conventional control
methods. Manual tuning of control parameters often results in suboptimal performance and reduced robustness. The goal of this study is to
optimize the linear quadratic regulator (LOR) weighting matrices Q and R for the TRMS using the seagull optimization algorithm (SOA) to
improve transient performance, minimize overshoot, and accelerate stabilization in both pitch and yaw compared to classical LOR tuning.
Methodology. The new approach integrates the SOA with LOR control theory. The SOA determines the best values of Q and R matrices by
minimizing a cost function defined by system performance metrics. SOA-optimized LOR is evaluated through simulations and contrasted
with the classical LOR under identical conditions. Population size is 50 agents with a maximum of 100 iterations to achieve convergence.
Results. Simulation results show that the SOA-optimized LOR has a remarkable improvement in the system’s time response. In comparison
to the classical LOR, these results provide a shorter settling time from 7.35 s to 5.34 s (=28 %), decreases overshoot (=3 % vs. 30 % open
loop), increases damping, and reduces oscillations. The pitch and yaw angle responses across several control schemes clearly demonstrate
the superior performance of the proposed optimization technique. Scientific novelty. This work demonstrates, for the first time, the use of
SOA for optimal tuning of LOR in a TRMS benchmark. It opens new avenues to enhance the performance of high-order nonlinear systems,
pointing toward more accurate and stable control techniques in industrial and aerospace engineering fields. Practical value. The technique
provides an efficient method to enhance the functionality of complex nonlinear systems without requiring manual tuning, and it has potential
applications in the industrial and aerospace areas. References 38, tables 3, figures 4.

Key words: seagull optimization algorithm, linear quadratic regulator, twin rotor multi-input multi-output system, parameter
tuning, control performance.

Bcemyn. Tlpomsazom ocmannvozo Oecamunimms po3uwiupene Ynpaeninusa ckiaOnumu baeamoexooosumu ma bazamoguxionumu (MIMO)
cucmemamu 3Haxo0UNOCs 8 YeHmpi yeazu y 36 A3Ky 3 iX 3pOCMaroduM 6UKOPUCIAHHAM 6 AePOKOCMIYMILL meXHiyi ma pooomomexHiyi.
Heopomopna MIMO cucmema (TRMS) cryswcums emanonnoro cucmemoro, noodibnoio 0o 6epmonbomy, Onisi Mecmy8aHHs nepeoosux
Memooie ynpaeninma. Ii neninitina nosedinka ma snaunuti nepexpecnuii 36’130k YCKIAOHIOIONL YIPAGTIHHS MPAOUYILIHUMU MEMOOaMIL.
Ilpoonema. TRMS xapaxmepusyembcs CUNbHOIW HENIHIUHOK OUHAMIKOW MA eheKkmamu nepexpectHozo 36 3Ky, o KUuoaiomv GUKIUK
mpaouyitinum Mmemooam YnpaeuinHa. Pyune uanawimysamms napamempie Kepy8auHs HACHmO NPU3EOOUms 00 HEONMUMATbHUX
Xapakxmepucmux ma 3HudceHHs Haoitinocmi. Memoio pobomu € onmumizayis azoeux mampuyvb Q i R ninilino-keadpamuunozo
peaynsimopa (LOR) onss TRMS 3 euxopucmannam ancopummy onmumizayii «uatikay (SOA) ona nokpawjens nepexionux xapaxmepucmux,
MiHIMI3ayii nepepezyntoeanHs ma NPUCKOPeHHs cmabinizayii K 3a 6ucomoro, max i 3a HanpsamKom 6 nopieHauHi 3 xaacuunum LOR
Hanawmysanusim. Memoouka. Hoeuii nioxio inmezpye SOA 3 meopieto ynpasninnsi LOR. SOA susnauae natikpawyi suauenis mampuyv Q i
R wunsixom minimizayii pynxyii eapmocmi, SKa 8UHAUAEMbCA MEMPUKAMU npooykmugrnocmi cucmemu. Onmumizoeanuii 3a 00nOMO2010
SOA LOR oyintoemuvcs 3a 00nomo2010 MOOen08anHs ma nopieHioemuca 3 knacuunum LOR 3a ioenmuunux ymos. Kinvxicms cmanogums 50
azenmie 3 maxcumymom 100 imepayiti 0 docsienenns 36idcnocmi. Pesynomamu. Pesynomamu MoOent06anHs NOKA3YVIoOmb, o
onmumizoeanuti SOA LOR 3abe3neuye 3naune noxpawjeHHs uacy 6io2yky cucmemu. Y nopiseuamui 3 xaiacuunum LOR, yi pesynomamu
3abe3neuyioms OLbU KOPOmMKULL yac ecmarosnenus 3 7,35 ¢ 00 5,34 ¢ (=28 %), smenuyroms nepepezymosants (<3 % nopisnsno 3 30 %y
PO3IMKHYMOMY KOHMYPI), 3011buiyioms 0eMnysans i smenutyloms Konusanns. Peaxyii kymig 3a 6ucomoro ma HanpsamKom Osl KbKOX
cxXeM YNpaeniHHA HAOYHO OeMOHCHPYIOMb GUCOKY MPOOYKMUGHICHb 3anponoHoéano2o memoody onmumizayii. Haykoea noeusna. Y yii
pobomi enepute demoncmpyemocs guxopucmannsi SOA ons onmumanvhozo narawmysanns LOR y TRMS. L]e siokpusac HoI Moocaugocmi
0 niOBULYeHHs NPOOYKMUBHOCHI] HENHIUHUX CUCIeM BUCOKO020 NOPAOKY, 6KA3VIOUU WAX 00 OLlbld MOYHUX MA CMADITLHUX Memolig
YIpaeniHHa 8 NpomMucnosgii. ma aepoxocmiuniu mexuiyi. Ilpakmuuna 3nauumicms. Memoo 3abesneuye eghekmuene niogueHHs
yHryioHATLHOCME CKIAOHUX HENIHIUHUX cucmem Oe3 HeoOXIOHOCIE PYYHO20 HANAWNTY8AHHS A MAE NOMEHYILIHI 2ay3i 3CMOCYBAHHSL )
npomuciosii ma aepokocmiunii mexniyi. bion. 38, Tadm. 3, puc. 4.

Knrouosi cnosa: anroputm ontumizauii «4aiika», JiHiiiHUA KBaApaTUYHUI peryJsiTop, IBOPOTOPHA 0araToBXiqHa 0araToBHMXiIHa
cHcTeMa, HATAIITYBAHHS MapaMeTpiB, XapaKTepHCTUKH KePYBaHHSI.

Introduction. The twin rotor multi-input multi-
output (MIMO) system (TRMS) remains one of the most
highly regarded benchmark platforms within the fields of
control research and educational applications, as it
effectively represents the challenges of real-world
multivariable systems. Constructed to mirror the dynamic
properties of a helicopter with two distinct rotors, the
TRMS demonstrates notable inter-axis coupling,
nonlinear behavior, and open-loop instability, making its
control particularly challenging [1-3]. These features
make the TRMS an ideal platform for designing and
refining advanced control strategies, such as those applied
to MIMO systems, where the complex interaction
between control variables is critically important [3-5].

Traditionally, robust control methodologies have
been employed to address the significant nonlinear cross-
coupling inherent in the TRMS. Among these
methodologies, the linear quadratic regulator (LQR) is
particularly appealing due to its capacity to stabilize the

system by minimizing a quadratic performance index that
penalizes deviations in state variables and control efforts.
Recent studies on TRMS control have confirmed the
effectiveness of LQR-based strategies. Adaptive LQR
approaches have exhibited superior performance relative
to classical LQR and PID controllers, whereas
SimMechanics-based LQR designs incorporating steady-
state  compensation and optimal state-feedback
formulations have yielded favorable outcomes for pitch
and yaw regulation [6—-12].

Traditional PID control is characterized by its
simplicity and robustness, rendering it appropriate for
systems exhibiting relatively low levels of complexity [13,
14]. However, in the case of nonlinear and tightly coupled
MIMO systems like the TRMS, intelligent methodologies
are more advantageous. Neural networks [5] and fuzzy logic
controllers [15, 16] are capable of addressing uncertainties
and complex dynamics without the need for precise models.
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Although numerous conventional control
methodologies have been employed in the context of
TRMS, they frequently do not adequately address its
nonlinear dynamics and pronounced pitch—yaw coupling
[3, 5, 17]. To enhance regulatory capabilities and
robustness, contemporary research endeavors have
concentrated on intelligent control methodologies. For
example, a butterfly-inspired particle swarm optimization
algorithm has been implemented to optimize the
parameters of controllers within TRMS [18, 19], while a
multi-objective genetic algorithm has contributed to the
improvement of stability and tuning precision [20].
Moreover, the integration of inverse modeling with Al-
driven controllers has been suggested to effectively manage
intricate dynamic interactions [21]. These approaches have
succeeded in advancing tracking and damping
performance; however, they often fall short in the direct
optimization of transient characteristics. To the best of our
knowledge, this is among the first studies applying seagull
optimization algorithm (SOA) to dynamically tune LQR
weighting matrices for TRMS, specifically targeting multi-
objective transient improvements.

To address this limitation, the current study
introduces a seagull-optimized LQR controller, which is
designed to enhance settling time, overshoot, and the
overall stability of the system within cross-coupled
nonlinear environments.

The goal of this study is to optimize the linear
quadratic regulator (LQR) weighting matrices Q and R for
the TRMS using the seagull optimization algorithm
(SOA) to improve transient performance, minimize
overshoot, and accelerate stabilization in both pitch and
yaw compared to classical LQR tuning.

This paper applies the seagull optimization algorithm
to automatically adjust the Q and R matrices of the LQR
for the TRMS, with the goal of enhancing the balance
between response speed and system stability. In contrast to
traditional LQR or PID designs, which often necessitate
significant manual tuning due to nonlinearities and intense
cross-couplings, the SOA offers a self-optimizing feature
that decreases the amount of tuning required. By
adaptively probing the O-R space, the proposed technique
results in superior transient performance, including faster
rise time, reduced overshoot, and quicker settling when
compared to both classical manual tuning methods and
less adaptive optimization strategies.

The TRMS model. The TRMS is a laboratory
platform that is widely used for teaching and research in
multivariable control (Fig. 1). The mechanical design
features a beam attached to a pivot that rotates about two
orthogonal axes, allowing for coupled pitch and yaw
movements similar to the interaction between the main and
tail rotors of helicopters [3, 22]. Two DC motor-driven
rotors supply the actuation: the «main» rotor primarily
influences vertical (pitch) dynamics, whereas the «tail»
rotor generates lateral torque for yaw control; the
interaction between these channels results in significant
cross-coupling, rendering the system a valuable benchmark
for study [22-28]. An arm connected to the beam provides
stability by balancing angular momentum. The TRMS
contains multiple sensors, including incremental encoders
and tachogenerators, that monitor 4 essential state
variables: pitch angle, yaw angle, pitch angular velocity
and yaw angular velocity [28]. Aerodynamic forces and
torques are produced by adjusting the rotor speeds, which

are controlled via the supply voltage to the DC motors. The
system operates in three control modes [3]:

e single degree of freedom (rotors controlled
independently);
e two  degrees of freedom (both  rotors

simultaneously);
e decoupled control (cross-couplings modeled and
compensated).

In every control mode, the aim is to direct the beam
along a defined path, reducing transient errors in the resulting
angles. The TRMS system, developed by feedback
instruments limited, is an example of a high-level nonlinear
system and provides a valuable platform for control studies.

A Figure 2 presents a
simplified diagram of
the TRMS. To
control TRMS two
inputs are used: u;
(applied to the main
rotor) and u, (applied
to the tail rotor).
Dynamic  couplings
between two motors

o

P

> 3 / . are  the  most
o Fig. 1. important feature of

The general view of the TRMS [23] the TRMS system.

The position beams are measured by incremental encoders,
which deliver a relative position signal [28] Therefore,
whenever real-time TRMS simulation is executed, it should
not be forgotten that setting the proper initial conditions is a
critical issue.

U . 0
—p| Pitch rotor | Main path pitch

—| Cross path from pitch

—p|{ Cross path from yaw
“2 50 vaw rot 9
—»| Yaw rotor > Main path yaw

Fig. 2. Diagram of TRMS functions

Modeling and analysis. The modeling requires four
linear models: two describing the main dynamic paths
from u, to ¢ (pitch) and from u, to € (yaw) and two
additional models for the cross-coupling dynamics, from
u) to @and from u, to ¢.

The main rotor (pitch angle) equation is defined by:

B=M|~Mpp Mg, ~M,, (1

where [; is the moment of inertia of vertical plane; M is
the gross momentum of the main rotor; Mpr is the
gravitational momentum; My, is the momentum due to
frictional force; M, is the gyroscopic momentum.

The momentum is defined as follows:

M, =ayri +byry ; (2) Mpp=Mgsing> 3)
M g, = By + By, sin20)¢” 5(4) My = Ko M0 cos g (5)
where a;, b; are the static characteristic of parameter;
B,1, B, are the friction momentum function.

The torque 7; generated by the main rotor is linked
to the input voltage u; and is can be represented by the
following transfer function:

Ky
(5 e |
s +Tho

(6)
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where K, is the gain of the main rotor; 7', T}y are the
main rotor time constants.

In the same way, we develop the equations of the tail
rotor (yaw angle), with the moment produced by the latter
described by:

1,0=My-Mpy-Mp, @)
where I, is the horizontal rotor moment of inertia; M, is
the tail rotor’s gross momentum; Mpy is the friction
momentum; My is the cross-reaction momentum:

2
M2 =ay7, +b2r2; ®)
M gy = B¢+ By psign0 ; ©)
K (Ths+1
:MM , (10)
R T s+1 1

P
where a,, b, are the static characteristic of parameters; K, is

the cross-reaction momentum gain; 7, is the cross-reaction
parameter; 7 is the cross-reaction momentum of the
parameter.

The dynamic behavior of «Motor 2» is modeled in a
manner analogous to that of «Motor 1» with the torque 7,
produced by the tail rotor being related to the input voltage
u and represented by the following transfer function:

aP (11

2T Ty 2
where T,y, T, are the tail rotor time constants; K, is the
tail rotor gain.

The main physical parameters of TRMS described in
Table 1 play a paramount role concerning the
determination of the system dynamic behavior. Besides,
these parameters are very important and useful in the
development of different control strategies for achieving
the wanted performance of the system.

Table 1
TRMS parameters [27]
Parameters and description Value
I - moment of inertia of vertical plane 0.068 kg-m2
(pitch axis)
- morpent of inertia of horizontal plane 0.02 ke-m’
(yaw axis)
a, — static characteristic of parameter 0.00135
b — static characteristic of parameter 0.0924
a, — static characteristic of parameter 0.02
b, — static characteristic of parameter 0.09
M, — gravity momentum 0.32 N-m

0.006 N-m-s/rad
0.001 N-m-s*/rad

By, — parameter of friction momentum
By, — parameter of friction momentum

B, — parameter of friction momentum 0.1 N-m-s/rad

B, — parameter of friction momentum 0.01 N-m-s*/rad

K,, — parameter of gyroscopic moment 0.05 s/rad

K; —motor 1 (pitch) gain 1.1

K, — motor 2 (tail) gain 0.8

Ty, — motor 1 denominator parameter 1.1

T1o — motor 1 denominator parameter 1

T,; — motor 2 denominator parameter 1

T,y — motor 2 denominator parameter 1

T, — cross-reaction momentum parameter 2

T, — cross reaction momentum parameter 3.5

K, — cross-reaction momentum gain -0.2
State space representation. The state-space

representation of the TRMS describes the system behavior
as a set of matrices (4, B, C, D), defining how the system
state varies with time in response to control inputs:

x(t)=A-x@)+B-u(@);,
{y(t) =C-x(t)+D-u(t), (12)

where x(7) is the state vector; u(%) is the control input. The
matrices A, B, C, D define the dynamics of the system.
The state variables include the pitch and yaw angles
together with their corresponding angular velocities. The
control vector u(?) consists of the voltages applied to the
main rotor (affecting pitch) and the tail rotor (affecting
yaw). The output vector y(f) corresponds to the measured
pitch and yaw angles [12].

The system is linearized around the equilibrium
points where ¢p=0 and 6=0, so the nonlinear components
become simpler and thus the system simpler to analyze.
The state vector x(¢) and control input #(f) for the TRMS
are delivered by:

@
0
4
U
x=(7 |; (13) u:{ } (14)
Uy
Mp
@
N
From (5), we can describe our system as
[0 0 0 0 0 1 0]
0 00 0 0 0 1
0 0 -099 0 O 0 0
A=|0 0 0 -1 0 0 0|
0 0 0,218181 0 -05 O 0
-4,70588 0 1358823 0 O —-0,088235 0
0 00 45 -50 -5 0]
o 0
0 0
1 0 QC:F OOOOOO}D:{O 0]
B=|0 0,8 01 00O0O0O 0 0 0
-035 0
0 0
0 0

LQR formulation. LQR is designed to optimize a
quadratic cost function, effectively balancing state
regulation with control effort. This makes it particularly
well-suited for intricate systems like the TRMS [9, 29].
For the TRMS, the severe cross-coupling and nonlinear
dynamics require an energy efficient control approach. In
the LQR problem, the cost function is usually given by:

o0
J = j(xTQeruTRu)dt’
0
where x is the state vector, encompassing the pitch and yaw
angles as well as their corresponding angular velocities; the
vector u indicates the control inputs that are applied to the
rotors; Q is the state-weighting matrix that is positive semi-
definite which penalizes variations in the pitch and yaw
states, in contrast R is the positive definite weighting matrix
that prioritizes the reduction of control effort [11, 25, 26].
The purpose of the LQR controller is to determine
an optimal state feedback gain matrix K, such that the
control law:

(15)
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u(t)y=—K-x(1). (16)

The matrix K results from solving the algebraic Riccati
equation, which balances state regulation (minimizing
deviations) and control effort (minimizing energy use). The
resulting K provides optimal feedback gains that stabilize
the system with high efficiency [25, 29-31].

This work applies SOA to tune the @ and R matrices
of the LQR, improving stability and energy efficiency in
the nonlinear TRMS. The new method assures improved
control performance.

Seagull optimization algorithm (SOA) is a
population-based metaheuristic proposed by Dhiman and
Kumar in 2019 and is inspired by the migratory and predatory
behaviors of seagulls [32]. Migration here refers to periodic
motion of gulls while searching for rich food sources to keep
their energy levels. During migration, all seagulls avoid any
collision with others while updating positions in accordance
with information about the best-performing individual in the
population [32, 33]. This behavior motivates the seagulls to
attack a target in a spiral path through the air. In SOA,
migration performs global exploration, and attack performs
local exploitation [33]. By integrating both behaviors, the
SOA continuously updates the positions of the seagulls to
identify the optimal solution. The SOA algorithm is
comprised of two main phases: the migration (exploration)
phase and the attack (exploitation) phase [33].

Migration phase. The migration behavior of the
seagulls involves 3 steps:

1. Collision avoidance.

2. Moving towards the best agent.

3. Convergence towards best agent.

Collision avoidance. To prevent the collision with
the neighboring seagulls, a variable A4 is used to update
the position of every seagull:

C, =A-P(1), (17)
where Cy is the position where the seagull will not collide
with another one; Py(?) is the current position of seagull;
t is the iterations number; 4 is utilized to find the new
position of seagulls.

It is updated as [32, 34].

Azfc_t‘(fc/TmaX)’ (18)
where T, is the maximum number of iterations; f. (set to 2)
is the frequency to control the variable 4 which is linearly
decreases from £ to 0.

Movement towards the best seagull. After
avoiding collisions, the seagulls move toward the best
seagull [34-38]. This behavior can be mathematically
modeled as follows:

Ms‘ =B- (Pbest(t) - P?(t)) (19)

B=2-4rd, (20)
where M; is the direction leading to the optimal location;
Pps(t) refers to the current position of the most effective
search agent; B is the movement behavior of the search
agent, which is essential for balancing exploitation and
exploration; rd is the randomly generated value that falls
between 0 and 1 [36].

Convergence towards best agent. After
determining the convergence direction, the seagull move
toward the best search agent [33, 38]:

D,=|C,+M,|, (21)
where Dy is the distance between seagulls and the best
search agent.

Attacking phase. In the second phase, after
reaching a new location, seagulls execute a spiral attack

on prey. This predatory behavior can be mathematically
modeled as follows:

P(t) = D.r X-y-z + Pbe.rt(t)a (22)
where P(f) retains the best solution; x, y, z are the spiral
components:

x =r-cosb; (23) y=rsind; (24)

z=r0; (25) r=pe”, (26)

where r is the spiral radius during the seagull’s motion,

while u and v are the correlation constants that define the

spiral shape; 6 is the angle, which is a random value
within the range of [0, 2xt] [35].

In the standard SOA, both x and v are set to 1. The
updated position of the seagull is determined using
equations (23)—(26), as illustrated:

Ps(t—"_l) = DS XYz + Pbest(t)s
where P(#+1) is the new position of the search agent.

Results and discussions. In this study, SOA was
utilized for the TRMS. The population size was set to
50 agents, which is a balance between exploration
capability and computational cost. The optimization
process was allowed to perform at a maximum of 100
iterations 71,,,=100, therefore providing sufficient time
for convergence.

The frequency control parameter f, was set as 2, and
the movement behavior parameter A started at 2 and
linearly decreased to 0 over iterations to reduce collisions
and enhance convergence. The best position Py (f) was
updated incrementally, improving the global best solution
at each iteration 4 random variable rd uniformly generated
in the range of 0 to 1 was included to maintain a balance
between exploration and exploitation by introducing
stochastic variability. In addition, collision avoiding
mechanisms and distance calculation based on the current
position of the agents and their iteration steps were
implemented to ensure an optimally balanced and effective
search process. As shown in Table 2, in open loop the
system is rapid (rise time 0.896 s), but unstable with lengthy
overshoot of 30.34 % and settling time of 65.88 s,
indicating an under damped system.

27

Table 2
Temporal characteristics for pitch response
Characteristic of | Open Classical SOA-optimized
pitch loop LQR LQR
Rise time, s 0.896 4.0069 1.2379
Settling time, s 65.88 7.3462 5.3055
Overshoot, % 30.34 1.3589 3.0618

With the classical LQR controller, the TRMS
becomes stable with a slower rise time of 4.0069 s, settling
time of 7.3462 s and smaller overshoot of 1.3589 %,
showing improved damping. The performance of SOA-
optimized is accomplished with the rise time of 1.2379 s,
settling time of 5.3055 s and controlled overshoot of
3.0618 %, achieving a balance between speed and stability.

The TRMS in open-loop yaw (Table 3) response is
very slow with a rise time of 316.18 s and a settling time
of 455.89 s, indicating severe instability. The classical
LQR controller enhances the performance significantly,
by minimizing the rise time to 0.75 s and settling time to
6.28 s, and an overshoot of 10.72 %, which shows a
minor oscillatory response. The SOA-optimized LQR
further reduces these values, the rise time coming to 0.48
s and settling time coming to 2.67 s, which shows
accelerated convergence. The overshoot is reduced to
9.71 %, indicating a damped response.
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Table 3
Temporal characteristics for yaw response

Characteristic of | Open Classical SOA-optimized
yaw loop LQR LQR
Rise time, s 316.18 0.75 0.48
Settling time, s 455.89 6.28 2.67
Overshoot, % 0 10.72 9.71

For pitch response, the SOA-optimized LQR
decreases settling time to 5.3055 s (7.3462 s for classical
LQR) with a 28 % decrease but keeps the overshoot in
control at 3.0618 %. For yaw response also, the settling
time decreases from 6.28 s to 2.67 s, a significant 57 %
decrease, with an eased overshoot 0f 9.71 %.

Figures 3, 4 illustrate the pitch and yaw angle
response of the system under 3 control modes: open-loop,
classical LQR, and SOA-optimized LQR.

Open-Loop Pitch Response
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Fig. 3. Temporal characteristics of pitch responses
under open loop (a); with LQR and SOA controller ()

Open-Loop Yaw Response
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loop and standard LQR control. Although the rise time is
slightly increased, the settling time and overshoot have been
significantly reduced, realizing a balance speed between
stability. These results validate the performance of SOA in
regulating control parameters of deeply coupled complex
MIMO systems as well as in dealing with nonlinearities.

Conclusions. Twin rotor MIMO system was
effectively controlled with an SOA-optimized LQR
algorithm, demonstrating improved dynamic response
(pitch settling =28 % faster; yaw =57 % faster vs classical
LQR) and enhanced stability compared to open-loop
(overshoot =3 % vs 30 % open-loop pitch) and standard
LQR control strategies.

This research proposed a new contribution by
combining the seagull optimization algorithm with
systematic parameter space exploration, adding a new
reference for adaptive control of dynamic systems. The
limited trade-offs observed in this study indicate potential
for future progress.

Future research might focus on real-time
implementation, addressing computational complexity
and robustness against external disturbances, in order to
enable reliable experimental applications.
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