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Interactive artificial ecosystem algorithm for solving power management optimizations

Introduction. Power planning and management of practical power systems considering the integration and coordination of various
FACTS devices is a vital research area. Recently, several metaheuristic methods have been developed and applied to solve various
optimization problems. Among these methods, an artificial ecosystem based optimization has been successfully proposed and applied to
solve various industrial and planning problems. The novelty of the work consists in creating an interactive process search between
diversification and intensification within the standard artificial ecosystem based optimization. The concept of the introduced variant is
based on creating dynamic interaction between production operator and consumer operator during search process. Purpose. This paper
introduces an interactive artificial ecosystem based optimization to solve with accuracy the multi objective power management
optimization problems. Methods. The solution of the problem was carried out using MATLAB program and the developed package is
based on combining the proposed metaheuristic method and the power flow tool based Newton-Raphson algorithm. Results. Obtained
results confirmed that the proposed optimizer tool may be suitable to solve individually and simultaneously various objective functions
such as the total fuel cost, the power losses and the voltage deviation. Practical value. The efficiency of the proposed variant in terms of
solution quality and convergence behavior has been validated on two practical electric test systems: the IEEE-30-bus, and the IEEE-57-
bus. A statistical comparative study with critical review is elaborated and intensively compared to various recent metaheuristic
techniques confirm the competitive aspect and particularity of the proposed optimizer tool in solving with accuracy the power
management considering various objective functions. References 34, tables 11, figures 16.

Key words: artificial ecosystem based optimization, power management, intensification and diversification, FACTS devices.

Bemyn. IInanysanns enekmpodicuenents ma YnpaeuinHa eHepeoCUCeMaMU, W0 eKCHIYAmylmsCs, 3 YPaxyeanHam inmeepayii ma
Kkoopounayii piznux npucmpoie FACTS (enyuxa cucmema nepedayi 3mMinHO20 CHIPYMY) € JICUMMEBO BANCTUBOIO 2AY3310 OOCTIONCEHD.
Ocmanuim yacom 6y10 po3podieHo ma 3aCMOCO8AHO KilbKA MemaespUCmuyHUX Memooie 0id GUpIEeHHs PI3HUX 3a0ad Onmumizayii.
Cepeo yux memooie onmumizayiss Ha OCHOGI WMY4HOI ekocucmemu OY1a YCHiWHO 3aNPONOHOBANA MA 3ACMOCOBAHA Ol GUPIUEHHS
DIBHUX NPOMUCTIOSUX mMa NIaHY8anbHux 3asoans. Hoeusna pobomu nonseac y CmEOpeHHi iHMEPaKmMuHo20 npoyecy NOULYKY Midic
ousepcugbixayicio ma iHmeHcupikayiero 8 pamkax CcmaHoapmuoi onmumizayii Ha OcHosl wmyuHoi exocucmemu. Konyenyis
npeocmasnieHo2o Bapianma 3AaCcHOBAHA HA CMBOPeHHi OUHAMIYHOI 63a€MOOii MidC OnepamopoM-8upOOHUKOM Md OnepamopoM-
cnoolcusaiem y npoyeci nouyky. Mema. Y cmammi npedcmasneno inmepaxmushy onmumizayiio Ha OCHOGI wmy4Hoi ekocucmemu Ois
MOYH020 uUpiuieHHs 6a2amoyiibo8ux 3a80aHb ONMuUMIzayii ynpasninus sicugienuam. Memoou. Po3e ‘s3anns 3a0aui 30MiCHI08AN0CA 3a
odonomoeoio npoepamu MATLAB, a po3pobnenuii nakem 3acHo8anuil Ha 06 €OHAHHI 3aNPONOHOBAHO20 MEMACEPUCIIUYHO20 MEMOOY Ma
incmpymenmy Powerflow na ocnoei ancopummy Heiomona-Paghcona. Pezynomamu. Ompumani pesyiomamu niomeepounu, wujo
3anpONOHO8AHULL THCIPYMEHM ONMUMI3AMOpa modice Oymu npuoamuuil 0 iHOUBIOYATbHO20 MA OOHOUYACHO20 PO38 A3AHHSL DISHUX
YINboBUX QYHKYIN, MAKUX AK 3a2aibHA 8apmicmb Naausd, smpamu nomyxcHocmi ma eioxunenus nanpyeu. Ilpakmuuna yinnicmeo.
Egpexmusnicms 3anpononosanozo sapianma 3 mouku 30py SAKOCHI pilieHHs ma noeeoiHKku 30iicHocmi 6yia niomeepodiceHa Ha 080X
peanvhux erekmpuunux eunpodyeanvhux cucmemax: wuni IEEE-30 ma wuni IEEE-57. Cmamucmuyne nopiensanbhe 00CiOdNCeHHs 3
KpUMUYHUM  0215100M PO3POONEHO ™A [HMEHCUBHO NOPIGHIOEMbCA 3 PISHUMU CYYACHUMU MemAaespUCUYHUMU Memooamu, o
niomeepodICcyIoms KOHKYPEeHMHULL acnekm ma ocoOnusicmes 3anponoHo8an020 IHCMPYMEnny Onmumizamopa y moyHoMY pOo36 A3aHHi
VIPAGNIHHSL HCUGTEHHAM 3 YPAXYSAHHAM PIZHUX Yinbosux gyukyiu. bion. 34, Tabn. 11, puc. 16.

Knrouoei cnosa: ontumizanis Ha OCHOBI HITYYHOI €KOCHCTEMH, YIIPABJIHHA eHepriclo, inTeHcupikania Ta auBepcudikauis,
npuctpoi FACTS (rayuka cucreMa nepegaydi 3MiHHOI0 cTpymy).

Introduction. As well demonstrated and stated in
many research papers, that no a standard optimizer tool
capable to solve various optimization tasks. For this
reason, many optimizer tools based metaheuristic
algorithms known also as global optimization methods
have been developed. It is well proven that each
developed method has its specific drawbacks and
advantages, so, the majority of metaheuristic methods
have special parameters to adjust designed to balance the
search activity between intensification and diversification.
The famous idea firstly introduced by Carpentier [1]
namely economic dispatch which is a simplified and
particular case of optimal power flow (OPF) becomes a
vital tool for solving wvarious power management
optimization problems. The OPF planning strategy
consists in improving the solution quality of a single or
combined objective functions such as the total fuel cost
(TFC), the total power loss (TPL), the total voltage
deviation (TVD) and the voltage stability (VS) index
while satisfying various security constraints. The concept
of OPF tool becomes more attractive and vital for experts
with the intensive installation of several types of flexible
ac transmission system (FACTS) and the intense

orientation towards integration of renewable sources. In
the literature various determinist methods based
mathematical formulation and several metaheuristic
techniques have been proposed to solve many power
management problems associated to modern electric
systems. These methods have been designed and adapted
to solve the conventional single or multi objective OPF
considering several FACTS and various renewable
sources energy such as wind and photovoltaic sources. In
[2] a brief review is proposed on the famous metaheuristic
methods applied to solve various power systems planning
and control, among these methods: Genetic algorithm
(GA), particle swarm optimization (PSO), differential
evolution (DE), tabu search algorithm (TS), simulated
annealing, etc. Continuously and to enhance the
performances of the standard metaheuristic algorithms,
many variants have been developed. The main idea
introduced by these variants based metaheuristic methods
such as in [3] are focused on how adjusting with efficacy
the evolution of specific parameters and how to create
flexible equilibrium during search process between
diversification and intensification. Towards this pertinent
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context, and to improve the solution of various practical
configurations associated to the multi objective OPF,
various recent optimization techniques have been
designed and proposed. These recent optimization
techniques characterized by low parameters to adjust, and
their research mechanism is adaptive to create a flexible
balance during search process between intensification and
diversification. Among these methods, in [4] authors
proposed a new interactive sine cosine algorithm (ISCA)
to solve the security OPF considering critical state
operations. In the same context, an interactive procedure
named micro SCA is introduced and greatly improved the
mechanism search of the standard SCA. In [5] a new
variant named partitioning whale algorithm (PWOA) has
been successfully applied to solve with accuracy the multi
objective OPF. In [6] a new chaotic electromagnetic field
algorithm based optimization is applied to improve the
solution of the OPF. In [7] authors applied a moth swarm
optimizer (MSO) to solve the OPF considering various
operation and security constraints. In [8] an enhanced
grasshopper variant is adapted and used to solve the multi
objective OPF. In [9] authors suggested a variant based
Jaya algorithm (AMTPG-Jaya) to enhance the solution of
multi objective OPF. In [10] a new algorithm named tree
seed algorithm (TSA) is proposed. In [11] a hybrid
algorithm based on combing the PSO and gravitational
search algorithm (GSA) is proposed to enhance the
solution of the multi objective OPF. In [12] the lightning
attachment optimization (LAO) technique is used for
solving the security OPF. In [13] a combined technique
based on PSO and pattern search (PS) algorithm is
adapted to solve the OPF considering the integration of
FACTS controllers. In [14] a variant based on teaching-
learning algorithm is applied to solve the multi objective
OPF. In [15] a chaotic bat algorithm (CBA) is adapted
and applied to solve the reactive power management
(RPM) problems. In [16] a new variant based social
spider optimization (SSO) algorithm is used to improve
the performances of the standard algorithm in solving the
OPF by considering various goal functions. In [17] the
PSO, GA and evolutionary algorithm (EA) are applied to
solve the multi objective OPF problems. In [18] a new
adaptive partitioning flower pollination algorithm
(APFPA) is introduced and successfully applied to
improve the OPF solution considering various objective
functions at normal condition and under load growth. In
[19] a modified salp swarm algorithm (MSSA) is
successfully adapted and applied to solve the reactive
power management optimization of the Algerian electric
power system. In [20], a chaotic salp swarm algorithm
(CSSA) is applied to solve various objective functions
based OPF. In [21] a new stud krill herd algorithm (SKH)
is adapted and used to solve the OPF with various
objective functions. In [22] an improved adaptive
differential evolution is suggested to solve various
objectives based OPF problems. In [23] a novel variant
based salp swarm algorithm is successfully applied to
improve the solution quality of the multi objective OPF.
In [24] a squirrel search algorithm is applied to solve the
economic dispatch considering practical constraints such
as the valve loading effect and multiple fuels. In [25] a
novel variant based grey wolf optimizer (GWO) namely,

crisscross search based GWO (CS-GWO) is proposed to
solve the OPF considering several objective functions. In
[26] the whale optimizer is adapted and applied to solve the
dynamic economic emission dispatch. In [27] a slime
mould algorithm is proposed to solve the stochastic optimal
power flow based wind energy and considering static VAR
compensators. In [28] a hybrid algorithm based on
combing the genetic algorithm and the salp swarm
algorithm to solve the simultaneous allocation of multiple
distribution generation and shunt compensators to improve
the performances of radial distribution systems.

Recently, a new optimizer tool based metaheuristic
concept namely artificial ecosystem optimizer (AEO) has
been proposed by in [29]. AEO is inspired from the
interactive flow of energy in an ecosystem on the earth.
The robustness of the proposed mechanism search based
AEO has been validated on many categories of test
benchmark functions and practical engineering problems
[29]. In the literature the standard AEO algorithm and a
limited number of proposed variants based AEO have
been applied to solve various practical optimization
problems, however, a very limited number of variants
based AEO have been proposed and applied to solve the
active and reactive power management optimization
problems without considering the integration of FACTS
devices. Among these variants based AEO, in [30] the
standard AEO is adapted to solve the reactive power
management of many electric test systems such as the
IEEE 30-Bus, the IEEE 118-Bus, the 300-Bus and the
Algerian electric network 114-Bus, in this study, the bank
compensators are the main compensator devices
investigated to improve the performances of the reactive
power management. In [31] the standard AEO is
successfully investigated to solve the reconfiguration of
radial distribution systems considering the integration of
multi distributed generations (DGs) and multi bank
capacitors. In [32] the AEO is designed and applied to
solve the combined problem based optimal locations of
photovoltaic (PV) and wind sources based DGs and
compensator devices, and in [33] an enhanced AEO is
designed and adapted to solve the optimal location of
DGs to minimize the TPL in radial distribution systems.
In this study an interactive variant based AEO is proposed
to solve various multi objective power management
problems considering the integration of multi SVC
devices based FACTS technology. The main
contributions achieved in this paper compared to the
standard AEO and to other metaheuristic techniques are
summarized in four points:

¢ a new variant named interactive AEO is proposed to
solve the multi objective power management optimization
problems;

e a dynamic interaction between production operator
and consumer operator during search process is
introduced to right balance between diversification and
intensification;

o the proposed interactive artificial ecosystem optimizer
(IAEO) is characterized by a flexible equilibrium during
search process between intensification and diversification;

o the TFC, the TPL and the TVD are three main objective
functions optimized individually and simultaneously;
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e the proposed IAEO validated on two standard
electric systems (IEEE-30-Bus and IEEE-57-Bus) and an
effective comparative study and critical review with many
methods have been elaborated to demonstrate the
efficiency of the proposed IAEO.

Power management optimization. The task of
power management optimization known also as OPF is to
minimize one or multi objective functions. The equality
H(X, U) = 0 and the inequality constraints G(X, U) < 0
related to operation security of electric systems [5] must
be satisfied. The mathematical formulation of the multi
objective power management optimization is expressed as
follow:

Min {obj _F;}= |
=Min 0bj _F,0bj _F,,0bj _F;,...... ,Obj_Fnob]-}. M
Subject to:

Power balance constraints: represents the balance of

active and reactive power between production and

demand

N
Py = Piy =V 2V (g cos 8y + by sin 6 )=0

H(X,U)=0< e @
Qgi ~ Qai ‘Vz‘;V,f(gij sin & — by c0s 8 )=0
J=

Operation constraints: reflects technical admissible

operation limits of various elements of electric networks
i <y, <y
PN < P < PR
Qél}lll S le S gax
];_min < Tl < Y}max . (3)

min max
svci < stci < stci

G(X,U)<0s

Vit <V <vE™
max
Sii < Sji
The vectors X and U are expressed as:

X7 =[5, (1N po ) Py s O (LoNpy s (4)

UT =[P (1. Npp WV (1. Npp b Oy 1. Ny L T(1.N7 )] 5)
Various objective functions.
TFC minimization. The objective
associated to the TFC is expressed as follows.
NG
OBJ,(X,U)=min(TFC)= min[Z(ai +b;Py; + ;P )] , (6)
i=l
where NG is the number of thermal generating units; P,
is the real power of the ith generator; a;, b, and ¢; are the
cost coefficients of the ith generator.
TVD minimization. The objective
associated to the TVD is expressed as:

function

function

OBJ,(X,U)=min(TVD)= min( D Vdes|] , (D
ieNL
where V, is the desired voltage magnitudes at all load
buses.
TPL minimization. The objective
associated to the TPL is formulated as follow:

function

OBJ4(X,U)=min(TPL)=

MES > 2 ®)
=min ng (thl') + V] _2[kViVj COSé}]- K
k=1
TFC minimization in coordination with TVD. The
objective function based on combining the TFC and the
TVD is modelled using the following equation.
NG
OBJ4(X,U)= Min [[z (a,. +b;Py; +¢;Py )] + ﬂ.(TVD)J , (9)
i=1
where £ is a balancing factor.
Constraints management. Modified objective
function is formulated using the following expression
[18]:

OBJoq(X,U)=OBJ,(X,U)+ Pen;  (10)

NPQ . Npy .
Pen=r,x 3V ~VimF 47 3 log -0l f +

i=1 i=1 (11)

NI
li li
+7pg X (Pgs _Pg}vm)z + Vb X Z(Sbri _Sblrrtn)za
i=l1

where %, 7o, 7ps and y,, are the penalty coefficients related
to state variables [5].

Static Var Compensator (SVC) model. The SVC
device is one of shunt compensators from the family of
FACTS. As well shown in Fig. 1, the principle of SVC
device consists in controlling the voltage magnitude at
specified bus absorbing or injecting reactive power. The

NZe

expression of reactive power O

controlled by the
SVC device is given as follow:

R (12)
Busi Vl
~
TCR
gz‘::citor : ~ - >

Fig. 1. Basic structure of the SVC

Basic structure of AEQ. Recently in [29], authors
developed a new optimizer tool based on ecosystem
concept namely AEO. The standard AEO mimics the
behavior of energy flow in an ecosystem. The basic
architecture of the standard AEO is shown in Fig. 2, and
the key steps of the AEO are described in the following:

o the main structure of AEO consists of three interactive
operators organized based on their energy level;

e in the population, there is only one operator named
the Producer which represents the plants in nature. Only
one decomposer operator which is known as bacteria and
fungi, and the remaining of individuals in the population
are designed as consumers known in nature as animals
selected as carnivores, herbivores or omnivores;
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e the fitness function designed to evaluate all
individuals is based on the level of their energy. High
level of energy indicates that the selected individual will
be the best candidate solution;

e the main task of the producer operator is dedicated
to create balance between exploration and exploitation;
however the consumer operators are oriented to execute
intensification in coordination with the decomposer
operator at specified iterations.

Level of Energy

. |

w|

Fig. 2. Basic structure of an ecosystem

-
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-
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Mathematical modeling of AEO. Based on the
flowchart shown in Fig. 3, the operators of the standard
AEQ are described as follows.

Production operator: based on the original AEO
[29], the task of the producer operator in an ecosystem is
to generate food energy. The evolution of production
operator is modeled using the following mathematical
expressions:

X, (it +1)=(1—a)x X, (it)+ ax X g (it); (13)
az(l_it/Tmax)'rl; (14)
Xyand = r'(Umax _Umin)+Umin > (15)

where it is the current iteration; X, is the better candidate
found so far; Ti. is the maximum number of iterations;
Upax and Uy, are the maximum and the minimum limits
of control variables, respectively; ; and » are two random
number within the limits [0, 1]; @ is the linear weight
factor; X, 1s the random position of an individual.

Consumer operator: The consumers operations are
modeled as follows.

For herbivore individuals, the evolution of a random
consumer in the search space is modeled using the
following equation:

X, (i +1)= X, (it)+ CF x (X, (it)- X, (ir)), i €{2.......n}, (16)
where CF is a consumption factor defined as follows:
cr Ll
2 v,
vy ~ N(0,1), vy ~ N(0,1) . (18)

For carnivore individuals, mathematically, the
behavior of the evolution of carnivores on the search
space is modeled as follows:

(17

X, (it +1)= X, (i) + CF x (0, (i)~ X ;(it)) i € B a9)
j=RANDi ([2i-1])

For omnivore individuals, it is can each both

randomly a consumer with the higher energy level and a

producer. The behavior of an omnivore consumer is
modeled as follows:

X; (it +1)= X, (it)+ CF x(ry x (X (it) - X, (i2)));
(1= )x (X, (i) 2 1)) 7= 3,
j=RANDi ([2i-1])

Decomposer operator: The equation describing the
decomposition behavior is expressed as follows:

(20)

{X,-(it+l):Xn(it)+Dx(ExXn(it)—HXXi(it))= @)

i=1...,n
D=3xu, u~N(@,1); (22)
E=ryxRANDi (I 2])-1; (23)
H=2xr-1, 24

where D is the decomposition factor; £ and H are the
weight coefficients; u is the normal distribution with the
mean = 0 and the standard deviation = 1.

Algorithm 1: Pseudo code of the standard AEO [29]

1 Input setting variables of AEO: Pop_size, Iter max,
Trial_max, Dim, ub, 1b

2 Generating a population randomly X; (solutions),
evaluate the fitness Fit;, and select the best solution
found so far X

3 ‘While Iter max and Trial max not reached do
//Production operator //

4 For individual X1, update its solution using eq. 13
//Consumption operator //

5 For each individual Xi (i=2,...,n),
// Herbivore operator//

6 If rand<1/3 then update its solution using eq.16,
// Omnivore operator //

7 Else If 1/3<rand< 2/3 then update its solution using
eq.19,
// Carnivore operator //

8 Else update its solution using eq. 20,

9 End If.

10  Endlf

11 Evaluate the fitness of each individual.

12 Update the best solution achieved so far Xp..
/I Decomposition operator//

13 Update the position of each individual using equation
21).
14 Calculate the fitness of each individual.

15 Update the best solution found so far Xj.
16 End While
17 Return X,

Strategy of the proposed IAEOQ based optimal
power management. The strategy of the proposed IAEO
designed for solving various OPF managements is
focused to create interactive equilibrium between
diversification and intensification.

Exploration phase. Three coordinated subsystems
are designed to accomplish the exploration phase. The
first subsystem consists of active powers of generating
units, the second subsystem consists of voltage
magnitudes of generators and the third subsystems
contains the decision variables associated to tap
transformers. Figure 3 shows the three decision variables
associated to the exploration phase.
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Fig. 3. Decision variables designed for exploration and
exploitation phases

The steps of the diversification phase are described
as follows.

Stage 1: the task of the first subsystem is designed to
optimize only the decision variables associated to active
power of generators. The first optimized decision
variables achieved during the first stage is identified as
Subl PG.

Stage 2: the task of the second subsystem is focused
to optimize the decision variables related to the voltage
magnitudes of thermal generators by considering the
Subl PG as an initial solution. The second optimized
control variables achieved during this stage is named
Sub2 VG.

Stage 3: the task of the third subsystem to be optimized
is oriented to optimize the decision variables associated to
tap transformers by considering Subl PG and Sub2 VG as
an initial solution. The third optimized control variables
found during this third stage is identified as Sub3_T.

Exploitation phase. The task of the intensification
phase is to optimize the decision variables associated to
reactive power of multi SVC devices by considering the
three optimized sub systems such as: Subl PG,
Sub2 VG, and Sub3 T achieved during the
diversification phase.

In this paper, the maximum number of generation
and the population size related to this stage are taken 150
and 20 respectively, these values chosen carefully by
experience and in general depend on the type of the test
system to be solved.

Proposed interactive search process. In the
proposed new variant named IAEO, an interactive search
process is introduced to improve the solution quality, two
modifications are proposed.

The first modification is related to the dynamic
evolution of the weight coefficient during search task.
The weight factor is controlled during the search process
using the following expression:

a=(1—sin(it/Tpay ) x rand | . (25)

The evolution of the weight coefficient for one run is
shown in Fig. 4.

The second modification introduced focused on
updating the evolution of production operator during
search process using the following mathematical
expressions:

Xy(ir+1)= (= a)x X, (it)+ ax X, 4nq (it);
If It <lt,  Xygpg =rx (Umax _Umin)+ Umin’
if It>1tc X, g =7% (bestipopiSol _Umin)+ U min »

where 1, is the critical iteration chosen by experience, it
depends on the problem to be solved, in this study, /7. is
taken between 10 to 20; best Pop_Sol is the best solution
found so far.

(26)
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Fig. 4. Evolution of weight coefficient a during search process

Solution steps of the proposed IAEO strategy.

Based on the interactive of the proposed IAEO
presented in Fig. 4, the following steps are required to
apply the proposed IAEO to solve the OPF with various
objective functions:

Step 1: Introduce the data related to eclectic network
such as, fuel cost coefficients of generating units, lines and
buses technical characteristics, load parameters, and all
security and operation limits such as, permissible limits of
voltages of generators and PQ-buses, permissible limits of
tap transformers, and limits of reactive power of multi SVC.

Step 2: Identify the dimension of all subsystems to
be optimized, the sub system for active power generation
(Subl_PG), the sub system for voltage magnitudes of PV
bus (Sub2 VG), the sub system for tap transformers
(Sub3_TP), and the sub system for reactive power of
shunt SVC devices (Sub4_Qsvc).

Step 3: Define parameters of IAEO algorithm
associated to each sub system.

Step 4: Execute the exploration phase based IAEO for
solving the three subsystems: [Subl PG Sub2 VG Sub3_T].

Step 5: Define parameters of the algorithm for the
forth subsystem Sub4 QSVC designed to elaborate the
exploitation phase.

Step 6: Elaborate the exploitation phase, and save
the new updated global decision variables:

[Subl PG Sub2 VG Sub3 T Sub4 Qsvc]

Step 7: Repeat all steps until Trial,,, is achieved

Cases studies. This section is focused in applying
the proposed new variant namely IAEO to optimize
various objective functions based OPF management. Two
practical test systems are considered to validate the
efficiency of the proposed variant. The IEEE-30-bus, and
the IEEE-57-bus electric systems. In this study, and for
fair comparison with other methods, the initial security
limits of SVC devices for the test system IEEE 30-Bus is
taken in the limits [-5, 5] MVAr, and for IEEE 57-Bus is
taken in the limits [-20, 20] MVAr. Various objective
functions such as, TFC, the TPL and the TVD have been
optimized individually and in coordination.

Test-1: IEEE-30-Bus. The standard electric IEEE-
30-Bus test system consists of 30 bus and 41 lines, the
total load demand to satisfy at normal exploitation is
(283.4+j126) MVA. The admissible limits of PQ-buses
and PV-buses are in the limits [0.95, 1.1] p.u. The
admissible limits of the four tap transformers are in the
limits [0.9, 1.1] p.u., nine SVC have been integrated on
buses (10, 12, 15, 17, 20, 21, 23, 24, 29), details technical
data can be verified in [32]. For this electric network, six

Electrical Engineering & Electromechanics, 2022, no. 6

57



cases have been elaborated to validate the efficacy of the
proposed power management optimization based IAEO.

Case-1: TFC improvement.

Case-2: TPL improvement.

Case-3: TVD improvement.

Case-4: TFC and TPL improvement.

Case-5: TPL and TVD improvement.

Case-6: TFC and TVD improvement.

Case-1: TFC improvement. In this case, the proposed
algorithm namely IAEO is applied to find the best fuel cost.
Four vectors of control variables such as real power and
voltages of thermal generators, tap transformers, and shunt
compensators based SVC devices have been optimized. In
order to create diversity in search space, four vector of
decision variables (PG, VG, TP and Qsvc) are optimized
based on interactive mechanism search. Figures 5,a-c show
the convergence characteristics related to the three stages, it
is found that the best cost is improved from stage to stage.
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Fig. 5.
a — convergence behavior of TFC minimization using IAEO
at stage 1 (decision variables PG) for IEEE-30-Bus;
b — convergence behavior of TFC minimization using IAEO
at stage 2 (decision variables PG and VG) for IEEE-30-Bus;
¢ — convergence behavior of TFC minimization using IAEO
at stage 3(decision variables PG, VG and TP) for IEEE-30-Bus

o

For this first case, and as well depicted in Table 1, the
optimized TFC achieved at the final phase is 798.9457 $/h,
which is better compared to the results found using various
recent methods. The convergence behavior of the TFC
minimization at the final stage is shown in Fig. 6. The
profiles of voltages are shown in Fig. 11. As well shown in
Table 2, the proposed IAEO variant outperforms many
optimization techniques.

The main optimized decision variables for IEEE-30-bus testh;g:n:
\]/)aer(i:;lsai; I; Case-1 | Case-2 | Case-3 | Case-4 | Case-5 | Case-6
Py 176.9702( 51.2353 |143.6338|150.9415( 54.1571 |165.6028
Py 48.3087 | 80.0000 | 29.6343 [ 53.4670 | 79.8185 | 51.4071
Pys 21.2048 | 50.0000 | 46.2980 [ 26.2350 | 49.9782 | 24.8121
Py 21.5845135.0000 | 27.6480 [ 25.9711 | 34.5076 | 23.5360
Pgiy 11.8614]30.0000 | 26.4342 | 16.8140 | 29.6331 | 12.3987
Pgi3 12.0379140.0000 | 16.3812 | 16.8992 | 38.9481 | 15.2052
Vi 1.1000 [ 1.0999 | 1.0125 | 1.1000 | 1.0127 | 1.0127
Vo 1.0876 [ 1.0976 | 1.0038 | 1.0876 | 1.0040 | 1.0040
Ves 1.0612 [ 1.0799 | 1.0135 | 1.0612 | 1.0137 | 1.0137
Vs 1.0690 [ 1.0871 | 1.0020 | 1.0690 | 1.0022 | 1.0022
Vi 1.1000 | 1.0999 | 1.0515 | 1.1000 | 1.0517 | 1.0517
Vi3 1.1000 | 1.0999 | 1.0137 | 1.1000 | 1.0139 | 1.0139
Tn 1.0380 [ 1.0438 | 1.0701 | 1.0405 | 1.0729 | 1.0692
T 0.9069 [ 0.9142 | 0.9013 | 0.9094 | 0.9041 | 0.9004
Tis 0.9748 | 0.9813 | 0.9777 | 0.9773 | 0.9805 | 0.9768
Tz 0.9653 [ 0.9707 | 0.9717 | 0.9678 | 0.9745 | 0.9708
Qgero | 4.8612 | 4.8518 | 3.1553 [ 4.5818 | 3.1955 | 2.8531
Qsverz | 47156 | 3.1956 | 4.1130 | 4.2198 | 4.5578 | 4.3988
Qqers | 4.9608 | 2.9111 | 2.4363 | 4.9965 | 2.4236 | 2.3942
Qqet7 | 4.8951 | 4.8909 | 4.1329 | 4.0765 | 4.1939 | 3.8261
Qqe0 | 42697 | 3.7933 | 4.0801 | 4.3004 | 4.0587 | 4.0095
Quer | 4.9608 | 4.9008 | 4.6292 [ 4.9965 | 4.6050 | 4.5491
Qaes | 4.1186 | 2.6759 | 4.6118 | 4.1482 | 4.5876 | 4.5320
Qsveos | 4.5288 | 4.9008 | 4.4672 | 4.2328 | 4.3305 | 3.8259
Qaeo | 2.7809 | 2.5299 | 4.0889 | 1.8013 | 4.0675 | 3.0218
TPL, MW| 8.5675 |2.835300( 6.6294 | 6.9278 | 3.6426 | 9. 5619
TFC, $/h |798.9457(967.0310]|860.9828(805.5460[964.2807|807.0926
TVD, p.u.| 1.9582 | 2.0747 | 0.1098 | 1.8877 | 0.1204 | 0.1348
800.8
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Fig. 6. Convergence behavior for TFC minimization using
IAEO at the final stage for IEEE-30-Bus
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Table 2

Comparison results of TFC minimization:
test system IEEE-30-Bus:

Voltage of PQ bus limits [0.95, 1.1] (p.u.)
Methods referenced
in: [4, 5, 18] TFC, $/h |TPL, MW|TVD, p.u.
TLBO 799.0715 — —
GSA 798.6751%* — —
DSA 799.0943 — —
BBO 799.1116 — —
DE 799.2891 — —
SA 799.4500 — —
AGAPOP 799.8441 — —
BHBO 799.9217 — —
EM 800.0780 — -
EADHDE 800.1579 — —
EADDE 800.2041 — —
PSO 800.4100 — —
FPSO 800.7200 — —
IGA 800.8050 - -
PSO 800.9600 — —
GAF 801.2100 — —
ICA 801.8430 — —
EGA 802.0600 - -
TS 802.2900 — —
MDE 802.3760 — —
IEP 802.4650 — —
EP 802.6200 - -
RGA 804.0200 — —
GM 804.8530 — —
GA 805.9400 — —
GWO - 2.9377 -
ABC — 3.0410 -
ICEFO 799.0343 — —
Proposed IAEO | 798.9457 | 2.8353 | 0.1098

Case-2: TPL improvement. In this second case, the
TPL is considered for optimization. Also, four control
decision variables have been optimized in coordination. The
TPL has an economic and technical aspect. Network with
high losses in lines will affect the reliability of electric
system in particular at critical situation. Figures 7,a-c¢ show
the convergence behavior related to TPL minimization for
the three stages. It is found that the best TPL is improved
from stage to stage. For this second case, and as well shown
in Table 1, the TPL is optimized at a competitive value
2.8353 MW which is better than the result found using
standard AEO and also compared to several recent methods.
As well depicted in Table 1, and by optimizing the TPL, the
corresponding TFC is increased to 967.031 $/h, and the TVD
takes the value 2.0747 p.u., this clearly proves the conflict
aspect between the three objective functions.
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Fig. 7.

a — convergence behavior of TFC minimization using IAEO
at stage 1 (decision variables PG) for IEEE-30-Bus;
b — convergence behavior of TFC minimization using [AEO
at stage 2 (decision variables PG and VG) for IEEE-30-Bus;
¢ — convergence behavior of TFC minimization using IAEO
at stage 3(decision variables PG, VG and TP ) for [IEEE-30-Bus

The convergence behavior of the TPL minimization at
the final stage is shown in Fig. 8. The profile of voltage
magnitudes obtained after optimization is shown in Fig. 11.
It is clear that all the voltages at all PV and PQ-buses are

within their permissible limits.
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Fig. 8. Convergence behavior of TPL minimization using IAEO

at the final stage for IEEE-30-Bus

2.835
[}

Case-3: TVD improvement. The TVD is also an
important index of power quality to evaluate the reliability
of electric system. In this third case, the best TVD
optimized at the final stage is improved to 0.1098 p.u., as a
consequence the TFC is increased to 860.9828 $/h, and the
TPL is also increased to 6.9278 MW. This proves the
conflict aspect between TVD minimization and other
objective functions. The convergence characteristics of
TVD improvement during the three successive stages are
shown in Fig. 9,a-c.

The convergence behavior at the final stage is shown
in Fig. 10. It is important to confirm that, all optimized
results are found at a reduced number of iteration and
trials.
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at stage 3 (decision variables PG, VG and TP) for IEEE-30-Bus
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Fig. 10. Convergence behavior of TVD minimization using
IAEO at the final stage for IEEE-30-Bus

The profiles of voltage magnitudes obtained after
optimization are shown in Fig. 11.

Case-4: TFC and TPL improvement. Based on
detailed results depicted in Table 1, it is confirmed that when
optimizing individually each objective function, the
optimized primary objective function will affect the quality
of other objective functions. For this pertinent reason, and in
this case, the TFC is improved in coordination with the TPL,
this allows expert to identify an adequate compromise

solution based on specified technical and economic aspects.
For this fourth case, the optimized TFC in coordination with
TPL are 805.546 $/h, and 6.9278 MW and consequently the
TVD takes the value 1.8877 p.u.
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Fig. 11. The profiles of voltage magnitudes for cases:
1-2-3 for IEEE-30-Bus

Case-5: TPL and TVD improvement. One might
think that improving the voltage magnitude will reduce the
total power loss; this conclusion is relatively true when
considering radial distribution system. However, in a meshed
high transmission system, the improvement of TVD and
TPL may be conflict. Also, it is important to optimize the
TPL in coordination with TVD. For this case, the optimized
values of TPL and TVD become 3.6426 MW and 0.1204
p-u., respectively, as a consequence the TFC achieves the
value 964.2807 $/h. As well shown in Table 3, it is important
to confirm that there is no violation of constraints of reactive
power associated to all generating units.

Case-6: TFC and TVD improvement. As well
demonstrated in case 1 when the TFC is optimized at a
competitive value (798.9457 $/h), as a consequence the TVD
takes high value (1.9582 p.uw). In this case, the main
objective is to find a compromise solution between the TFC
and the TVD which may be considered as an important issue
for decision maker to ensure right equilibrium between
economic and technical constraints imposed to utilities.
Ensuring efficient TVD without affecting greatly the TFC
has a positive impact on power quality. In this case, the
optimized TVD is obtained by efficient coordination
between the three suboptimal solutions found during the
three stages associated to three decision variables. The best
optimized TFC and TVD achieved at the last stage are
807.0926 $/h and 0.1348 p.u., respectively. As well shown in
Table 3, there is no violation of security limits associated to
reactive power of thermal generating units.

Test-2: IEEE-57-bus. The efficiency and particularity
of the proposed OPF management based IAEO is also
validated on the IEEE-57-bus. Details technical data of the
IEEE-57-bus in terms of cost coefficients, lines and buses
data can be retrieved from [34]. The total apparent power to
satisfy is (1250.8 + j336.4) MVA, the maximum and
minimum limits of tap setting transformers are in the limits
[090, 1.1] in p.u., the permissible voltage limits of
generating units are in the limits [0.95, 1.1] p.u., and the
minimum and maximum bounds of PQ buses are taken in
the limits [0.95, 1.1] p.u., however for fair comparison with
other techniques, the security limits of voltage magnitudes
at PQ buses are also considered to be in the limits
[0.95, 1.05]. The IEEE-57-bus electric network consists of a
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total of 34 decision variables, including 14 variables related
to PV buses, 17 tap transformers, and 3 capacitor banks. In
this study three SVC devices are used. To improve the

solution quality of the various OPF problems, three
objective functions have been optimized such as the TFC,
the TPL and the TVD.

Table 3
Values of reactive power of generating units after optimization: cases 1 to 6
State variables, MVAT | Qgmin, MVAT [ OGmax, MVAr | Case-1 Case-2 | Case-3 Case-4 | Case-5 | Case-6
Qa1 -20 200 —16.4008 | —10.0181 [-20.0000 | -10.5765| —3.0497 |—20.0000
Qa2 —20 100 21.7922 | 8.3262 | —3.5263 | 16.4079 |-20.0000| —6.5415
Qgs —15 80 26.6227 | 21.9110 | 49.0411 | 24.4629 | 45.8506 | 57.9317
Qas —15 60 31.5658 | 31.0241 | 35.4018 | 28.4477 | 27.4492 | 41.6220
Qa1 —-10 50 11.8436 | 10.5031 | 26.7630 | 12.9860 | 27.4764 | 26.9296
Qci3 15 60 1.6210 1.1132 | 2.3241 2.9223 1.9628 | 2.7053

Case-7: TFC improvement. For this case, two
scenarios are considered. In the first scenario, the security
limits of voltages of generators are taken in the limits
[0.95, 1.1], the optimized TFC achieved is 41638.6742 ($/h)
which is better compared to the results found from other
recent methods such as: Improved Chaotic Electromagnetic
Field optimization (ICEFO), Electromagnetic Field
Optimization (EFO), PSO, BBO, DE, and ABC. In the
second scenario and for fair comparison with other
techniques, the TFC is optimized by considering the voltage

4
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magnitudes limits in the limits [0.95, 1.05]. For this second
scenario the optimized TFC is increased to 41684.00 $/h due
to the new voltage constraints associated to PQ buses. Table 4
shows the optimized control variables using the proposed
IAEO approach. Figure 12 shows the convergence of TFC
minimization using IAEO at the final stage. The distributions
of voltage magnitudes of TFC minimization for two scenarios
are shown in Fig. 13. It is also important to confirm that all
security constraints are satisfied.

o
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Voltage magnitudes (p.u)
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Fig. 13. The voltage profiles of IEEE-57-bus for TFC

Fig. 12. Convergence behavior of TFC improvement using IAEO
at the final stage for IEEE-57-bus electric system improvement
Table 4
Optimized decision variables for TFC minimization: Test-system-2: IEEE-57-bus: case-7
Control variables Min| Scenario 1 | Scenario 2 | Max [Control variables|Min|Scenario 1| Scenario 2 |Max
Pgl 0 | 142.4616 | 142.8434 |575.88 T24-25 0.9] 1.0926 1.0947 | 1.1
Pg2 0 87.8254 90.4059 [100.00 T24-26 0.9 1.0229 1.0432 1.1
Pg3 0 | 44.7744 | 45.0471 [140.00 T7-29 0.9| 0.9837 1.0042 | 1.1
Pg6 0 [ 72.1854 | 71.4206 [100.00 T34-32 0.9] 0.9598 0.9805 [ 1.1
Pg8 0 [ 461.9187 | 459.2815 |550.00 T11-41 0.9] 0.9072 09182 [1.1
Pg9 0 96.5357 96.4080 [100.00 T15-45 0.9 0.9621 0.9828 1.1
Pgl2 0 | 359.3850 | 360.6297 [410.00 T14-46 0.9 0.9481 0.9688 [ 1.1
Vgl 0.95] 1.0742 1.0588 1.1 T10-51 0.9]| 0.9567 09774 [1.1
Vg2 0.95] 1.0708 1.0566 1.1 T13-49 0.9] 0.9207 0.9416 [ 1.1
Vg3 0.95] 1.0600 1.0496 1.1 T11-43 0.9 0.9549 0.9756 1.1
Vgb 0.95| 1.0821 1.0565 1.1 T40-56 0.9 0.9910 1.0115 [ 1.1
Vg8 0.95] 1.1000 1.0600 1.1 T39-57 0.9] 0.9607 09814 [1.1
Vg9 0.95] 1.0696 1.0373 1.1 T9-55 09| 0.9744 0.9950 [ 1.1
Vgl2 0.95] 1.0650 1.0429 1.1 | Qsycis(MVAr) | 0 6.0099 5.2929 20
T4-18 0.9] 0.9530 0.9737 1.1 | Qsvers(MVAr) | 0 | 143869 | 15.7339 | 20
T4-18 09| 0.9792 0.9998 1.1 [ Qsvess(MVAr) | 0 | 11.7961 | 12.5047 | 20
T21-20 0.9 1.0094 1.0298 1.1
T24-25 0.9 0.9628 0.9835 1.1
TFC, $/h 41638.6742| 41684.00
TPL, MW 14.2861 15.2362
TVD, p.u. 3.3403 1.2506
Voltage of PQ bus limits, p.u. [0.95, 1.1] |[0.95, 1.05] [0.95, 1.1]][0.95, 1.05]
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Case-8: TPL improvement. Two scenarios are
considered to improve the TPL. In the first scenario and
by considering the limits of voltages of PQ buses in the
limits [0.95, 1.1] p.u., the best TPL found using IAEO is
9.288 MW which is better compared to results found from
others techniques [18]. However, in the second scenario,
when the margin security of voltages of PQ buses are
[0.95 1.05] p.u., the TPL achieved becomes 10.1677 MW.
The values of optimized decision variables such as real

power and voltage magnitudes of generators, tap
13
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Fig. 14. Convergence behavior of TPL improvement using IAEO
at the final stage for IEEE-57-bus electric system

100 150

transformers, and reactive power of SVC devices installed
at buses (18, 25, and 53) are depicted in Table 5.

The convergence behavior of TPL improvement in
the last stage for scenario 1 is shown in Fig. 14. The
profile of voltages at all PQ-buses for the two permissible
voltage magnitude limits [0.95, 1.1] p.u. and [0.95, 1.05]
p.u. are shown in Fig 15. It is clear that the proposed
IAEO gives better results in terms of solution quality and
also convergence behaviours.
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Fig. 15. The profile of voltages for [EEE-57-bus for TPL minimization

Table 5
Optimized decision variables for Test-system-2: IEEE-57-bus: case-8
Decision variables Min[Scenario 1| Scenario 2 | Max |Control variables|Min|Scenario 1| Scenario 2 [Max
Pgl 0 ]199.0713 | 200.5999 [575.88 T24-25 0.9 1.1000 1.0988 1.1
Pg2 0 14.236000 [ 2.5244 [100.00 T24-26 0.9 1.0485 1.0473 | 1.1
Pg3 0 ]139.3166 [ 139.2099 [140.00 T7-29 09| 1.0095 1.0083 | 1.1
Pg6 0 199.99220 [ 99.9989 [100.00 T34-32 09| 0.9858 09846 | 1.1
Pg8 0 |307.4738 | 308.6348 [550.00 T11-41 0.9 0.9235 0.9223 1.1
Pg9 0 199.99910 [ 99.9998 [100.00 T15-45 0.9 0.9881 0.9869 | 1.1
Pgl2 0 1409.9993 [ 409.9999 [410.00 T14-46 09| 0.9741 09729 | 1.1
Vgl 0.95| 1.1000 1.0587 1.1 T10-51 09| 0.9827 09815 | 1.1
Vg2 0.95[ 1.0953 1.0523 1.1 T13-49 0.9[ 0.9469 0.9457 | 1.1
Vg3 0.95| 1.1000 1.0539 1.1 T11-43 0.9 0.9809 0.9797 | 1.1
Vgb 0.95] 1.0985 1.0532 1.1 T40-56 09| 1.0168 1.0156 | 1.1
Vg8 0.95| 1.1000 1.0600 1.1 T39-57 09| 0.9867 09855 | 1.1
Vg9 0.95] 1.0836 1.0397 1.1 T9-55 0.9 1.0003 0.9991 1.1
Vgl2 0.95] 1.0913 1.0454 1.1 | Qsvcis(MVAr) | 0 | 5.8044 6.0732 | 20
T4-18 09| 0.9790 0.9778 1.1 | Qsveps(MVAr) | 0 | 162454 | 16.5142 [ 20
T4-18 09| 1.0051 1.0039 1.1 | Qsvess(MVAr) | 0 | 13.0162 | 13.2850 [ 20
T21-20 0.9] 1.0351 1.0339 1.1
T24-25 0.9] 0.9888 0.9876 1.1
TFC, $/h 44936.637| 44976.00
TPL, MW 9.2880 | 10.1677
TVD, p.u. 3.3893 1.2496
Voltage of PQ bus limits, p.u. [0.95, 1.1]][0.95, 1.05] [0.95, 1.1]][0.95, 1.05]
Case-9: TVD improvement. As well shown in ey

results found for TFC minimization, the TVD increases to
a high value p.u., this confirms the conflict behaviour
between TFC and TVD. For this case, the TVD is
optimized individually, the optimized value of TVD
achieved is 0.7613 p.u., as a consequence, the TFC and
the TPL become, 43637.599 $/h, 12.6659 MW
respectively. The convergence behavior of TVD
minimization is shown in Fig. 16. The optimized decision
variables are shown in Table 6. All security constraints
are in their admissible bounds.

Table 7 shows detailed results related for generated
reactive power for cases 7, 8, 9.
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Fig. 16. Convergence behavior of TVD improvement using
IAEO at the final stage for IEEE-57-bus electric network
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Optimized decision variables for Test-system 2: IEEE-57-bus: case-9

Table 6

Decision variables Min [Optimized| Max |Decision variables|Min|Optimized|Max
Pgl 0 253.2690 |575.88 T24-25 09| 1.0802 |1.1
Pg2 0 35.1258 [100.00 T24-26 09 1.0223 |1.1
Pg3 0 84.8772 [140.00 T7-29 09 09833 |1.1
Pg6 0 69.7737 [100.00 T34-32 0.9] 0.9596 |1.1
Pg8 0 333.2967 1550.00 T11-41 09| 09173 |1.1
Pg9 0 91.3378 [100.00 T15-45 09 09619 |1.1
Pgl2 0 395.78571410.00 T14-46 09 09479 |1.1
Vgl 0.95 1.0266 1.1 T10-51 0.9] 0.9565 |[1.1
Vg2 0.95 1.0148 1.1 T13-49 0.9 0.9207 |1.1
Vg3 0.95 1.0095 1.1 T11-43 09| 09547 |1.1
Vg6 0.95 1.0061 1.1 T40-56 0.9 0.9906 |1.1
Vg8 0.95 1.0079 1.1 T39-57 0.9] 0.9605 |[1.1
Vg9 0.95 0.9920 1.1 T9-55 09[ 09741 |1.1

Vgl2 0.95 1.0111 1.1 | Qsvcis(MVAr) | 0 | 8.6025 | 20
T4-18 0.9 0.9528 1.1 | Qsvcers(MVAr) | 0 | 19.2413 | 20
T4-18 0.9 0.9789 1.1 | Qsvess(MVAr) | 0 | 159510 | 20
T21-20 0.9 1.0089 1.1 -
T24-25 0.9 0.9626 1.1
TFC, $/h 43637.599
TPL, MW 12.6659
TVD, p.u. 0.7613
Voltage of PQ bus limits, p.u. [0.95, 1.1]
Table7 TAEO converges to a competitive value of TFC

Values of reactive power of generating units after optimization:

cases 7, 8, 9, for IEEE-57-bus electric system
Stat?\/}%ﬁbles’ SR}“X; SdG\‘}IX; Case-7 | Case-8 | Case-9
Qa1 —140 | 200 [41.2497(25.1539(63.2333
Qg —17 50 150.0000]50.0000]|29.6884
Qas —10 60 (33.7970|30.6423|29.1474
Qas -8 | 25 [11.9570|-0.0081| 5.3507
Qgs —140 | 200 [31.8761(34.7790(27.0905
Qao -3 9 [8.7930[9.0000 | 3.8068
Qa2 —150 | 155 |55.4596|52.0659|73.4293

Comparative study and robustness evaluation. A
comparative analysis is introduced to validate the
performances and particularity of the proposed approach
based IAEO designed to solve multi objective OPF. In the
recent literature many several metaheuristic methods have
been proposed to improve the solution quality of various
OPF problems. It is found that some comparative studies
are not adequate for one reason; the security limits
associated to voltage of PQ-buses are not similar. In order
to relieve conflicts about this subject, in this study, the OPF
problem with various objective functions have been solved
considering three types of constraints related to the voltage
magnitudes of PQ-buses. In the first scenario, the security
limits of voltage magnitudes of PQ-buses are taken in the
limits [0.95, 1.1] p.u., in the second scenario, the
admissible bounds of voltage magnitudes of PQ-buses are
considered in the limits [0.95, 1.05] p.u., and in the third
scenario the limits of voltage magnitudes of PQ-buses are
taken in the limits [0.94, 1.06] p.u.. Table 8 shows a
comparative analysis of statistical results for TFC, TPL and
TVD minimization using the proposed method and other
recent methods. The optimized results related to the first
scenario are depicted in Table 6. These values are achieved
by considering the voltage magnitudes of PQ buses in the
limits [0.95, 1.1]. It is well demonstrated, that the proposed

(41,638.6742 $/h) compared to other methods, expect the
value of TFC achieved using the APFPA [18], otherwise,
the TPL and TVD are also improved to a completive
values, 9.28 MW, 0.7613 p.u., respectively.

Table 8

Comparative study: best results for TFC, TPL and TVD
improvement for test system IEEE-57-bus:
voltage magnitude at PQ-buses is in the limits [0.95, 1.1] p.u.

Methods: [6, 18, 20] TFC, $/h | TPL, MW [ TVD, p.u.
ICEFO 41,706.1117 — —
EFO 41,706.3467 — —
PSO 42,386.3675 — —
BBO 41,698.9307 — —
DE 41,689.7303 — —
ABC 41,715.7607 — —
APFPA 41,628.7520 | 9.3151 0.8909
CSSO 41,666.6620 — —
Proposed method IAEO |41,638.6742 | 9.2800 0.7613

The results of the OPF for the second and third
scenario are depicted in Table 9.
Table 9
Comparative study: best results for TFC, TPL and TVD
improvement for electric system IEEE-57-bus:
voltage magnitude at PQ-buses is in the limits [0.95, 1.05] p.u.

lﬁzt’h;f]s T$F/E’ B[)\I;]’ TVD, p.u.|Observations
TLBO 41,688.7431 - - [0.95 1.05]
MTLBO |[41,638.3822°| - - [0.95 1.05]
SKH 41,676.9152 |10.6877 - [0.94 1.06]
KH 41,681.3521 [11.2158] - [0.94 1.06]
Proposed | 41,684.0000 |10.1677| 0.7613 | [0.95 1.05]
method TAEO| 41,668.3663 | 9.9827 - [0.94 1.06]

* Infeasible solution

The best TFC achieved using the proposed IAEO is
compared to the results achieved using TLBO [14], MTLBO
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[14], stud krill herd (SKH) algorithm [21], and the standard
krill herd (KH) algorithm [21]. It is observed that the
proposed TAEO algorithm achieves better optimal values
compared to other methods, except the TFC achieved using
MTLBO (41,638.3822 $/h), however, after verification by
using the power flow tool, it is found that the obtained results
are not feasible, violations of constraints in term of voltage
magnitudes in several PQ buses. The proposed method

named IAEQ achieves better optimal TFC (41,668.3663 $/h)
by considering the voltage magnitudes of PQ buses in the
limits [0.94, 1.06] p.u., and by considering the voltage
magnitudes of PQ buses in the limits [0.95, 1.05], the new
optimized TFC values becomes 41,686.00 $/h. Tables 10, 11
show the optimal settings of decision variables achieved for
TFC minimization and TPL improvement using the
proposed IAEO method and the SKH method [14, 21].

Table 10
Optimal settings of decision variables of TFC minimization for Test-system-2: IEEE-57-bus: PQ-buses [0.94, 1.06] p.u.
Control variables Min IAEO SKH [21] | Max |Control variables|Min| IAEO |SKH [21]{Max
Pgl 0 142.6746 142.8235 |575.88 T24-25 09]1.0816] 1.0782 | 1.1
Pg2 0 89.32490 90.4827 [100.00 T24-26 0.9]1.0345] 1.0257 | 1.1
Pg3 0 44.99740 45.1846 [140.00 T7-29 0.9]0.9953 | 0.9895 | 1.1
Pg6 0 71.49150 71.8808 [100.00 T34-32 0.9]10.9714] 0.9691 [ 1.1
Pg8 0 460.6816 459.2338 [550.00 T11-41 0.910.9088 ] 0.9008 | 1.1
Pg9 0 96.39720 96.1160 [100.00 T15-45 0.9]0.9737] 0.9740 | 1.1
Pgl2 0 360.1558 360.1577 [410.00 T14-46 0.9]0.9597] 0.9591 | 1.1
Vgl 0.95 1.0570 1.0593 1.1 T10-51 0.9]10.9683 | 0.9649 [1.1
Vg2 0.95 1.0551 1.0575 1.1 T13-49 0.9]0.9323] 09310 | 1.1
Vg3 0.95 1.0489 1.0512 1.1 T11-43 0.9]0.9665| 0.9657 | 1.1
Vg6 0.95 1.0595 1.0594 1.1 T40-56 0.9]1.0026] 0.9937 | 1.1
Vg8 0.95 1.0747 1.0599 1.1 T39-57 0.910.9723 ] 0.9629 [ 1.1
Vg9 0.95 1.0451 1.0373 1.1 T9-55 0.9]0.9860 | 0.9846 | 1.1
Vgl2 0.95 1.0414 1.0416 1.1 | Qsvcig, MVAr | 0 [5.6309] 0.1580 | 20
T4-18 0.9 0.9646 0.9062 1.1 | Qsvcrs, MVAr | 0 |14.0079] 0.1563 [ 20
T4-18 0.9 0.9908 1.0955 1.1 | Qsvcss, MVAr | 0 |11.4171] 0.1380 | 20
T21-20 0.9 1.0210 1.0106 1.1
T24-25 0.9 0.9744 0.9815 1.1
TFC, $/h 41,668.391696|41,676.9152
TPL, MW 14.923 15.0795
TVD, p.u. 1.5901 —
Voltage of PQ buses limits, p.u. [0.94, 1.06]
Table 11
Optimal settings of decision variables of TPL minimization for Test-system-2: IEEE-57-bus: PQ-buses [0.94, 1.06] p.u.
Control variables Min IAEO SKH [21] | Max |Control variables|Min| IAEO |SKH [21]{Max
Pgl 0 203.4968 200.9220 [575.88 T24-25 0.9]1.0823] 1.0312 | 1.1
Pg2 0 2.282400 3.3270  ]100.00 T24-26 0.9]1.0508 | 1.0021 | 1.1
Pg3 0 137.2892 139.9317 |[140.00 T7-29 0.9]1.0118] 0.9327 | 1.1
Pg6 0 99.99880 99.9470 1100.00 T34-32 0.910.9881 | 0.9493 [ 1.1
Pg8 0 307.7157 307.3602 |550.00 T11-41 0.910.9258 | 0.9004 | 1.1
Pg9 0 99.99990 100.0000 [100.00 T15-45 0.910.9904 | 09176 | 1.1
Pgl2 0 409.9999 409.9996 [410.00 T14-46 0.910.9764 | 0.9059 | 1.1
Vgl 0.95 1.0732 1.0023 1.1 T10-51 0.910.9850 | 0.9172 [ 1.1
Vg2 0.95 1.0658 0.9957 1.1 T13-49 0.910.9492 ] 0.9001 |1.1
Vg3 0.95 1.0642 0.9987 1.1 T11-43 0.910.9832] 0.9026 | 1.1
Vg6 0.95 1.0623 0.9983 1.1 T40-56 0.9]1.0191| 1.0000 | 1.1
Vg8 0.95 1.0713 1.0012 1.1 T39-57 0.910.9890 | 0.9776 [ 1.1
Vg9 0.95 1.0528 0.9795 1.1 T9-55 0.9]11.0026] 09263 | 1.1
Vgl2 0.95 1.0610 0.9855 1.1 | Qsvcig, MVAr | 0 |5.9720] 0.0605 | 20
T4-18 0.9 0.9813 0.9643 1.1 | Qsvcas, MVAr | 0 [16.4130] 0.1399 | 20
T4-18 0.9 1.0074 0.9004 1.1 | Qsvcss, MVAr | 0 [13.1838] 0.1262 | 20
T21-20 0.9 1.0374 1.0096 1.1
T24-25 0.9 0.9911 0.9759 1.1
TFC, $/h 44,912.826117(45,044.2407
TPL, MW 9.9827 10.6877
TVD, p.u. 1.6011 —
Voltage of PQ bus limits, p.u. [0.94, 1.06]

Robustness evaluation. The efficiency of the
proposed variant namely IAEO has been validated on two
practical electric systems, the IEEE-30-bus, and the

IEEE-57-bus considering various objective functions.
Compared to the standard algorithm (AEO), the proposed
variant needs a reduced number of generations and trials
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to converge to the best solution (100 to 150 generations,
and between 5 to 10 trials). Also, due to the interactive
decomposed concept based on optimizing a reduced
number of decision variables, the proposed variant needs
a small number of population and a reduced number of
trials to explore the global search space. As well
demonstrated on results given, the maximum number of
iteration and population required to optimize all
subsystems are 50 and 10, respectively. However in the
last stage and to ensure fine intensification around the
near optimal solution, the number of iteration required is
relatively increased to 150.

Conclusion. This paper is elaborated to apply an
efficient Interactive Artificial Ecosystem Algorithm (IAEO)
to improve the solution quality of the multi objective OPF
problem. Three objective functions such as the TFC, TPL
and TVD have been optimized individually and
simultaneously to improve the performances of practical
power systems considering the integration of multi SVC
based FACTS devices. For the IEEE 30-Bus test system, the
optimized values for TFC, TPL and TVD are 798.9457 $/h,
2.83530 MW and 0.10980 p.u., respectively, and for the test
system IEEE 57-Bus, the best values achieved for TFC, TPL
and TVD are 41,638.6742 $/h, 9.28 MW and 0.7613 p.u.,
respectively. The mechanism search of the standard AEO is
improved by creating flexible interactivity during search
process between intensification and diversification. Initially,
a specified number of sub systems have been created based
on the types of decision variables. This first stage allows
creating diversity in search space, and then at the final stages,
the search process is guided to achieve an efficient local
search around the best updated solution. The performances
of the proposed optimization technique have been validated
on two practical IEEE test systems. The obtained results
using the proposed IAEO compared to many recent methods
demonstrate its efficiency and competitive aspect in solving
power management optimization.
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