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CHAOTIC-BASED PARTICLE SWARM OPTIMIZATION ALGORITHM FOR OPTIMAL
PID TUNING IN AUTOMATIC VOLTAGE REGULATOR SYSTEMS

Introduction. In an electrical power system, the output of the synchronous generators varies due to disturbances or sudden load
changes. These variations in output severely affect power system stability and power quality. The synchronous generator is equipped
with an automatic voltage regulator to maintain its terminal voltage at rated voltage. Several control techniques utilized to improve
the response of the automatic voltage regulator system, however, proportional integral derivative (PID) controller is the most
frequently used controller but its parameters require optimization. Novelty. In this paper, the chaotic sequence based on the logistic
map is hybridized with particle swarm optimization to find the optimal parameters of the PID for the automatic voltage regulator
system. The logistic map chaotic sequence-based initialization and global best selection enable the algorithm to escape from local
minima stagnation and improve its convergence rate resulting in best optimal parameters. Purpose. The main objective of the
proposed approach is to improve the transient response of the automatic voltage regulator system by minimizing the maximum
overshoot, settling time, rise time, and peak time values of the terminal voltage, and eliminating the steady-state error. Methods. In
the process of parameter tuning, the Chaotic particle swarm optimization technique was run several times through the proposed
hybrid objective function, which accommodates the advantages of the two most commonly used objective functions with a minimum
number of iterations, and an optimal PID gain value was found. The proposed algorithm is compared with current metaheuristic
algorithms including conventional particle swarm optimization, improved kidney algorithm, and others. Results. For performance
evaluation, the characteristics of the integral of time multiplied squared error and Zwe-Lee Gaing objective functions are combined.
Furthermore, the time-domain analysis, frequency-domain analysis, and robustness analysis are carried out to show the better
performance of the proposed algorithm. The result shows that automatic voltage regulator tuned with the chaotic particle swarm
optimization based PID yield improvement in overshoot, settling time, and function value of 14.41 %, 37.91 %, 1.73 % over recently
proposed IKA, and 43.55 %, 44.5 %, 16.67 % over conventional particle swarm optimization algorithms. The improvement in
transient response further improves the automatic voltage regulator system stability for electrical power systems. References 44,
tables 4, figures 6.

Key words: proportional integral derivative (PID) tuning, chaotic particle swarm optimization (CPSO), robustness analysis,
automatic voltage regulator (AVR), transient response.

Bcmyn. B enexmpoenepeemuutitl cucmemi NOMYHCHICMb CUHXPOHHUX 2eHepamopie 3MIHIOEMbCA BHACTIOOK 30ypeHb abo pi3Kux 3MiH
naganmasxgcenns. Lli 3minu 6 NOMYJUCHOCMI Ceplio3HO GNAUBAIOMb HA CMAOIIbHICMbG eHepeemuyHoi cucmemu ma AKICMb
enekmpoenepzii. CunXpoHHULl 2eHepamop OCHAWEHUT ABMOMAMUYHUM Pe2YAAMOPOM Hanpy2u O NIOMPUMAHHA HANPY2U HA 1020
KiemMax Ha pieni HOMiHanvbHOI Hanpyeu. [lexinbka memooieé ynpaeniHHs GUKOPUCIOBYIOMbCSA O/ NOMNUWIeHHS peakyii cucmemu
ABMOMAMUYHO20 Pe2yAMOpa HAnpyeu, 0OHAK NPOROpYiliHull inmezpanvhull noxionuti konmpoaep (PID-kxonmponep) € maiibinbus
4acmo BUKOPUCIOBYBAHUM KOHMPOAEPOM, aie U020 napamempu eumazaroms onmumizayii. Hoeusna. Y yiii pobomi xaomuuna
NOCHIO06HICMb, 3ACHOBAHA HA JIOCICMUYHIL CXeMi, 2IOpUOU3yEMbCsL 3a 00NOMO20I0 ONMUMI3AYIl POl0 YACMUHOK, w00 3Haumu
onmumanvhi napamempu PID ona cucmemu aémomamuunoz2o pecyramopa uanpyeu. Iniyianizayis na ocHnosi xaomuunoi
NoCAi006HOCMI NO2ICMUYHOT cXeMu ma HAuKpawuil enooansHull 8ubip 003601A10Mb AN20PUMMY BUUMU i3 IOKANLHOI MIHIMATLHOL
cmazHayii ma noxpawumu weuoKicme 30ICHOCMI, Wo O0ae Haukpawi onmumanvhi napamempu. Mema. OcHOHOW0 Memoio
3anpPoONoOHO8AH020 NiOX00Y € NONINUEHHs NepexiOHol peakyii cucmemu asmoMamuidHO20 pe2yiamopa Hanpyau Wisxom Minimizayii
MAKCUMATbHO20 NEPEGUUJEHHS, YaCy 6CMAHOBNEHH, Yacy HAPOCMAHHA MA NIKOBUX 3HAYEHb HANPY2U HA KAeMaxX I YCYHEeHH NOMUTKU
y cmayionaprozo cmani. Memoou. Y npoyeci nacmpotixu napamempie mexHiky onmumizayii poio XaomudHux 4acmuHoK KilbKa
pasie npomyckamu uepes 3anponoHosaHy 2iOpudHy Yinbosy (QYHKYilo, AKA 6pAxXosye nepegazu 060X HAUOIIbUL YACMO
BUKOPUCMOBYBAHUX YINbOBUX (DYHKYIU 3 MIHIMAIbHOIO KIIbKICMIO Imepayill,i 3HAU0eHO ONMuMAaibHe 3HAYeHHS KoegiyicHmy
niocunenna PID. 3anpononosanuil aneopumm nOPIGHIOEMbCA 3 CYUACHUMU MeMAeSPUCUNHUMU  AN2OPUMMAMY, BKIIOYAIOYU
3QUUAIIHY ONMUMI3AYII0 POIO YACMUHOK, 800CKOHANeHUl aneopumm Hupox ma inwi. Pesynemamu. [[is oyinku eghexmuenocmi
00'€0nyIombCa XapaxmepucmuKky iHmezpana y 4aci, NOMHONCEHO020 HA NOXUOKU y keadpami, ma yinbosux ¢yuxyiu Llee-JIi I'etinza.
Kpim moeo, nposodsmvca ananiz y uacosiii obnacmi, aHaniz y 4acmomHoi obiacmi ma ananiz cmitkocmi, wob nokasamu Kpawy
ehexmugHicmb 3anPONOHOBAH020 anzopummy. Pesynomam noxasye, wjo agmomamuyHull peyismop Hanpyeu, HalaumosaHull Ha
XaomuyHy onmumizayilo poio 4YacmuHok, 3achoganull Ha noxinuenni euxody PID 6 nepesuwennsx,uaci naraumysanns ma 3Ha4eHHi
@ynxyii nepesuwgye na 14,41 %, 37,91 %, 1,73 % newooasno 3anpononoganuii Hupxoguti arcopumm ma Ha 43,55 %, 44,5 %,
16,67 % nepesuwye 36uuaiini ancopummu onmumizayii poro wacmunox. Iloninwenns nepexionoi peaxyii we Oitbuie nokpawye
CcmMabinbHICMb A8MOMAMUYHO20 Pe2yIamopa Hanpyau 0Jis cucmem elekmpoenepeemuxu. bion. 44, tabn. 4, puc. 6.

Kniouosi cnosa: mpomopuiiiHe pery/aOBaHHsI iHTerpajibHOI IOXiAHOI, ONTHMIi3alisi Xa0THMYHOr0 POI0 YACTHHOK, AHAJI3
CTIHKOCTi, ABTOMATHYHHUIi PeryJsiTOp HANPYIH, NepexilHa peakuis.

Introduction. The disturbances such as change in
transmission line parameters, sudden load changes,
fluctuation in the turbine output, etc., causes the
synchronous generator to show an oscillatory
performance around the equilibrium state [1]. Under such
oscillations, the power system stability is greatly affected.
To assure the power quality and to enhance the power
network stability, excitation of synchronous generator is
equipped with automatic voltage regulator (AVR) and

power system stabilizer. AVR keeps the output voltage of
synchronous generator at rated value. The transient
response of AVR system extremely affects the stability of
the power system [2].

A number of control methods were studied, such as
predictive controls, fuzzy controls, and neural controls for
process controls system. Despite much effort,
proportional integral derivative (PID) controllers are the

© N. Anwar, A. Hanif, M.U. Ali, A. Zafar

50 ISSN 2074-272X. Electrical Engineering & Electromechanics, 2021, no. 1



main element of industrial controller systems and can be
used in the form of embedded controller, distributed
control system and programmable logic controller [3].
Overschee and Demoor stated 80 % of PID controllers are
not tuned to optimal level in the industries. Furthermore,
they reported that 30 % of the PID controllers operates in
manual settings, whereas twenty 5 % work in the default
settings [4]. Over the years, numerous techniques for
tuning of PID parameters were proposed like traditional
techniques including Ziegler/Nicole, Cohen/Kun, pole
position and latest techniques (i.e., gains scheduling,
minimum fluctuations and prediction) [5]. Some
drawbacks of traditional control technique for PID
controllers tuning are:

¢ inadequate dynamics of closed loop response;

e cxcessive rules for setting gains;

e mathematical complexity control design;

e difficulty in dealing with nonlinearities [6].

Therefore, in academia and industry, the tuning a
PID controller is an interesting research topic.

Numerous techniques like artificial neural networks
(ANN) and neural fuzzy systems were used for the tuning
of PID-AVR parameters. However, these techniques
require a quite large amount of data for training process
[7]. On the other hand, metaheuristic optimization based
tuning algorithms such as improve kidney-inspired
algorithm (IKA) [8], particle swarm optimization (PSO)
[9], Dbiogeography-based optimization (BBO), local
unimodal sampling algorithm (LUS) [10], artificial bee
colony (ABC) algorithm [11], slap swarm algorithm
(SSA) [12], artificial electric filed (AEF) [13], Harris
hawks optimization (HHO) [14], sine cosine algorithm
(SCA) [15], whale optimization algorithm (WOA) [16],
etc., are applied for PID tuning in AVR system.

Many objective functions were proposed in literature as
performance criteria for optimization of PID-AVR. The
integral error is extensively used as an objective function,
which is based on difference between reference and the
system output. The frequently used integral functions include:

e integral absolute error (IAE);

e integral time absolute error (ITAE);
e integral squared error (ISE);

o integral time squared error (ITSE).

Minimizing the ISE and IAE provide relatively small
overshoots with longer stabilization time. Alternatively, the
ITSE and ITAE can overcome the limitations of the ISE
and TAE, but they cannot guarantee the required stability
[17]. In addition, Zwe-Lee Gaing (ZLG) defines the time
step performance criterion by using a weighted factor with
the parameters of time response [7].

A Drief literature review of the tuning techniques
applied on AVR systems over the past years is shown in
Table 1, which encapsulates the performance indexes and
analysis approaches used in the literature.

Genetic algorithm (GA), ABC, and PSO algorithms
have tendency to solve numerous optimization problems,
but affects with issues like memory capabilities, etc.
Improved results might be obtained through other
optimization methods, but they might have drawbacks
such as initial convergence, local minimum congestion,
difficulty in selecting control parameter, and increased

computation time dependent on size of the studied system
[18]. Also, there is no exact technique for finest
parameters tuning of PID controller for AVR system.
Therefore, studying novel heuristic optimization
algorithms is an imperative and observable issue for
researchers. Since metaheuristic algorithms have establish
their place in efficiently solving numerous global
optimization problem that can be applied to various
scenarios, however the major problem faced by them is
the premature convergence leads trapping in local optima
[19]. Chaotic features diversify solution space, creating
space to exploit and explore more space. Chaos
phenomena can take place in a deterministic nonlinear
dynamic system and is sensitive to initial conditions.
Thus, chaotic movements within a certain range can travel
all states without repetition. The easy implementation and
its capability to escape from getting stuck in the local
optima evolved in chaos based search algorithms [20].
Experimental studies argue for the benefit of using
chaotic instead of random signals [21].

In this study, optimization of PID controller for
AVR applications using the hybridization of chaotic
initialization in particle swarm optimization (CPSO) is
proposed. The combined ITSE and ZLG performance
criterion is used. The ITSE-ZLG not only minimize the
steps response characteristic that are settling time (¢),
peak time (t,), rise time (#.), overshoot (%MP), and steady
state errors (ey), but also the average of time weighted
absolute errors between the measured and rated voltage.
The results obtained on the basis of the proposed
technique are then compared with existing techniques
algorithm in the literature. To show the supremacy of the
proposed CPSO-PID approach, transient response
analysis, frequency response analysis and pole-zero map
under AVR system parameters changes are performed. At
the end, the robustness analysis is performed.

Mathematical model of AVR. To maximize the
power quality of system, AVR is crucial in maintaining
the terminal output voltage of synchronous generator to
predefined level through generator exciter control.
Operation of AVR is dependent upon the difference
between pre-defined voltage levels to variable terminal
voltage level, which may arise due to disturbance in
power network. Excitation mechanism serves the purpose
to maintain the generator terminal voltages in case of
system interruptions. Potential transformer measure’s the
voltage magnitude, afterwards rectified and compared
with the reference. Error signal generated through this
mechanism is amplified to control the field excitation,
hence maintain the synchronous generator terminal
voltage. Generation of reactive power increases/decreases
to new stable equilibrium, maintaining the output voltage
to defined rated value. Modelling of various parts of AVR
system is given in the following equations:

K4
G i \S )= ———;
Ampltﬁer() 1+S-TA (1)
0.02<T,<0.1, 10<K , <40;
K
Gryeiter(s) = —E—;
Exczter() 1+S~TE (2)
04<Ty <1, 1<K;<10;
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Tuning method for automatic voltage regulator system

Table 1

Performance indices Analysis methods
Reference Propc_)sed Comparison Transient Pole Frequency
algorithm IAE|(ISE|ITAE|ITSE|ZLG|Other Zero Robustness
response Map response
Ekinci et al PSO, DE, ABC,
8] : IKA LUS, PSA, BBO, + |+ + + + +
GOA
Ekinci et al.
[14] HHO BBO + + +
Demiroren et AEF PSO, BBO i i
al. [13]
Mosaad et al. BA, CSA, FPA,
[16] WOA 1 pso. sCA. WWO * *
E‘;l]‘k ctal. SOS | ABC, MOL, BBO + + + + + +
S‘;‘jrge etal- 1 wea WOA, GA + +
Celik et al. ABC, MOL, LUS,
[24] SES | wco, GsA, BBO i i i i i
ﬁkz‘]n“ ctal. SSA ABC, ZN + + +
Odili et al. PSO, GA ACO,
[25] ABO BFOA i "
Bingul et al. PSO, MOL, ABC,
[26] s BF-GA, LUS T i * " i i
Hekimogluet | - g4 | 7\ DE, ABC, BBO + + + + +
al. [15]
éz;r]ls‘t ctal | psoGSA | ZN, PSO, MOL + +
Chatterjee et GA, PSO, LUS,
al. [28] TLBO PSO, ABC LT i i i i
[C;‘;;enc ctal. BBO ABC, DEA, PSO + + + + +
Sahib et al. ABC, DEA, GA,
9] PSO MOL, LUS " " " i i
Mohantya et LUS ABC, PSO, DE + + + + +
al. [10]
Tang et al.
[30] CAS PSO + +
g‘ﬁde ctal ABC PSO, DEA + + + + +

In Table 1 the following abbreviation is used: IKA —improved kidney-inspired algorithm, SSA — slap swarm algorithm,
SOS — symbiotic organisms search, SFS — stochastic fractal search, CAS — Chaotic ant swarm, ABO — African buffalo optimization,
WWO — water wave optimization, TLBO — teaching learning based optimization, CS — cuckoo search, water wave optimization,
PSO — particle swarm optimization, DE — differential evolution, ABC — ant bee colony, LUS — local unimodal sampling,
PSA - pattern search algorithm, BBO — bio-geography-based optimization, GOA — grasshopper optimization algorithm,
GA - genetic algorithm, MOL - many optimizing liaisons, ZN - ziegler-nichols, WCO — world cup optimization,
GSA - gravitational search algorithm, WCA — water cycle algorithm , WOA — whale optimization algorithm, ACO — ant colony
optimization, BFOA — bacterial foraging optimization Algorithm, CSA — crow search algorithm, BA — bat algorithm, FPA — flower
pollination algorithm, SCA — sine cosine algorithm, BF-GA — hybrid genetic algorithm and bacterial foraging.

K constant respectively.

GGenerator ()= T The linearized AVR transfer function system

1+s TG (3) . . .

without PID is given as follows:

ISTG S2, 07SKG Sl, AU(S)

K AU (5)
Gsensor (S ) = > " ) )

1+s-Tg 4) Ky Kg-Kg-(1+5-Ts)

0.001<Tg <0.06, 1<Kg<2;

where K,, Kp, K; and Ky are the amplifier, exciter,
generator and sensor gains respectively, Ty, Tg, T and T
are the amplifier, exciter, generator and sensor time

(1+S'TA)'(1+S'TE)'(1+S'TG)‘(1+S'Ts)+KA'KE'KG'KS'

AVR system with PID controller. The PID
controller consists of 3 main control actions/gains with
respect to the error signal:
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1) proportional (K,) control;
2)integral (K;) control;
3) derivative (K,;) control.
In industrial control processes, a constant gain PID
controller has been extensively used. PID controller
transfer function is given as

t
Uc(t)= K pAU(0)+ K; [ AU, (0)dt + K 4 (dAU (1)) dt, (6)
0

where U, is the control signal; AU,(s) is the error signal
among reference AU,(s) and measured signal AU(s), and
K,, K; and K; are the control gains of proportional,
derivative and integral term, respectively.

The closed loop AVR transfer function with PID is
derived as

AU(S)
AU, (s) ;
K, Kp-Kg -(1+s-TS)~(s2 Ky +s-1<p+1<,.) @
y ,
where

A:s~(l+s~TA)~(l+s~TE)-(l+s~TG)~(1+s'TS)+
+K-Kp-Kg-Kg ~(s2 Kg+sK, +1<,-)

The challenge in PID tuning is to determine the
optimum parameters to reduce the time domain
characteristics like ¢, #, t, and %M, Therefore,
optimization of PID tuning parameters is required using
optimization methods.

PID parameters optimization for AVR system.

Particle Swarm Optimization (PSO) is a
population based optimization algorithm inspired from
social behaviors of bird flocking [9]. In this algorithm,
population (known as particle) is initialized. In
n-dimension given problem, N palticles are travelling in
the solution space. The X(¢) = (X1, Xp, ..., Xjm) denotes
the location of the j-th particle at the i-th iteration and X,
€ [Ln, Uy, 1< m < N, where L,, and U, represents the
lower and upper bound having values [0.2 — 2]
respectively. The P; = (P, Pp, ..., Pin) denotes the best
position searched by the j-th particle known as Pp.
Finally, the global best position achieved by the swarm is
identified as global best G, and represented as P, = (Pg
Pg, ..., Pgm). The velocity vector at the i-th iteration is
vi(t) = (Vj1, Vi2, ..., Vjm). Finally, the updated velocity and
position variables of the particle for succeeding iteration
are obtained as

Vile+1)=w-v,(c)+

+r1'C1'(Pbestj(t) Xj ( )+ (3)
) 'C2 '(Gbestj( t)l
xj(t+1):xj()+Vj()s ©)

where the parameter C; and C, are acceleration
coefficient, W is called inertia weight (i.e., set to 1 in the
conventional PSO), r; and r, represents random number
between [0, 1].

The PSO algorithm has several advantages including
fast convergence, less complex computations unlike GA
(e.g. coding/decoding, mutation and crossover), easy to

compute and simple to implement [32]. But, PSO has
drawbacks, such as easily stuck in local optima and
decrease in the convergence rate in the later period of
evolution [33].

Chaotic Particle Swarm Optimization (CPSO).

Generating random sequences with good uniformly
is very important in the field of sampling, numerical
analysis and metaheuristic optimization. The concept of
using chaotic sequence instead of random sequence have
been emerged in research fields using chaotic neural
network (CNN) [34] and chaos optimization [35], etc.
Chaos is a random movement of particles having
characteristics of pseudo-randomness, ergodicity, and
regularity determined through a deterministic equation
[36]. A chaotic signal can cross every state in a certain
search region in such a way that every state is visited only
once. The diversity of random numbers generated by
chaotic motion is better than the randomly generated
values. Chaos search has a very special ability to improve
the diversity of particle in search space that helps the
optimization algorithm to escape from stucking in local
optima [37]. Therefore, using chaotic sequences in
evolutionary algorithms is a promising approach to obtain
high quality solutions. Different kinds of chaos maps have
been used in literature [38].

In this paper, to improve the searching performance
and to escape from trapping into local minima, chaos
dynamics is integrated into the PSO. The conventional
PSO algorithm faces up to premature convergence
because information can be exchanged between particles
quickly and the particles are getting near to each other
rapidly, especially in case of problems with multiple local
optima. Thus, the dispersion of particles decreases in the
search space and it is difficult to escape from local optima
[39]. In order to increase a population’s diversity in
conventional PSO, chaos sequences were used to initialize
the particles’ population and velocity. In this paper,
chaotic sequence is generated using the logistic equation
[40]. The process of initializing using logistic chaotic map
is defined through the subsequent equation [41]:

i+1 j i+1
Cxl ):4-Cx5-’)-(1—Cx5-’ ))
j=12,..,m

(10)

where Cx; is the j-th chaotic variable and i denotes the
number of iteration.

The procedure of chaotic search using logistic map
is as follows [42].

Step 1: Setting i = 0 and maps the decision variables

x; to chaotic variable ng-") positioned in the interval (0, 1)

using below equation

Xy _xminj

ng?) =7 =)

xmax,j -X

j=12,3,...,n

an

min, j

Step 2: Calculating the chaotic variable Cx(l+1) for
the succeeding iteration using logistic map equation

according to ny) .
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Step 3: Adapting the chaotic variable CxS-Hl) to
decision variable xsi”) using below equation

ji+1 +1
xS’l ) Xmin, j + ng'l ) (xmax,./' ~ Xmin, j l
j=L2,3,.,n

Step 4: Calculating the new solution with decision

(12)

variable x5_5+1) .

Step 5: If the new solution is superior to the
previous decision variable or predefines maximum
number of iterations is reached, take the new solution as
the new result of chaos search else, let i =i + 1 and go
back to Step 2.

Another improvement in conventional PSO lies in
using the adaptive parameters (W, C,, C,) instead of
constant values using the following equations

M~Gen, (W, >Wf);

W=W, - 13
" MaxGen (13)
G, -Gy
C,=Cj; ————Gen, \Cy;;>Cir/l; 14
1= Cim e e Gen ( 1i Lf) (14)
Cori—Co »
Cy=Cpy——2—2L . Gen, (Cyy>Cyp); (19

MaxGen
Ci=2,Cy=1,C;=2,Cy=1,W;=09 and W;=0.4,
where Gen is the current generation of the swarm,
MaxGen is the maximum evolutionary generation, the

indexes 7 and f denotes initial and final, respectively.
Fig. 1 shows the flow chart of CPSO.
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Function to be
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'
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G best of CPSO is the Solution of AVR system

Fig. 1. Flow chart chaotic particle swarm optimization

Performance evaluation criterion. Several
performance criterions were proposed in the literature to
examine the performance of the AVR system [43]. The
most of the criterions were associated with improvement
in time domain parameters such as %M, egs, t, and tg of
the step response [44]. The frequently used criterions for
the performance evaluation of AVR system are

1) Integral absolute error (IAE):
t

sim

HE= [|AU,(t)ar; (16)
2) Integral squared errog (ISE):
ISE = tsj‘m(A U, () dr; (17)
3) Integral time weig}(l)ted absolute error (ITAE):
ITAE = tft AU, (¢)dt; (18)
4) Integral time weigﬁted squared error (I7SE)
ITSE = tjt (AU, (1)) ar; (19)
5) Zwe-Lee Gaing (OZLG):
21G=(1-eF )M, e )re? (o -1) @0)

where AU(?) is the difference between steady state value
and its present terminal voltage; f;, is the simulation time
duration; £ is the weighted factor and its values ranges
between [0.5 — 1.5].

In the abovementioned criterions, ITSE and ZLG are
frequently reported and resulted in improved results. ITSE
resulted in high overshoot, whereas ZLG increase the rise
and peak time. In this study, combined ITSE and ZLG are
used [19]

J=ITSE + aZLG, (21)
where « is the weighting factor to balance the /TSE and
ZLG performance criterions and its values ranges between
[30 - 50].

The above criterion can be changed
optimization problem with constrained as

min JYTSE, %M ,, e, t;.1, §

02<K,<2
subjectt0<0.2<K; <2;
02<K;<2.

in to

(22)

The optimal values of free parameters (/TSE", %Mp*,
ess, t, and t,*) are estimated using CPSO. Fig. 2 shows
the complete implementation of CPSO for AVR.

Simulation result and discussion. The different
analyses were performed including convergence, pole
zero map, robustness etc. to show the improved
performance of CPSO-AVR. Furthermore, the voltage
response analysis is also carried out by considering
different cases. All the analysis were done using
MATLAB/Simulink (2018 Version) on an Intel i3,
processor 1.90 GHz with a RAM 4.00 GB. The
population size and maximum iteration for the analysis
were chosen as 30. Subsequent sections show the
important results after analysis.
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Fig. 2. Chaotic particle swarm optimization implementation

Convergence profile. The convergence curve of
PSO and CPSO is shown in Fig. 3. The CPSO algorithm
converges to optimized values only in 5 iterations as
compared to PSO. Optimized value of PID gains obtained
using CPSO were

K,=1.0535,K;=1.0112 and K, = 0.3752.

Convergence Curve

——PS0
——CPSO| ]

095

09 r

0.85

Cost Function Value
[=]
[=-]

0.75 = 1
0.7 ’ +
0.65
0.6 ! ' ' ! !
0 5 10 15 20 25 30

Number of Iteration
Fig. 3. Convergence curve

Equation (23) shows the overall transfer function of
AVR system obtained with these optimized values

AUt(s)
AUref(s)
0.0599s> +6.103s2 +10.535 +10.09
0.0004s> +0.0454s* +0.555% +7.509s2 +11.43 -5 +10.09

Comparative analysis with different algorithms.
Comparison of obtained results using CPSO with other

PID,

optim =

) (23)

optimization algorithms were done to show the
effectiveness and supremacy of the CPSO technique. The
other algorithms used to optimize the PID parameter for
AVR system include IKA, PSO, BBO, LUS, ABC, SSA,
AEF and HHO. In order to evaluate the performance, the
time domain characteristics %M, ess, ¢, and #5 of the
transient response as well as value of the criterion were
compared. The comparative analysis of CPSO-PID with
other meta-heuristic techniques is tabulated in Table 2.
The percentage improvement of CPSO over other
optimization algorithms is also reported in Table 2. It is
important to note here that PID controller tuned with
CPSO algorithm using the cost function given in Eq. (21)
for AVR system will result in less oscillatory and stable
response. Fig. 4 shows the simulation result of step
response of AVR terminal voltage obtained from different
algorithms. It is noted that the CPSO yields better results
as compared to other algorithm.

Step Response
T

14 . -
12 1
P
= CPSO (Proposed)
Sosh IKA J
2 PSO
E_ ——BBO
0.6 ——LUS
< ABC
——SSA
04 ——AEF 1
——HHO
0.2
0 . . L
0 0.5 1 15 2 2.5

Time (seconds)

Fig. 4. Comparative analysis of step responses

Pole-Zero and frequency response Analysis. The
pole-zero map helps to determine the system stability and
provide the information about the position of closed-loop
zeros, poles and their resultant damping ratio (DR). To
check the stability of AVR, the analysis of pole-zeros and
bode-plot were done with tuned controller parameters
obtained using CPSO. From pole/zero analysis for
CPSO-AVR, the closed loop poles are

s1=—101, s$p3=-494+£j8.65, s45=—13%j091
as shown in Fig. 5 and the corresponding DR values are
1.00, 0.49 and 0.81, respectively.

Pole-Zero Map
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Fig. 5. Pole-zero analysis of chaotic particle swarm optimization
based automatic voltage regulator
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Table 2

Comparative analysis of chaotic particle swarm optimization-PID with other meta-heuristic algorithms

PID parameters | Transient response parameters Objective function Improvement contributed by CPSO-PID
Controller type
K, | K | Ki |%M,| t,s | tns | t,s | ITSE | ZLG |ITSE+ZLG| %M, fy s ITSE+ZLG
CPSO-PID (Proposed)|1.0535{1.0112{0.3752{13.11| 0.564 {0.1743|0.3732|0.0078|0.2299| 0.6214 - - -

IKA-PID 1.0426(1.0093| 0.599 {15.00| 0.753 | 0.128 | 0.328 |0.0062|0.3246| 0.6322 14.41 37.91 1.73
PSO-PID 1.3541]0.9266|0.4378|18.82| 0.815 | 0.149 | 0.328 [0.0072{0.3668| 0.7250 43.55 44.50 16.67
BBO-PID 1.2464|0.5893|0.4596|15.52| 1.446 | 0.149 | 0.317 [0.0078(0.5774| 0.9656 18.38 156.38 55.39
LUS-PID 1.2012{0.9096|0.4593|15.56| 0.800 | 0.149 | 0.322 |0.0064|0.3378| 0.6577 18.68 41.84 5.84
ABC-PID 1.6524(0.4083]0.3654|25.01| 3.094 | 0.156 | 0.360 [0.0177(1.2430| 2.1295 90.77 448.58 242.69
SSA-PID 1.3381{1.1204]0.6361|20.30{ 0.690 | 0.119 | 0.263 [0.0056{0.3407| 0.6203 54.84 22.34 0.25
AEF-PID 1.1062{0.9543(0.5178|14.30(0.7760| 0.140 | 0.291 {0.0060/0.3300{ 0.6302 9.07 37.58 1.41
HHO-PID 1.0887(0.9882(0.5361(14.42{0.7657 | 0.137 | 0.290 |0.0060|0.3223| 0.6227 9.99 35.76 0.20

Table 3 shows the values of peak-gain, phase margin,
delay margin, and bandwidth for different algorithms using
Bode analysis. The peak gain for CPSO-AVR is found as
0.79 dB (7.11 rad/s), whereas phase margin and delay
margin are 95.8 and 0.178s (9.38 rad/s), respectively.
Finally, the bandwidth is 12.267 as shown in Table 3.
From the aforementioned analysis, the CPSO-AVR
yielded stable and good frequency response as all closed

Robustness analysis. To evaluate the robustness of
CPSO-AVR, time constant of exciter, amplifier, sensor
and generator were varied between —50 % to +50 % as
shown in Fig. 6. The results of transient response after the
variations in AVR parameters are listed in Table 4. It is
observed in Table 4 that the total deviation range for
different values of parameters of AVR time constants are
in acceptable range showing the robustness of AVR

loop poles were in the left half s-plan.

system with CPSO algorithm.

Table 3
Peak-gain, phase-margin (deg.), delay-margin and bandwidth of automatic voltage regulator system
Controller Peak-gain Phase-margin (deg.) Delay-margin Bandwidth
CPSO-PID (Proposed) 0.79 dB (7.11 rad/s) 95.8 0.178 5 (9.38 rad/s) 12.267
IKA-PID 1.78 dB (10.6 rad/s) 76.7 0.095 s (14.0 rad/s) 16.785
PSO-PID 1.79 dB (8.29 rad/s) 79.3 0.121 s (11.5 rad/s) 13.915
BBO-PID 1.56 dB (8.65 rad/s) 81.6 0.112 s (11.7 rad/s) 14.284
LUS-PID 1.43 dB (8.59 rad/s) 83.2 0.126 s (11.6 rad/s) 14.208
ABC-PID 2.87 dB (7.52 rad/s) 69.4 0.111 s (10.9 rad/s) 12.880
SSA-PID 1.51 dB (9.7 rad/s) 80.8 0.11 s (12.9 rad/s) 15.624
AEF-PID 1.45 dB (9.45 rad/s) 81.8 0.114 s (12.5 rad/s) 15.286
HHO-PID 1.51 dB (9.7 rad/s) 80.8 0.11 s (12.9 rad/s) 15.624
Table 4
Robustness analysis of chaotic particle swarm optimization-PID for deviation in parameters of AVR system
Model Performance parameter Rate of change (%) Range of total
parameter -50 -25 +25 +50 deviation
Peak value (p.u.) 1.168 1.799 1.172 1.206 0.066
T ts, S 0.2402 0.4793 1.3530 1.4793 1.620
4 tS 0.1601 0.1652 0.1846 0.1943 0.114
1, S 0.3157 0.3445 0.4104 0.4285 0.148
Peak value (p.u.) 1.135 1.130 1.13 1.143 0.010
T t, S 0.6548 0.7419 1.5231 1.6749 1.969
E t S 0.1155 0.1465 0.2006 0.2257 0.294
1y S 0.2421 0.3011 0.4444 0.5156 0.381
Peak value (p.u.) 1.230 1.168 1.107 1.943 0.717
T t,s 1.0112 0.7536 1.8619 2.1511 2.814
¢ t S 0.1059 0.1409 0.2076 0.2414 0.384
th S 0.2356 0.3002 0.4451 0.5341 0.431
Peak value (p.u.) 1.112 1.121 1.140 1.151 0.017
T 1, S 0.5660 0.5652 1.1758 1.1977 1.123
§ t,S 0.1791 0.1769 0.1724 0.1702 0.027
ty S 0.3717 0.3813 0.3649 0.3760 0.021
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Step Response
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Fig. 6. Step response for variation between +50 to —50 in
T (a), T4 (b), T (c), and T (d)

Conclusions.

In this paper, chaotic particle swarm optimization
based proportional integral derivative (PID) controller was
used for the optimal tuning of automatic voltage regulator
system. The logistic map chaotic sequence-based

initialization and global best selection enables the
algorithm to escape from local minima stagnation and
improve its convergence rate and resulting precision. In the
process of parameter tuning, the chaotic particle swarm
optimization technique was run several times through the
proposed objective function, which accommodates the
advantages of the two most commonly used objective
functions with a minimum number of iterations, and an
optimal PID gain value was found. Automatic voltage
regulator system with chaotic particle swarm optimization
based PID controller minimizes the performance criterion
value to obtained optimized parameters of PID.
Performance comparisons were performed with 8
optimization algorithms (improved kidney algorithm,
particle swarm optimization, bio-geography based
optimization, local unimodal sampling, artificial bee
colony, slap swarm algorithm, artificial electric filed, and
Harris hawks optimization) to demonstrate the usefulness
of the chaotic particle swarm optimization based PID for
automatic voltage regulator system.

The comparative analysis of results revealed that the
proposed chaotic particle swarm optimization based PID
controller based system showed an excellent transient
response in terms of #,, %M, and performance criterion
value. In addition, bode analysis, pole-zero and robustness
analysis were done to show the system stability optimized
by the chaotic particle swarm optimization algorithm. The
analyses depict that the stability of automatic voltage
regulator system is good and the proposed controller is
less affected the possible variations in the parameters of
the system. The proposed chaotic particle swarm
optimization technique can be implemented to tune the
controllers for the swing-up and stabilization for a
pendulum-cart system.
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